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The eighteenth century is one of the most important periods in the history of Western philosophy, witnessing the philosophical, scientific, religious, and social and political change of the Enlightenment on a massive scale. In spite of this, there are few overviews of the philosophy of the period as a whole.

The Routledge Companion to Eighteenth Century Philosophy is an authoritative survey and assessment of this momentous period, covering major thinkers, topics, and movements in eighteenth-century philosophy. The thirty-five specially commissioned chapters by a team of international contributors offer an extensive treatment of the Enlightenment and eighteenth-century metaphysics and philosophy of religion, mind, knowledge, perception, passions, morals, politics, and aesthetics. A section on “Philosophy in Relation to the Arts and Sciences” shows the connections between philosophy and other areas of inquiry, and the final part is devoted to major figures of the period: Hume, Kant, and Rousseau.

The Routledge Companion to Eighteenth Century Philosophy provides students of philosophy and those from related disciplines with an outstanding and accessible guide to this fascinating period in the history of philosophy.

Aaron Garrett is Associate Professor of Philosophy at Boston University, USA. He has published books on Spinoza and Berkeley, articles on many topics in early modern philosophy, and is the co-editor (with James A. Harris) of the Oxford History of Scottish Enlightenment Philosophy. He is currently working on two books on moral philosophy in the early modern period: The View from the Devil’s Mountain: Seventeenth-Century Moral Philosophy and The Reasonableness of Morality.
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PRAISE FOR THE SERIES

 

 

The Routledge Companion to Aesthetics

“This is an immensely useful book that belongs in every college library and on the bookshelves of all serious students of aesthetics.” – Journal of Aesthetics and Art Criticism

“The succinctness and clarity of the essays will make this a source that individuals not familiar with aesthetics will find extremely helpful.” – The Philosophical Quarterly

“An outstanding resource in aesthetics … this text will not only serve as a handy reference source for students and faculty alike, but it could also be used as a text for a course in the philosophy of art.” – Australasian Journal of Philosophy

“Attests to the richness of modern aesthetics … the essays in central topics – many of which are written by well-known figures – succeed in being informative, balanced and intelligent without being too difficult.” – British Journal of Aesthetics

“This handsome reference volume … belongs in every library.” – CHOICE

“The Routledge Companions to Philosophy have proved to be a useful series of high quality surveys of major philosophical topics and this volume is worthy enough to sit with the others on a reference library shelf.” – Philosophy and Religion

The Routledge Companion to Philosophy of Religion

“ … a very valuable resource for libraries and serious scholars.” – CHOICE

“The work is sure to be an academic standard for years to come … I shall heartily recommend The Routledge Companion to Philosophy of Religion to my students and colleagues and hope that libraries around the country add it to their collections.” – Philosophia Christi

The Routledge Companion to Philosophy of Science

A CHOICE Outstanding Academic Title 2008

“With a distinguished list of internationally renowned contributors, an excellent choice of topics in the field, and well-written, well-edited essays throughout, this compendium is an excellent resource. Highly recommended.” – CHOICE

“Highly recommended for history of science and philosophy collections.” – Library Journal

“This well-conceived companion, which brings together an impressive collection of distinguished authors, will be invaluable to novices and experience readers alike.” – Metascience

The Routledge Companion to Twentieth Century Philosophy

“To describe this volume as ambitious would be a serious understatement. … full of scholarly rigor, including detailed notes and bibliographies of interest to professional philosophers. … Summing up: Essential.” – CHOICE

The Routledge Companion to Philosophy and Film

“A fascinating, rich volume offering dazzling insights and incisive commentary on every page … Every serious student of film will want this book … Summing Up: Highly recommended.” – CHOICE

The Routledge Companion to Philosophy of Psychology

“This work should serve as the standard reference for those interested in gaining a reliable overview of the burgeoning field of philosophical psychology. Summing Up: Essential.” – CHOICE

The Routledge Companion to Metaphysics

“The Routledge Philosophy Companions series has a deserved reputation for impressive scope and scholarly value. This volume is no exception … Summing Up: Highly recommended.” – CHOICE

The Routledge Companion to Nineteenth Century Philosophy

A CHOICE Outstanding Academic Title 2010

“This is a crucial resource for advanced undergraduates and faculty of any discipline who are interested in the 19th-century roots of contemporary philosophical problems. Summing Up: Essential.” – CHOICE

The Routledge Companion to Ethics

“This fine collection merits a place in every university, college, and high school library for its invaluable articles covering a very broad range of topics in ethics[.]…With its remarkable clarity of writing and its very highly qualified contributors, this volume is must reading for anyone interested in the latest developments in these important areas of thought and practice. Summing Up: Highly recommended.” – CHOICE

The Routledge Companion to Philosophy and Music

“Comprehensive and authoritative … readers will discover many excellent articles in this well-organized addition to a growing interdisciplinary field. Summing Up: Highly recommended” – CHOICE

“ … succeeds well in catching the wide-ranging strands of musical theorising and thinking, and performance, and an understanding of the various contexts in which all this takes place.” – Reference Reviews

The Routledge Companion to Phenomenology

“Sebastian Luft and Søren Overgaard, with the help of over sixty contributors, have captured the excitement of this evolving patchwork named ‘phenomenology’. The Routledge Companion to Phenomenology will serve as an invaluable reference volume for students, teachers, and scholars of phenomenology, as well as an accessible introduction to phenomenology for philosophers from other specialties or scholars from other disciplines.” – International Journal of Philosophical Studies

The Routledge Companion to Epistemology

A CHOICE Outstanding Academic Title 2011

“As a series, the Routledge Philosophy Companions has met with near universal acclaim. The expansive volume not only continues the trend but quite possibly sets a new standard. … Indeed, this is a definitive resource that will continue to prove its value for a long time to come. Summing Up: Essential.” – CHOICE
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ABBREVIATIONS

 

 

Throughout the volume the first time a non-English-language title of an eighteenth-century work is given in the main body of the text, it is given in its original language and then translated. Exceptions are made for a few self-evident and extremely familiar titles, Kant’s Critiques and a few of his other well-known works, and Rousseau’s Social Contract.

I have tried whenever possible to cite texts by the initial publication date of the work cited, or the initial date a public lecture was given, in order to give readers a sense of when the particular work of philosophy under discussion first appeared to offer the reader a stream of more useful information than the date of a contemporary edition or translation. This might sound like an easy goal, but in the eighteenth century there were a number of impediments, many of which reflect interesting features of the period and of its pivotal intellectuals.

First, many texts went unpublished. Important works by Cudworth, Leibniz, Turgot, Condorcet, Bentham, Diderot, Rousseau, etc., did not make it to the press when they were initially written, for reasons ranging from a lack of motivation on the author’s part – once Locke had died Leibniz felt little need to publish the Nouveaux essais sur l’entendement humain (New Essays on Human Understanding), since their main purpose was to draw Locke into debate, and so they went unpublished until 1765. Many authors feared censorship and persecution. Others found informal circulation sufficient. I have taken first publication to mean first public presentation, so for example the date for Turgot’s Tableau has been given as 1750, since that is when he first publicly presented the work (even though it did not come out as a book until much later). The same rule has been applied for lectures when the date is clear (which is not always the case). Furthermore some works, like Rousseau’s Confessions, appeared in part in 1782 but only in 1798 in full. I have tried whenever possible to give the date of the first complete edition.

Second, the initial publication is not always authoritative. Some texts, for example Smith’s A Theory of Moral Sentiments, Hume’s Essays and Enquiries, Newton’s Principia, and perhaps most famously Kant’s Critique of Pure Reason, went through numerous important editions. Other texts have a superior second edition. So the dates given are by no means a statement of the authoritativeness of said editions.

When it is apparent that an author is discussing a particular edition of one of these works – for example the second, 1690 edition of Locke’s Essay, or the 1713 second and 1726 third editions of Newton’s Principia – I have reflected this in the text. For example when Locke on personal identity is discussed in Ainslie and Ware, the date of the second edition where it first appeared – 1690 – is specified, together with the original date, in the main body of the text. The same for the dates of the three editions of Newton’s Principia, or cases where an author is just citing the A edition or B edition of Kant’s first Critique.

The long and the short of it is that the in-text citation should be understood as a piece of information about when a text first appeared. The full information about where to locate a passage, which edition was consulted, etc., the translation cited is given in the bibliography. No doubt some will find this jarring, but hopefully most will find it helpful to give the reader a rough sense of the chronology.

Leibniz has posed a particularly serious problem to this practice, since many of his works are cited that were not published until the nineteenth or twentieth century. This does not mean the works did not have influence, due to the common practice of informal circulation. For example, as Manfred Kuehn notes in his article (Chapter 6) on “Reason and Understanding,” the Nouveaux essays had impact far before their 1765 publication (p. 171). When a work by Leibniz does not have a seventeenth- or eighteenth-century publication date, I have opted to refer to the particular works in the text and provide a reference to a translation and in addition to whatever form of citation is appropriate. I have given 1720 for Monadology, the first publication of the German translation. And I have broken the rule by giving 1686 for the Discourse on Metaphysics. An exception has also been made for Berkeley’s Philosophical Commentaries (1707–8).

I have tried to make references across the articles as consistent as possible when there is a standard edition, critical edition, or translation. I have also tried to refer in ways so that the citations will be easy to find across editions. Where appropriate the details of individual volumes are cited in the bibliographies. The standard editions referred to throughout the volume are as follows, except when otherwise noted in the bibliographies of the individual pieces.

Bentham

J. H. Burns, J. R. Dinwiddy, F. Rosen, and P. Schofield (eds.) The Collected Works of Jeremy Bentham. London: Athlone Press, 1968–81; and Oxford: Clarendon Press, 1983, in progress.

Berkeley

A. A. Luce and T. E. Jessop (eds.) The Works of George Berkeley, Bishop of Cloyne. 9 v. London: Thomas Nelson & Sons, 1948–57.

This is cited in the bibliographies as “Luce and Jessop (eds.) Works,” or cited in full if the author needs to cite something from it that does not have a publication date. Then it is cited by date as would any other work cited from a bibliographical list, i.e. “Luce and Jessop (1948–57).”

Descartes

C. Adam and P. Tannery (eds.) Oeuvres de Descartes. Rev. ed. 11 v. Paris: J. Vrin; CNRS, 1964–76.

Cited by AT, volume number and page number.

Encyclopédie

D. Diderot and J. D’Alembert (eds.) Encyclopédie des arts et des métiers. 35 v. Paris: Breton, David, Briasson & Durand, 1751–72. Reprint, Stuttgart/Bad Cannstatt: Frommann & Holzboog, 1966.

Citations are consistent with the edition of the Encyclopédie at the webpage of the French government and University of Chicago collaborative ARTFL Project (American and French Research on the Treasury of the French Language) <htt­p:/­/en­cyc­lop­edi­e.u­chi­cag­o.e­du>.

Hume

References to A Treatise and the Enquiries are given to both the current Oxford editions and to the Selby-Bigge/Nidditch edition. This is the practice of Hume Studies and reflects the continued wide circulation of the Selby-Bigge/Nidditch edition (which is cited as SBN).

Both editions are jointly cited in the individual-article bibliographies in order to avoid confusion in citation and repetition. So in the individual bibliographies:

Hume, D. (1739–40) A Treatise of Human Nature. Oxford: Clarendon Press, 1978/2007.

Refers to both:

D. Hume. A Treatise of Human Nature (1739–40). D. F. Norton and M. J. Norton (eds.). 2 v. In The Clarendon Edition of the Works of David Hume. Oxford: Clarendon Press, 2007.

And:

D. Hume. A Treatise of Human Nature. L. A. Selby-Bigge and P. Nidditch (eds.). Rev. ed. Oxford: Clarendon Press, 1978.

Again:

Hume, D. (1748) An Enquiry concerning Human Understanding. Oxford: Clarendon Press, 1975/2000.

Refers to both:

D. Hume. An Enquiry concerning Human Understanding (1748 [1772, 1777]). T. L. Beauchamp (ed.). In The Clarendon Edition of the Works of David Hume. Oxford: Clarendon Press, 2000. (Based on the 1777 edition.)

And:

D. Hume. An Enquiry concerning Human Understanding. In L. A. Selby-Bigge and P. Nidditch (eds.) Enquiries concerning Human Understanding and Concerning the Principles of Morals. Rev. ed. Oxford: Clarendon Press, 1975.

Finally:

Hume, D. (1751) An Enquiry concerning the Principles of Morals. New York: Clarendon Press, 1975/1998.

Refers to both:

D. Hume. An Enquiry concerning the Principles of Morals (1751 [1772, 1777]). T. L. Beauchamp (ed.). In The Clarendon Edition of the Works of David Hume. Oxford: Clarendon Press, 2008. (Based on the 1777 edition.)

And:

D. Hume. An Enquiry concerning the Principles of Morals. In L. A. Selby-Bigge and P. Nidditch (eds.) Enquiries concerning Human Understanding and Concerning the Principles of Morals. Rev. ed. Oxford: Clarendon Press, 1975.
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INTRODUCTION: THE ECLECTICISM OF EIGHTEENTH-CENTURY PHILOSOPHY

Aaron Garrett

 

 

There are long-standing questions about metaphysics, morals, knowledge, politics, and art that Aristotle and Plato asked and that we contemporary philosophers ask as well. But the extension and intension of these questions, not to mention of the answers offered to them, vary dramatically according to the historical particulars, the setting – whether agora, Platonic Academy, London coffee house, Parisian scholastic disputation hall, or a twenty-first-century American Philosophical Association panel – and above all in connection with the situated concerns and beliefs of those asking and answering. Think, for example, of the impact of concerns over transub-stantiation and the Communion on philosophical accounts of substance and belief. Or think about the very special issues connected with probability and certitude that arise in connection with the natural sciences (see Dario Perinetti, Chapter 11 in this volume). Or think of the impact that setting to prove the existence of a Christian god with particular attributes had on how metaphysical questions were taken up by a wide range of philosophers (see Maria Rosa Antognazza, Chapter 5). A main difficulty for the historian of philosophy is doing justice to what past philosophers considered to be philosophically interesting and relevant issues – many of which are remote from what philosophers today consider to be philosophically interesting or relevant – while at the same time exploring those aspects of eighteenth-century philosophy that contemporary philosophers do consider compelling.

And the difficulty is not just that changing extra-philosophical interests informed the ways in which past philosophers treated long-standing questions. Nor is it that perennial questions were discussed in very particular contexts – for example what Matthew L. Jones (Chapter 8, p. 204) describes as the “struggle over the authority of mathematics in physics and metaphysics” was focused, in the eighteenth century, on issues concerning space. It is also that philosophy itself included some of what we today view as natural theology, natural science, and nascent inquiries into what we now call the social sciences. And it included other areas that we today think are barely philosophical, or not philosophical at all.

The extension of philosophy is a general problem for historians but a particularly pressing issue for a volume on eighteenth-century philosophy. Eighteenth-century philosophers discussed an extraordinary breadth of topics, and many of the topics we would have liked them to spend their time on are not what they actually focus on. For example we would like it if many of the eighteenth-century British moral philosophers that we consider the most important had spent a great deal of time discussing what we consider to be crucial issues in normative moral theory and metaethics, but maddeningly they don’t. Instead of getting into the justification of the authority of conscience, Butler spends a great deal of time exploring what he sees as the experiential details of our moral psychology. Hume spent a great deal more time working out the details of the History of England and the particulars of the passion of pride than he did explaining what is going on with the missing shade of blue, why he thought he had a fundamental objection to his own theory of personal identity, and how the analogy between secondary qualities and moral properties was supposed to work. These have left fascinating puzzles, but the prioritization is also important and interesting. And it holds, not just of Butler and Hume, but of countless other philosophers.

James A. Harris’s essay “Liberty, Necessity, and Moral Responsibility” (Chapter 13) makes a helpful suggestion on the reasons for some of the difference of focus between us, today, and many philosophers of the eighteenth century. Harris remarks that “conceptual analysis is one preferred modus operandi of a philosophy which takes itself to be a discipline concerned first and foremost with the a priori, and which is content to leave empirical questions to others. Eighteenth-century philosophy is, for the most part, enthusiastic, even dogmatic, in its insistence on the importance of testing its theories at the bar of experience” (p. 320). It seems that nearly anything and everything that was testable, and perhaps confirmable, at the bar of experience was the fodder for philosophy, including the nature of the bar of experience itself (see in particular Perinetti’s Chapter 11 and Lorne Falkenstein’s Chapters 14 and 15 for some of the issues connected with this). This holds of Locke, Condillac, Hume, and Kant but also of Leibniz, Wolff, Montesquieu, Smith, etc., and in almost every area of philosophy imaginable. What qualified as the bar of experience ranged from scientific experiment, to thought experiment, to first-person phenomenological introspection, to travel reports, to fiction and art. There was similarly wide variance in how one scrutinized, tested, and confirmed everything from the principle of plenitude, to the relational character of space, to the non-relational character of space, to the possibility that we have a moral sense, to the epigenetic character of matter. The central place of experience in tandem with the massive growth of all sorts of empirical knowledge in the eighteenth century – of the life sciences, of physics and chemistry, of the human sciences, of the peoples around the world (this is an era of massive explosion of colonialism), of literature and the reading public – goes a long way to explaining the breadth and diversity of eighteenth-century philosophy. It also hints towards why there was so much philosophical investigation of perception and powers, so much comparative political and social philosophy, so many moral theories that stress the first-person experience of moral judgment and moral sentiment, and relatively less metaphysics and philosophy of mind (in our sense).

In what follows I will discuss another way of thinking about the extraordinary diversity of eighteenth-century philosophy that overlaps with this emphasis on experience. When thinking about a philosopher like Denis Diderot we might colloquially say that he was “eclectic”: he had extremely diverse interests that did not necessarily fit together into one overarching scheme or system. Diderot himself wrote an article on “eclecticism” in the Encylopédie, the massive reference work he co-edited with the mathematician Jean Le Rond D’Alembert, that is viewed as the central work of the French Enlightenment. In this article he characterized some of the main features we associate with the eighteenth century, and with the high Enlightenment, and identified them with the Eclectic “school.” I will use eclecticism as a way to discuss some of what was philosophically distinctive in the transition from the mid-seventeenth century to the later seventeenth and early eighteenth century.

A reader might ask why eclecticism and not Enlightenment? The movement of experience to the center of philosophy was a focal feature of the Enlightenment in its valorization of Locke and in many of its central accomplishments such as the Encylopédie, Montesquieu’s Spirit of the Laws, Smith’s Wealth of Nations, and Kant’s Critique of Pure Reason. And many of the articles in this volume explore issues at the heart of the Enlightenment(s), particularly those by Fania Oz-Salzberger (Chapter 1), Silvia Sebastiani (24), Neil McArthur (26), Margaret Schabas (30) and Alix Cohen (31). I have avoided describing the contents of this volume as the “Philosophy of the Enlightenment” or the “Philosophy of the Enlightenments” for a few reasons. Foremost is that Enlightenment was more of a retrospective category than one used by the authors we consider to be representative of the Enlightenment during the time we call the Enlightenment (or Enlightenments). “Enlightenment” or “Lumières” or “Aufklärung” or “Illuminismo” was normally used to describe practices or achievements, not one historical movement; and the meaning of these practices or achievements was highly contested (see Oz-Salzberger, Chapter 1; Hunter 2001; Schmidt 2003). The contested character of the Enlightenment persists to the present day. There are still fundamental disagreements as to whether there was a shared Enlightenment in Europe (going back to Spinoza or Bacon or the Renaissance or beginning in the 1730s), or whether there were only different national Enlightenments, or whether there were different “Enlightenments” internal to different national philosophical cultures (see Hunter 2001), or if there was no one current uniting “the” Enlightenment(s) at all. In addition, and consequently, although we can fairly easily list central figures of the Enlightenment such as Diderot, Voltaire, Hume, Smith, Vico, Lessing, Kant, and projects like the Encylopédie, the inclusive and exclusive borders are fuzzy and often arbitrary (Rousseau, Spinoza, Shaftesbury, Vico, and Herder each belong in some definitions and not in others). And the beginning and end of the Enlightenment are nebulous.

Consequently geographical and temporal limits are more efficacious for describing the contents of the volume than “Enlightenment,” although there’s a great deal of enlightenment. Great Britain, France, and Germany are the main areas of focus with brief forays into Italy (see Perinetti, Avi Lifschitz [Chapter 27], and Cohen), and a few brief excursus into the American colonies, and even Mexico (see the conclusion to Sebastiani’s Chapter 14). Most of the chapters begin with philosophers of the late seventeenth century – Locke, Leibniz, Bayle, et al. – and end with philosophers writing roughly at the time of the French Revolution: Kant, Wollstonecraft, Condorcet. The mid-and later seventeenth century saw a series of events, from the Peace of Westphalia to the Glorious Revolution to the Revocation of the Edict of Nantes, which had an enormous impact on European intellectual culture. These events make the last decade or so of the seventeenth century the logical place to begin a discussion of the philosophy of the eighteenth century. Similarly the French Revolution and the responses to it across Europe also signaled a kind of end. “Eighteenth century” is taken in this volume to extend roughly from the Glorious Revolution to the aftermath of the French Revolution, although the particular beginnings and end points are left up to the individual authors. For example, James E. Crimmins’s chapter on “Utility and Religion” (Chapter 20) concludes with some remarks about Mill, deep into the nineteenth century, but also wholly appropriate given the topic of the chapter. Ian Hunter (Chapter 23) begins with Grotius, and Lisa Shapiro’s (Chapter 17) and Falkenstein’s chapters with Descartes – again appropriate to the subjects under discussion (natural law and perception, respectively).

As I mentioned, I will begin by discussing eclecticism. Diderot, one of the central figures of eighteenth-century philosophy, thought that eclecticism described an important mindset that began in the late sixteenth and early seventeenth century and was becoming a force in the eighteenth century. I will consider eclecticism initially via a consideration of skepticism, which Diderot also wrote an article on, and then by way of considering the waning of the schools in the eighteenth century (which I will suggest is one way of thinking about the rise in the diversity of the objects of philosophy). Eclecticism overlaps with what we associate with the high Enlightenment (which Oz-Salzberger identifies as really coming into focus in the mid-1730s) – the centrality of experience, the individual authority of reason, toleration – but it identifies these themes in terms of a prevalent way that early moderns characterized themselves: philosophical schools. I will then use this theme to introduce a few works published in the last two decades of the seventeenth century and the first decade of the eighteenth century that reflect this eclecticism. Not all figures of interest in this volume are eclectics in the way I will describe, and eclecticism is only a partial characterization – an issue I will discuss at the end of the following section. I will then turn to the plan of the volume and the contents of the individual chapters. If you wish to get directly to the contents of the volume feel free to move on to II!

I

Diderot concluded his Encyclopédie article “Pyrrhonienne ou sceptique philosophie” with a brief history of modern skepticism. According to Diderot, after having flourished in Greece, Pyrrhonism made little headway in Rome and “fell asleep”1 until the birth of Francisco Sanchez in the mid-sixteenth century. Sanchez’s That Nothing Is Known (Quod nihil scitur) revived the classical Pyrrhonist techniques in order to undermine Aristotle-inspired scholastic arguments and to argue instead for fideism and submission to church doctrine. Diderot traced the lineage through Montaigne, François de La Mothe Le Vayer, and Pierre Daniel Huet to Pierre Bayle. The last of the modern skeptics discussed by Diderot – Bayle – died in 1706. “Pyrrhonienne ou sceptique philosophie” was published in 1765 and Brucker’s Historia critica philosophiae (which Diderot drew on extensively for the article) appeared in 1742–44. Brucker and Diderot both presented the history of skepticism as the history of a school primarily by detailing main figures and pivotal doctrines. This sort of history of the schools was a common early modern way of doing the history of philosophy (Haakonssen 2006) an approach that went back to antiquity and persisted into the later eighteenth century (and was incorporated into different styles of history well beyond).

The historian of skepticism Richard Popkin argued in a brief, provocative essay that – with the notable exception of David Hume – by the eighteenth century, skepticism had been almost entirely dislodged from the central place it had held for philosophers of the prior century (Popkin 1963). Thirty years later Popkin qualified this claim acknowledging that “skepticism may not have been been as deeply and fundamentally troubling as it was for Hume, but in modified form it underlay much of the basic philosophical discussion of the period” (Popkin 1992: 297). Skepticism had moved from being a school that generated potent criticisms of all manners of dogmatism to an ubiquitous register of argumentative techniques distilled from Sextus Empiricus, a source of epistemic modesty, and also one word on a list of pejorative terms used to characterize one’s philosophical and theological opponents (another, “materialism,” is discussed in Charles T. Wolfe’s Chapter 3).

Diderot’s history, second hand as it is, underscores this change. Huet’s Traité philosophique de la foiblesse de l’esprit humain (Philosophical Treatise on the Weakness of the Human Mind) was an important skeptical work published in the 1720s. It was translated into English and went through a number of editions. One could add (among others) Johann Georg Hamann in Germany and Anthony Collins in England as philosophers with very strong skeptical bents. In seventeenth-century usage the term “skeptic” had a very wide extension and included everything from questioning dogmas in scientific investigations (for example Robert Boyle’s The Sceptical Chymist [1661]) to materialism, atheism, and Deism (Berkeley’s use), to Pyrrhonism and Academic skepticism, to the generation of paradoxes, to whatever critics didn’t like and could criticize in order to make themselves appear more orthodox. Positive use of the term seems to have been far rarer in the eighteenth century and full-blooded Pyrrhonists were scarce. And if what we mean by skepticism is the latter then neither Collins nor Hamann was a skeptic. Collins seemed to have been non-skeptically committed to materialism and Hamann was sui generis.

Indeed it is notable that Bacon, Newton, and Locke – the British philosophers whom Voltaire celebrated in his widely read Lettres philosophiques or English Letters (1734) as the epitome of what was invigorating in English thought and whose arguments could be seen as influences on similar currents in the French Enlightenment – were not particularly invested in advocating for, or refuting, skepticism. Locke seemed to hold that skepticism was the consequence of undisciplined thought ranging beyond its appropriate tether. There are powerful skeptical currents in Locke, for example the denial of our ultimate access to substance or to the constituents of matter and the stress on the probable character of empirical science. But the plain historical method, which dictated the conduct of the understanding in matters philosophical, pushed external-world skepticism or skepticism of reason out of the main business of philosophy and to the fringes of sober thought. Even Voltaire himself was not a Pyrrhonist, although he drew on and identified with Montaigne and other currents of Renaissance skepticism and delighted in uprooting dogmatisms – religious, metaphysical, philosophical, and other – and using skeptical (and just plain obnoxious) argumentative techniques. Voltaire advocated for empirical science and New-tonianism with no skeptical criticism, as evinced in the Lettres philosophiques. And perhaps the best-known phrase from Voltaire is Candide’s “we must cultivate our garden” – perhaps the central Epicurean (not skeptical) teaching.

It would even be wrong to call David Hume, whom Popkin identifies as the most likely candidate, a Pyrrhonist simpliciter. Two years after the appearance of the third book of A Treatise of Human Nature (1739–40), Hume published four essays known, today, collectively as the “essays on happiness.” Each essay outlined happiness from the perspective of a major ancient school: “The Platonist,” “The Epicurean,” “The Stoic,” and “The Sceptic.” The essays were perhaps originally intended for future volumes of A Treatise, which were not pursued after the first three volumes received a tepid response. In a footnote appended to the first of the Essays on “The Epicurean,” Hume remarked:


The intention of this and the three following essays is not so much to explain accurately the sentiments of the ancient sects of philosophy, as to deliver the sentiments of sects, that naturally form themselves in the world, and entertain different ideas of human life and of happiness. I have given each of them the name of the philosophical sect, to which it bears the greatest affinity.

(Hume 1742a: 1.15.1n)



In “The Sceptic,” by far the longest of the essays, Hume associated skepticism with each person valuing what they value as a consequence of their particular passions. Happiness, the passions, and taste are each relative to one’s particular temper. This had the overt skeptical consequence that judgments of beauty and morality are also relative to the perceiver. Hume identified two different sources of skepticism. The first source of skepticism drew on this variability and specificity of our passions and judgments of taste. There is no fact of the matter about judgments of taste or moral matters; truth or falsehood varies according to the various apprehensions of mankind, and so skepticism cannot be allayed. The second source of skepticism was due to the fact that there “seems to be always a real, though often an unknown standard, in the nature of things” (Hume 1742b: 1.18.13). We may agree that there is a standard but accessing and agreeing upon what that standard is a rather different matter. This further generated skepticism.

Hume’s argument in “The Sceptic” was itself highly skeptical. According to Hume, one’s attitude towards skepticism, the means by which one responds to skepticism, and one’s relative satisfaction or dissatisfaction with the solutions proffered, are all a consequence of one’s philosophical temper. But tempers vary. This echoes the skeptical problem concerning taste. There are two stopgaps though. First, pushing, pursuing, and embracing skepticism is a different matter from recognizing it. Hume of course pushed and pursued skepticism in Treatise 1.4, and there is little doubt that he identified most with “The Sceptic” of his four sketches. But that a particular philosopher – David Hume born at Edinburgh in 1711 – had a skeptical temper and that this temper involved a tendency to push arguments to their extreme ends is distinct from whether skepticism is the only viable philosophy.

And the second kind of skepticism is less of a problem in the science of human nature than in metaphysics and mind. Why? Each of the four philosophical types described by Hume failed to see that their philosophical beliefs reflected a particular temper as well as an overly dogmatic reduction of principles to those suited to their temper. Hume had previously argued, in Treatise 1.4.3, that Aristotelians and the ancients unwarrantedly universalized their tempers and their unreflective naive beliefs into a general metaphysical account of the world that they believed held of all of the schools. And the dogmatisms of the schools led to the conflicts between them.

In a note, Hume remarked that it held of skepticism as well:


The Sceptic, perhaps, carries the matter too far, when he limits all philosophical topics and reflections to these two. There seem to be others, whose truth is undeniable, and whose natural tendency is to tranquillize and soften all the passions.

(Hume 1742b: 1.18.51n)



What sorts of principles are undeniable? In the second book of A Treatise, “Of the Passions,” Hume suggested a comparison between his proposed moral revolution and Copernicus’s astronomical revolution:2


Here, therefore, moral philosophy is in the same condition as natural, with regard to astronomy before the time of Copernicus. The antients, tho’ sensible of that maxim, that nature does nothing in vain, contriv’d such intricate systems of the heavens, as seem’d inconsistent with true philosophy, and gave place at last to something more simple and natural. To invent without scruple a new principle to every new phaenomenon, instead of adapting it to the old; to overload our hypotheses with a variety of this kind; are certain proofs, that none of these principles is the just one, and that we only desire, by a number of falsehoods, to cover our ignorance of the truth.

(Hume 1739–40: 2.1.3.7; SBN 282)



Hume is of course offering Treatise Book 2 as a Copernican account of the passions and Treatise 3 as Copernican moral philosophy. Consequently, although in the essays on happiness Hume’s diagnosis is that the doctrines of each school arise from the temper of individuals who take it as a fact of the matter about the world and a fixed standpoint from which to criticize the other schools, the overall conclusion is not skeptical. The schools are all truly analyzed within a general account of the desire for happiness and accessible general principles of the passions (assumedly consistent with Treatise Book 2), which are not as susceptible to the second kind of skepticism as are metaphysical principles.

Assuming that Popkin is correct and that there is a nosedive in the number of eighteenth-century philosophers who considered themselves to be skeptics from the numbers in the sixteenth and seventeenth centuries, and even if Hume was a less than paradigmatic example, what was afoot? It may have had to do with the fact that associations between skepticism and irreligion became more pronounced and more dangerous. But skepticism was not the only school that flourished in the sixteenth and seventeenth centuries, nor the only school whose lessons were absorbed. There were also Epicureans like Pierre Gassendi and William Charleton (Osler 1991, 1994; Wilson 2008; Lolordo 2006), Stoics like Justus Lipsius (Kraye 1988; Osler 1991; Sellars 2007, 2012; Brooke 2012), Platonists like Whichcote, Cudworth, More, and Masham (Hutton 1990; Darwall 1995; Gill 2006), as well as bevies of Aristotelians and scholastics of many stripes (Ariew 1999). The philosophers who advocated these positions thrived, built systems, cultivated acolytes, and argued with one another.3 There were certainly Stoics in the eighteenth century, Hutcheson, for example. But even he was highly syncretic. Hutcheson’s benevolent God was not much like the Stoic God.

Although individual school arguments, doctrines, and even self-identification persisted well into the eighteenth century one might conclude that it was not just the skeptical school that faded, but school thinking more broadly (for a parallel argument concerning Epicureanism see the Introduction to Leddy and Lifschitz 2009). Lessons from all the schools were more or less integrated into philosophical positions with much less worry about the systematic positions of the schools from whence they came. Furthermore, the very fact that cogent arguments have been made for identifying modern philosophy with Stoicism in political philosophy, with Epicureanism in natural science, psychology, etc., and of course with skepticism in metaphysics and the theory of knowledge, highlights the eclecticism of the seventeenth century taken as a whole.

Indeed the revival of the schools as a framework within which to present philosophical arguments that drew on a background of interconnected and long-standing philosophical positions was always syncretic and eclectic to a degree. Even the philosophers who identified themselves exclusively with individual schools normally attempted to reconcile ancient philosophical doctrines with Christianity. Gassendi, Lipsius, Sanchez, and the Cambridge Platonists – some of the most important figures and movements in the early modern revivals of Epicureanism, Stoicism, Skepticism, and Platonism – all criticized and rejected (like Hutcheson) important doctrines of those ancient schools with which they identified, in order to accommodate the bulk of the ancient school doctrines to their respective Christian beliefs. The converse was true as well, that core philosophical beliefs reflected, or were themselves, Christian beliefs. For example, Jonathan Edwards’s criticisms of materialism and mechanism (see Jasper Reid’s Chapter 4) and Malebranche’s occasionalism harmonized Augustineanism (where God was thoroughly present in nature as immediate cause; see P. J. E. Kail, Chapter 7) with other philosophical commitments (Lockean and Cartesian, respectively). Similarly, later, Joseph Butler stressed human self-deceit in a way that reflected Augustinean anthropology, in concord with Stoical and Aristotelian doctrines.

Consequently there was a sense in which early modern philosophy was eclectic even when philosophers presented themselves as the advocates of particular schools (indeed Lipsius is viewed as both a founding figure of neo-Stoicism and of eclecticism). What I wish to suggest is that eclecticism, not as a combining of doctrines, but rather as a distinctive philosophical attitude became the philosophical norm in the period on which this volume is focused.

Diderot also wrote an article on “Eclecticism” for the Encyclopédie far longer than the article on “Skepticism.” The article begins with a kind of credo of the Eclectic:


The eclectic is a philosopher who, trampling underfoot prejudice, tradition, antiquity, general agreement, authority–in a word, everything that controls the minds of the common herd–dares to think for himself [ose penser de lui–même], returns to the clearest general principles, examines them, discusses them, admits nothing that is not based on the testimony of his experience and his reason; and from all the philosophies he has analyzed without respect and bias he makes for himself a particular and domestic one which belongs to him. … There is no leader of a sect who has not been more or less eclectic. … The Eclectics are among the philosophers who are the kings on the face of the earth, the only ones who have remained in the state of nature, where everything belonged to everyone.

(Diderot and D’Alembert 1751–72: V, 270) 4



The basic elements of Diderot’s definition of eclecticism are derived from Brucker, which in turn draws on Christian Thomasius’s characterization of eclecticism.5 But Diderot states the creed with particular and distinctive zeal. He equates a refusal to submit to the herd or authority qua the herd or authority with eclecticism and portrays the eclectic as a true democrat and individualist who refuses to submit to the yoke of any sect, and creates a philosophy that responds to his own particular needs and beliefs. Like Skepticism, Eclecticism was the common enemy of the entrenched schools and was committed to not taking the validity of any doctrine or cluster of doctrines on authority. But where the Skeptic was committed to overthrowing any and all doctrines (ibid.: XIII, 608), the Eclectic happily accepted doctrines piecemeal insofar as they were each true, right, and relevant (see Thomasius 1688: ch. 1, §92).6 This was perhaps an even more destructive challenge to the schools, in that it questioned the unity of their doctrines as schools and was harder to dismiss out of hand than skeptical challenges.

Brucker, Thomasius, and Diderot stressed the close connection between eclecticism (I will use the small “e” to signal the attitude as opposed to the school) and the spirit of reasoned inquiry, insofar as to be an eclectic was to buck all orthodoxies and in particular those that damped free, thoughtful inquiry, where what one only cares about is truth relying on one’s own intellect. Diderot’s ose penser de lui – même is very close to Kant’s more famous maxim sapere aude. Brucker’s and Diderot’s lists of modern Eclectics included Bruno, Bacon, Hobbes, Descartes, Leibniz, Thomasius, and Wolff – i.e. the core of modern philosophy informed by (and creating) the new natural philosophy. Many of the philosophers on the list came into conflict with authorities as well. They were also eclectic in the more standard sense. Even Wolff, Thomasius’s opponent who was a Leibnizian with systematizing scholastic tendencies, mixed Leibnizian arguments and doctrines with empirical psychology in a way that would not have been embraced by Leibniz (see Manfred Kuehn, Chapters 6 and 35, and Stephen Gaukroger, Chapters 16 and 28). Descartes drew on Epicurean, Stoic, Scotist, Platonist, etc., arguments and doctrines in different parts of his theory. But for Descartes, what dictated the adoption of a particular doctrine was not that it was held by a particular school, or that it expressed the school’s particular integrated worldview, but rather that the doctrine conformed to his method and to his reason. And although Descartes was not an empiricist, he, like Bacon, was pivotal in the movement towards philosophy engaging with more and more of the world of experience and experiment. Cartesian physiology, for example, brought modern philosophy to the medical schools. The eclecticism and the focus on experience moved in tandem.

This is not to suggest that Descartes or Bacon viewed themselves as Eclectics, or would have been pleased by Diderot’s retrospective baptism of them as Eclectics. I am rather suggesting that Diderot, following Brucker and Thomasius, was recognizing a shared philosophical commitment in Bacon, Descartes, and others towards method and a general orientation towards knowledge which broke up prevailing assumptions, in particular school assumptions, about how different areas of inquiry and human endeavor were unified and what areas were of primary interest. Bacon’s Of the Advancement of Learning, Descartes’s Discourse on Method, Locke’s Essay, and numerous other works presented minimalist methods that were independent of particular doctrinal commitments and that individual inquirers could use to understand the world and to reject doctrinal commitments. Thomasius boiled down the method to two common principles shared by figures as different as Aristotle and Descartes but stripped of any associated metaphysical doctrines (Thomasius 1688: chs. 7–8). Method is to proceed from what is known to what is unknown and to use proximate conclusions in order to connect to remote conclusions (Haaparanta 2009: 123).

To return to the bar of experience, Thomasius saw this methodological minimalism and anti-dogmatism as of a piece with Eclecticism and the continual recourse to experience. All of the figures on the list of modern Eclectics made continuing and in some cases continuous use of the bar of experience, whether as test or confirmation. The centrality of the bar of experience was closely connected in all with the exercise of individual reason. And perhaps no one better exemplified the stress all together on the “testimony of experience,” the use of individual reason, and not taking authority at face value, than Diderot himself. His discussion of Molyneux’s question (see Falkenstein, Part I, Chapter 14, on the question itself) in the Lettre sur les aveugles (Letter on the Blind) (1749) is a perfect example of this. Not content with an a priori discussion of the question, he analyzed recent surgical experiments as well as provided a kind of speculative anthropology of the world of the blind to try to better think through the problem. The Lettre landed Diderot in prison at Vincennes, where another famously eclectic thinker – Jean-Jacques Rousseau – claimed to have visited him every day during his confinement (see Ryan Hanley, Chapter 34).

This is not to suggest that the eclectic recourse to experience did not involve a great deal of speculation. As is suggested in Charles T. Wolfe’s chapter on “Materialism” (Chapter 3), many of the putatively experiential concepts that philosophers such as Diderot used – for example “epigenesis” – were at least as speculative as those that they criticized. And no one would accuse the author of Rêve de D’Alembert (D’Alembert’s Dream) (written in 1769) of unspeculative empiricism. Perhaps the diversity of what Diderot took to be relevant experience expresses the Eclectic spirit most adroitly. He created a current of philosophy even less amenable to a school than the philosophy of Descartes, Leibniz, and others (who most certainly had their schools).

With this emphasis on the bar of experience came also perhaps the most distinctive feature of eighteenth-century philosophy: its obsession with all things human (Garrett 2006). Bacon embraced Terence’s maxim “Homo sum, humani nihil a me alienum puto” (“I am human, I regard nothing human as alien to me”; Bacon 1623: 4.2, 323), as did many others. In the works of Locke, Shaftesbury’s Characteristicks, Bayle’s Dictionnaire, and in other pivotal works of the late seventeenth century this obsession becomes more and more pronounced, as seen in Locke’s fascination with travel narratives, in Shaftesbury’s exploration of taste, and in Bayle’s stress on human fallibility and human limit as crucial to the understanding of our world (as well as in his endless fascination with nearly everything human).

In Diderot, Rousseau, Hume, and Kant (who as Manfred Kuehn points out was just as fascinated with anthropology as all of these other figures were), it sometimes feels not just that nothing human is wholly alien but also that what is human and alien is even more fascinating than what is human and familiar. Montesquieu’s Lettres persanes (Persian Letters) (1721), in particular, explored the back and forth between familiar and alien in a way that was enormously influential throughout the century. And the obsession with the human and alien was also sometimes, perhaps often, an obsession with line-drawing. The phrase “admits nothing that is not based on the testimony of his experience and his reason” hopefully puts into the mind of the twentieth-century reader that how “who gets to be a ‘he’” is decided is crucial to whether or not the eclectic attitude is as emancipatory as Diderot suggests (see Garrett 2006 and the chapters by Cohen, Sebastiani, Jacqueline Taylor [Chapter 18], and Susanne Sreedhar [Chapter 25]). Similarly philosophers were fascinated with race and with animals, both of which involved line-drawing (see particularly the chapters by Sebastiani, Cohen, and Justin E. H. Smith [Chapter 29]). If Eclecticism focused on experience, the diversity of human experience and the approaches were as eclectic as could be.

As mentioned before, philosophers still called one another skeptics, Stoics, Epicurean, as well as Cartesians, Hobbists, and many other names associated with doctrinal schools. But by the mid-eighteenth century “schools” seemed to function mainly as eclectic, mixable doctrines in the manner Diderot described. This process is adroitly illustrated by a letter from Thomas Jefferson to William Short written in 1819.7 Jefferson claims himself to be an Epicurean but then imagines “translating Epictetus (for he has never been tolerably translated into English) of adding the genuine doctrines of Epicurus from the Syntagma of Gassendi, and an Abstract from the Evangelists of whatever has the stamp of the eloquence and fine imagination of Jesus” (Jefferson 1819). Jefferson was an idiosyncratic intellectual even by late eighteenth-century standards, but he also exemplifies this eclectic mix and match (Epicureans, Stoics, and Jesus) combined with scientific inquiry and, of course, a deep investment in tolerationism and democracy.8 By the end of the eighteenth century, to attempt to be a Platonist (or Neoplatonist) simpliciter – as Lord Monboddo or Thomas Taylor attempted to be – seemed more than a bit old-fashioned.

An answer to why this happened can only be conjectured. There were transformative political events at the end of the seventeenth century and the beginning of the eighteenth century (the Glorious Revolution, the Revocation of the Edict of Nantes, the 1707 union between Scotland and England, the growth of the slave trade and colonial empires, etc.) that had a decisive impact on the philosophers discussed in this volume. There were huge technological changes (the explosion of printed literature and greater access to it), the rise of informal networks (clubs, salons, coffee houses, etc.) that transformed and oriented philosopher’s intellectual engagements (see Oz-Salzberger). There were rapid changes in many areas of knowledge, and many discoveries of new areas of knowledge, that drew philosophers to engage with these diverse areas, to test their own philosophical views by them, and to try to create new ways of making sense of them. Newton’s Principia (1687), Buffon’s Histoire naturelle (Natural History) (1749–68), and Montesquieu’s L’Esprit des lois (1748) were three monumental works in a sea of experiential innovation. And some of the most important engagements were in areas without a Newton, Buffon, or Montesquieu – witness Lifschitz’s chapter on the extraordinarily fruitfulness of discussions of language in the eighteenth century.

Whatever cause one points to, the combination of the eclectic attitude identified by Diderot with the central figures of the new science and methodology of the prior century and the growing diversity of objects and areas changed philosophical inquiry and also allowed for a great deal of critique. Diderot’s philosophical immersion in the life sciences led him to criticize Cartesian mechanistic explanations (see Wolfe and Smith). Berkeley’s and Condillac’s careful engagements with first-hand perceptual experience, and experiment (including thought experiment) led them to extend and challenge prevalent views on perception (see Falkenstein, Parts I and II, and Shapiro). Adam Smith’s (and Hume’s) interest in commerce helped them to think about politics and authority quite differently than Hobbes (see Schabas). Rousseau used natural history in a critical way in Discours sur l’origine et les fondemens de l’inégalité parmi les hommes (Discourse on the Origin and Foundations of Inequality among Men) (1755) (see Hanley, Sebastiani, and McArthur). Mary Wollstonecraft’s and Olympe de Gouges’s first-hand experience of the changes at the end of the period under consideration helped them to make criticisms of Rousseau (see Sreedhar and Taylor). “Newtonianism” was everywhere in the eighteenth century, but it often meant not a great deal more than a commitment to the non-dogmatic testing of theories, guided by experience, and to a minimum of hypotheses and presuppositions. And, although it viewed itself as highly empirical, it often involved a great deal of speculation, even on the part of those who were Newtonians in a more precise sense, as well as debate as to how to understand the so-called simple hypotheses. For the former witness Clarke’s espousal of divine voluntarism in connection with the principle of sufficient reason against Leibniz or his discussion of space (following Newton) as a divine sensorium (Leibniz and Clarke 1717) (see Jones, Chapter 8). For the latter see Eric Schliesser’s discussion (Chapter 2) of Newton’s none too evident rules for philosophizing.

Perhaps with huge amounts of changing and expanding areas of inquiry to philosophize about and a rapidly changing context, a measure of eclecticism was a reasonable response. And it is important to note that many of the divisions between what is and what is not philosophy, that we take for granted – i.e. between philosophy and different areas of empirical inquiry and theology – were in the process of developing or had not yet taken shape. This could vary regionally. Sidgwick notes that in 1772 at Cambridge John Jebb listed the four branches of philosophy as “Mechanics, Hydrostatics, Apparent Astronomy and Optics” (Sidgwick 1876), which would not have been held as the four branches of philosophy in Paris (although they might have been viewed as belonging broadly to philosophy).

But it was not just the changing context that led to this eclecticism. It was also spurred on by the syncretic and eclectic visions of a few important philosophers and their exemplary philosophical works. The many writings of Locke, Pierre Bayle’s Dictionnaire historique et critique (Historical and Critical Dictionary) (1697), and Anthony Ashley Cooper, Lord Shaftesbury’s Characteristicks of Men, Manners, Opinions, Times (1711) (many of the central chapters of which had been appearing as individual essays over the first decade of the eighteenth century) acted as catalysts for these aspects of eighteenth-century philosophy and were exemplary of the attitude identified by Diderot (although none of them are listed in the article).9

As noted previously, Voltaire identified Locke as the core of what was exemplary in English letters and felt that his works united epistemic modesty, epistemic toleration – i.e. a willingness to think through unorthodox positions – empiricism, religious toleration, and tacit criticisms of state brutality. Locke provided various elegant statements of the idea that one’s own natural light or “candle of the Lord,” not external authority (in Diderot’s phrase “ose penser de lui-même”), was the ultimate justification of the validity of a philosophical position or argument. In Locke’s own thinking this was closely connected with a theology that stressed the personal link between God and humanity. But whatever the origin of this standpoint, Locke was “one very important model indeed of conversation, discussion, friendship, and civility in the ‘early Enlightenment’” (Marshall 2006: 519). Locke is, unsurprisingly, discussed extensively in this volume despite the fact that his influential writings belong mostly to the late seventeenth century.

Pierre Bayle was a mainstay of the discussion circles in which Locke took part during his exile in Holland (discussions which appear to have radicalized him both philosophically and religiously) and appeared to have been friendly with him (Marshall 2006: 491). Bayle united most of the same themes, but with less interest in constructing a positive philosophy and a far sharper and more playful wit. (Prior to Locke’s Epistle on Toleration [1689] he wrote perhaps the most powerful argument for toleration in early modern philosophy, the Commentaire philosophique sur ces paroles de Jésus-Christ “Contrains-les d’entrer” [Philosophical Commentary on the Words of Jesus Christ “Compel Them to Come In”] [1686], following the Revocation of the Edict of Nantes in 1685.)

The Dictionnaire, which Locke recommended as a work to be read by educated gentlemen (Marshall 2006: 519) and which spurred Hume’s Treatise, was a precursor to Diderot and D’Alembert’s Encyclopédie. But one of the most extraordinary aspects of Bayle’s mammoth Dictionnaire is how non-sectarian it was in exhibiting a wealth of philosophy and of philosophical argument. In other words it disseminated not just skeptical arguments, but arguments of many, many sorts. Although Bayle criticized every stripe of philosopher ancient and modern in the footnotes, it seemed not so much a triumph of skepticism over competing schools as the embodiment in a philosophical work of not taking arguments as authoritative just on the presumed intellectual standing of those who promulgated them and instead evaluating them for oneself. Bayle was given the role of “last great modern skeptic” in Popkin’s history and in Diderot’s (and Brucker’s) historical sketch. And he certainly was a skeptic in many ways. But he was also the very spirit of eclecticism as described by Diderot.

One of the hallmarks of the work was the disproportion between the brief articles outlining basic doctrinal and biographical facts and the expansive footnotes, which often engaged, not just with the article at hand, but with other articles and other footnotes in intellectual debate. Like Locke, Bayle provided structures for “civil” debate in two senses: debate that was civilized and debate that allowed a civil space where those whose allegiances pulled them to different and opposed spheres could fruitfully disagree. This can be seen in the Dictionnaire and also his Nouvelles de la république des lettres (News from the Republic of Letters), one of the first journals devoted to book reviews (with many written by Bayle himself while he was editor from 1684 to 1687). Nouvelles de la république des lettres created the semblance of a vigorous, intellectual community of reasoned debate, as well as wit and mockery, which played no small part in building a real community.

Shaftesbury was tutored by Locke, who perhaps wrote his great work on liberal education Some Thoughts concerning Education (1693) – which argued for allowing children to come to reason for themselves with as little external coercion as possible – with the tutoring of the young lord in mind. Although Bayle and Shaftesbury were from very different backgrounds – the former a Huguenot French exile in Rotterdam and the latter from the apex of the British gentry – they met a number of times and kept up a friendly correspondence after Shaftesbury returned to England from Holland in 1699.10 The attitude on offer in Bayle’s Dictionnaire can also be seen in Shaftesbury’s Sensus communis: An Essay on the Freedom of Wit and Humour (1709) and his defense of satire and raillery as closely connected to free thought and toleration.

Satire and raillery were associated with Epicureans like Lucian, as well as skeptics and cynics. In Sensus communis Shaftesbury was effectively signaling their importance to a thriving and liberal society. In a 1706 letter to Pierre Coste (the translator of Locke and Newton into French), Shaftesbury described his own intellectual development in terms of a move from Stoicism to Epicureanism and back (Shaftesbury 1900: 355–66). In the frontispiece to the Characteristicks, Shaftesbury stands in a toga leaning on Xenophon and Plato but wearing not sandals but modern shoes (Garrett 2012: 232–33). The effect is that Shaftesbury is portrayed as being fully schooled in the Schools, but also drawing on them selectively for modern purposes. The Characteristicks is a playful, self-referential, and self-reflective work. In a way complementary to Bayle’s Dictionnaire, which offers the macrocosm of the many ideas circulating in the republic of letters from the ancient world onward, the Characteristicks offers a portrait of Lord Shaftesbury in many guises and disguises. These drew on ancient philosophical currents to illuminate a cluster of issues crucial to the modern world – religious toleration, the nature of virtue in a commercial society, the importance of mockery and criticism to a thriving society, republicanism, and the centrality of art and literature to life, among others.

John Toland said of Shaftesbury “perhaps no modern ever turn’d the Antients more into sap and blood, as they say, than he. Their Doctrines he understood as well as themselves, and their Virtues he practis’d better” (Toland 1721: vii). This description captures both the importance of the ancients for Shaftesbury, and also that Shaftesbury was drawing on them as a modern for the moderns. A few years earlier the “quer-elles des Anciens et Modernes” (quarrel between the ancients and moderns) had brought some of the best-known French dramatists, writers, and poets into conflict about whether ancient or modern poetry and drama was superior. The Querelle played out in philosophical doctrines and debates in a rather more complicated way since the return to the schools was a crucial component of the new sciences and because, as noted before, even the most ardent admirers of the schools normally sought to harmonize them with contemporary Christian confessions. Such notables as Henry More, Pierre Gassendi, and Leibniz embody the complexity of these engagements.

Shaftesbury seemed to have identified himself primarily as a Stoic, although he was also very much a Platonist, an Epicurean, and a skeptic. I would like to suggest that Shaftesbury and Bayle were instrumental in a different aspect of eclecticism as well that is not captured in Diderot’s discussion of a continuous tradition. Bacon, Hobbes, Descartes, Spinoza, Locke, and many of the other great philosophers of the seventeenth century viewed themselves as modern in opposition to scholasticism and to other viewpoints they held to have been superseded. Bayle and Shaftesbury, like many other eighteenth-century philosophers – Hume’s “Essays on Happiness” are also paradigmatic in this regard – appreciated and engaged eclectically with the ancient schools and in Shaftesbury’s case ancient virtue in particular. The revival of the schools, from the Renaissance onward, involved a stress on the continuity with sapientia antiquissima (“most ancient wisdom” as the most Renaissance of eighteenth-century philosophers Giambattisto Vico styled it). In the Dictionnaire and the Characteristicks the ancients criticized the moderns and vice versa. But we are moderns, so the ancients needed to be appropriated for the moderns, but critically and without being appropriated in whole cloth. A toga could, and should, be eclectically donned with heeled shoes not ancient sandals. Ulrich Schneider has suggested that in Thomasius and in the German context more generally there was also a close connection between eclecticism and an awareness that philosophers can choose from a wide variety of historical positions (Schneider 1997: 87; 1998).

Bayle and Shaftesbury for all their brilliance seem very different, though, from the many eighteenth-century philosophers who were strongly driven by systematic considerations and are recognized as central both by their peers and by us. I have in mind luminaries such as Leibniz, Berkeley, Hume,11 and Kant. I would like to conclude this discussion by suggesting that the tension between the eclectic attitude described above – the stress on individual reason and the testimony of the senses, anti-dogmatism, toleration, and a reduction of method and philosophy to a few simple principles – and the desire for a systematic way of making sense of the complexity and the diversity of mind and world seen in the methodological unity of Bacon, Descartes, Newton, and the other methodologists taken as exemplary by the eighteenth century was no small part of their greatness. (But lack of systematicity should be more often recognized as no small part of Bayle’s, Shaftesbury’s, and Diderot’s greatness as well.)

To return again to Hume’s “Essays on Happiness,” Hume wished to explain the diversity of temper and individual moral and aesthetic judgments as well as how these differences of taste and judgment might be unified in an explanation that does not do disservice to this diversity. Unifying diversity was one of the most exciting promises of the human sciences in Montesquieu’s L’Esprit des lois, in Condillac’s psychology, Smith’s political economy, and elsewhere. Hume’s self-described “Copernicanism” of the passions (an earlier and distinct variety from Kant’s far better-known Copernican turn) was exhibited in the claim that all humans seek happiness and that all humans have similar associative psychologies and similar passions but in different mixtures and degrees. The schools make a mistake in maintaining their systems dogmatically and the difficulties of their positions can be seen in their inability to explain those elements of human nature that are made sense of by the other schools. Adam Smith similarly concluded the Theory of Moral Sentiments (1759) with a discussion of the “Systems of Philosophy” where he argued that the disagreements among the philosophical schools could be dissolved if one recognized that the schools turned particular tendencies and preferences into absolute principles (morality is solely benevolence or solely utility) and real properties of the natural world (see Remy Debes, Chapter 21, and Taylor). Once we recognize that there are shared psychological features that explain the many forms that morality takes we will be able to recognize that different sorts of explanations are appropriate to different arenas (propriety and justice for example). They might even have different standards of certitude and probability, as suggested in the essay by Perinetti.

The tension between eclecticism and system is perhaps most pronounced in the “Antinomies of Pure Reason” of the Critique of Pure Reason (see Kuehn in Chapter 35 of this volume). Some of the most profound metaphysical questions could not be resolved but instead could only be displayed in their “dazzling but false plausability” as ideas that “cannot be made to agree with appearances” (Kant 1781/1787: A408/B435). To maintain that the world necessarily has a beginning in time, or does not have a beginning in time, was to engage in dogmatism. The only resolution to the conflict between dogmas, and the conflict between dogmatism and skepticism, was to methodologically limit the tendency to either, and to explain the tendencies through a core account of experience (much like Hume’s and Smith’s psychology).

But to draw on Hunter, Sebastiani, Sreedhar, and many others in this volume, unity is often the retrospective judgment of the philosophical victors. On the ground, things were diverse, contested, and complex. Hume, Smith, and Kant are of course today philosophical eminences. There were other systems and there are other ways to tell the story of the conflicts between philosophical orientations and what philosophical problems were most pressing. And even the systems of the great philosophical eminences are more diverse, and foreign at many points, than we like to recognize.

II

The volume as a whole attempts to do some justice to the ecleticism described in the previous section and to the actual interests of these philosophers on the ground. There are many references to Leibniz, Kant, Hume, Condillac, and Rousseau. But there are also references to Thomasius, von Haller, Erasmus Darwin, Olympe de Gouges, and Antonio Genovesi. There are discussions of causation and utility, but also of Trembley’s polyp and political economy.

Furthermore this volume is intended to be eclectic not only in its structure, and its coverage, but also in its approaches to the history of philosophy, from reconstruction of philosophical argument, to highly contextual history of philosophy, to other approaches associated with the disciplines of the varied contributors. All of these approaches are very much alive in the contemporary republic of letters. It seems appropriate to offer diverse approaches to try to understand a historical period when there was great breadth in what was considered philosophy. It is hoped that this will help cast light on the eclectic expanse of eighteenth-century philosophy as a practice, as an academic discipline, as identifiable intellectual currents, concepts, and problems, and as many different texts and authors. In this volume “philosophy” is taken to include pivotal topics for philosophers writing today – such as causation, personal identity, and moral realism – as well as topics that are today somewhat less discussed or even wholly forgotten but which were important areas of research in the eighteenth century – such as pneumatology and the soul. Kant’s discussion of right is both treated as an outgrowth of his moral philosophy and as emerging from a history of natural law going back to Grotius.

As a consequence, although many of the chapters provide broad coverage of their topics, the editorial focus has been less on coverage and more on saying something distinctive and original. There are notable lacunae. But this Companion should give the reader a sense of the engagements and concerns of philosophers in this period.

That said there are a few emphases and distinctive features of this volume. As noted in the previous section, the eighteenth century was perhaps the greatest period of ferment of things human, of moral, political, and social philosophy – “moral” in the sense of Rousseau’s distinction between l’homme moral and l’homme physique in the Discourse on Inequality and in the sense the encyclopédistes specified in many of their articles (Moral). Even areas apparently remote from human beings and human nature return to them. Justin Smith’s chapter on “Natural History and the Speculative Sciences of Origins” (Chapter 29) discusses, among other things, the numerous ways in which philosophers made sense of the natural world by comparing themselves to it and situating themselves within it. The fascination with the diversity and centrality of human beings, and the belief that the best way to understand them was through experience, unites an enormous amount of philosophy throughout the century from Locke’s Essay and Shaftesbury’s Characteristicks to Rousseau, Kant, Wollstonecraft, and Condillac. It is the century where moral, anthropological, social, aesthetic, and political kinds of experience all come to the fore at once.

Oz-Salzberger’s chapter, already discussed above, makes this point very strongly by showing the dazzling array of interconnected works, networks, and projects associated with the Enlightenment(s). It is followed by Schliesser’s chapter on Newtonianism, Reid’s on immaterialism, and Wolfe’s on materialism, all of which discuss movements, or perhaps more accurately tropes, of the eighteenth century. All draw on a cast of characters many of whom today are unfamiliar. Newtonianism was on many lips, but as Schliesser shows, it did not follow that those talking about it understood, much the less agreed on, what Newton meant. Nor was what Newton meant in key passages as evident as one might hope. Schliesser’s chapter also reflects, as do many of the other chapters in the volume, on how easily philosophers moved back and forth between metaphysical and methodological issues, and their consequences, and natural science. In Reid’s Chapter 4, we see that “immaterialism” in distinction from the later “idealism,” was primarily a British movement, although drawing extensively on Malebranche’s occasionalism and earlier currents we often associate with the late Renaissance. Immaterialism though is not just a matter of abiding influences; it arose independently in the arguments of thinkers who did not know each other’s work. Reid explores how Berkeley, Collier, Jonathan Edwards, and many others less known today argued against matter and traversed the intricate ontological and perceptual questions involved. Materialism was, in contradistinction, primarily a French phenomenon, although again it prospered in Germany, Britain, and further afield at different points. Not surprisingly, materialism in the eighteenth century was closely connected with the rise of the life sciences, although it also took succor and shape from everything from Epicureanism to Leibniz. It was also, unlike immaterialism, often a clandestine and anonymous affair – the danger of immaterialism was mainly ridicule, the danger of materialism, when deemed atheism, could be far more severe.

Maria Rosa Antognazza’s Chapter 5 on “Reason, Revelation, and Arguments for the Deity,” which discusses the changing relation between human reason and revelation in eighteenth-century philosophy, opens the second section of the volume: “Metaphysics and Understanding.” Antognazza describes how latitudinarean attempts to find common ground between reason and revelation in a few common principles were followed by the rise of Deist criticisms of revelation in France, England, and Germany. In the century which began with Samuel Clarke’s deductive proof of the attributes and the existence of God against skeptics of revelation such as Spinoza, the concurrent (Spinoza-influenced) Baylean currents of skepticism about the limits of reason gave rise to Hume’s potent criticisms in the Dialogues concerning Natural Religion12 (published posthumously in 1779) and then to a striking rational variant on the Pietist stress on moral practice as central to religion in the moral turn in Kant’s notion of practical reason. Manfred Kuehn’s Chapter 6 focuses on “Reason and Understanding” and tells a centrally German story (although there are many non-Germans discussed in the chapter as well). He charts a change throughout the eighteenth century from a Leibnizian optimism about reason to a deeper and deeper awareness of the limits of reason. In Kant in particular, reason became identified with the understanding and the limits on the faculty of understanding expressed by Locke became even more restrictive. But surprisingly there was a return in Fichte to an even stronger optimism than Leibniz. The cunning of reason indeed! Perinetti’s “Ways to Certainty” shows how a closely connected issue – are there different kinds of certitude – led eighteenth-century philosophers to consider whether there was one notion of certitude or whether different degrees of certitude and probability were appropriate to the different regions of inquiry. This involved a shift in the eighteenth century to the adoption of what Perinetti refers to as the “equal certainty thesis,” which was closely connected with the rise of the sciences of man (Chapter 11, p. 277).

Central metaphysical topics are discussed in Donald Ainslie and Owen Ware’s “Consciousness and Personal Identity” (Chapter 10), P. J. E. Kail’s “Causation” (7), Matthew Jones’s “Space, Evidence, and the Authority of Mathematics” (8), and Yitzhak Melamed’s “What Is Time?” (9). All provide sophisticated analyses of central metaphysical concepts in their pan-European context. Kail gives a genealogy of the Malebranchean, Leibnizian, and Newtonian/Lockean background of discussions of causation in the eighteenth century and pays particular attention to the fundamental role that Malebranche’s occasionalism played in Hume’s far more familiar analysis. Leibniz, Locke, Kant, Berkeley, Newton, and others all figure in Kail’s discussion of cause and the issues concerning regularity and necessity that were closely connected with understanding it. Ainslie and Ware begin with Locke’s creation of the problem of personal identity and chart its surprising permutations in France, Scotland, and German. From Hume’s bundle theory as well as his puzzling over whether his own theory worked, they move to the rise of the human sciences and the “project of understanding the social worlds that we create for ourselves” in Rousseau (Chapter 10, p. 255), and finally to Kant’s unifying project of bringing the social self back together with self as mind. Their chapter makes visceral the point that the borders between metaphysics, mind, morals, and social and political philosophy were highly fluid or unrecognized by many eighteenth-century philosophers. Jones looks at the “philosophical struggles to grasp the nature of space, the continuum, and the symbolic fecundity of analytic mathematics, whose new objects greatly challenged dominant eighteenth-century understandings of mathematics” (Chapter 8, p. 204). The legitimacy of mathematics as a discipline and as a paragon of certainty was both advocated for and contested by philosophers and physicists. The question of how to understand what mathematics was and how to understand the sort of evidence it gave was crucial for many intellectuals throughout the century. Melamed asks the very eighteenth-century question of “whether time can be reduced to, grounded by, or explained through other more basic elements” (Chapter 9, p. 232) and shows just how puzzling it was for many thinkers to explain and ground that which Augustine had noted seemed inexplicable. No decisive solution was offered, and the framework for trying to explain it seems rather strange to us. But excellent philosophy resulted nonetheless.

Thomas Ahnert’s “Soul and Mind” (Chapter 12) appropriately opens the third section of the volume: “Mind, Soul, and Perception.” Ahnert examines questions of mind in connection with the status of the soul in Britain, France, and the “German lands” (p. 311) – and in particular whether the mind or soul was material or immaterial. As part of the discussion he also considers the rise and fall of a characteristically eighteenth-century discipline: pneumatology, or the discipline that considered the human soul and all other spirit beings. Ahnert describes the shift from looking at humans as souls with affinities to angelic and demonic souls to a more familiar naturalistic view. His chapter is a paradigmatic example of drawing us into what are today rather unremembered areas of philosophy to illuminate areas far more familiar. Like those of Reid, Wolfe, and Kuehn, Ahnert’s chapter shows both that there was a great deal of movement of knowledge across national boundaries in the eighteenth century, and that there were also distinctively national intellectual movements and interests (although examples like the materialism of Priestley, the immaterialist formulations of Maupertuis, or Locke’s centrality to discussions of reason and the understanding make this a generalization not a rule). James Harris also discusses the different national contexts for thinking about agency, such as the British concern with characterizing the experience of agency, derived from Locke, and the impact of the French fascination with materialism. But surprisingly, given its centrality for Kant, “much moral and political philosophy” was “written in the eighteenth century without the question of liberty and necessity being broached at all” (Chapter 13, p. 335). Harris is tacitly raising an issue of historiography. Do the ways in which we represent the history of philosophy in the wake of a highly original philosopher – in this case Kant – accord with the history on the ground?

Lorne Falkenstein’s two chapters cover one of the central philosophical topics throughout the eighteenth century, the nature of perception. I am tempted to say that these two chapters are the best brief treatment of the history of eighteenth-century perception written. In particular, Falkenstein shows how the bar of experience was used by Berkeley, Condillac, Reid, Porterfield, and numerous others in a wide variety of perceptual experiments and inspections of perceptual experience to challenge philosophical orthodoxies on the perception of distance, and to make surprising claims about the nature of the visual field.

Stephen Gaukroger’s and Lisa Shapiro’s chapters move us to fulcrums between discussions of perception and the moral and social. Gaukroger’s “Sensibility” (Chapter 16) explores a central eighteenth-century concept that is no longer central for us, but was then often posited as opposed to reason. In supplement to Kuehn’s and Antognazza’s chapters, Gaukroger shows a different context for understanding reason in the eighteenth century through the way in which medical, anthropological, moral, and other sorts of experience bore on the development of the sensibility which “lies at the basis of our relation to the physical world” and came to have “physiological, moral, and aesthetic dimensions” (p. 382). Lisa Shapiro’s chapter “Pleasure, Pain and Sense Perception,” treats a similar fulcrum between discussions of perception and of moral philosophy. Shapiro explains the surprising history starting from Descartes and Locke of how perceptions of pain and pleasure moved from being as rich in content as other perceptual states to “simple contentless motivational states” (Chapter 17, p. 400). Her discussion ends appropriately with Bentham and how getting rid of content in pain and pleasure (while still preserving some qualitative distinctions between pleasures) was crucial for aggregative utilitarianism. Along with Falkenstein’s second chapter these two show the centrality of Condillac in mid-eighteenth-century philosophy.

The fourth section of the volume treats “Morals and Aesthetics.” Having four out of the five chapters in this section on moral philosophy is appropriate insofar as, as Debes puts it, “[t]he eighteenth century was the grandest stage moral philosophy has ever seen” (Chapter 21, p. 500). The first three of these chapters treat types of moral philosophy that originated in the eighteenth century and have had proponents ever since: moral sentimentalism, Kantian moral philosophy, and utilitarianism. Jacqueline Taylor’s chapter begins the section with a discussion of the first of these areas and one of the major philosophical eclectic “schools” of the century – moral sense and moral sentimentalism. The chapter gives us a detailed account of philosophical sentimentalism that also suggests that sentimentalism was of broad appeal not solely to philosophers but to novelists, philosophes, et alii. Notably Taylor shows how the sentiment/reason dichotomy was not simple and the “feminizing of sympathy and sentiment” (Chapter 18, p. 439) in figures like Rousseau became an important point of criticism for Wollstonecraft and others (as does Sreedhar).

Taylor’s chapter is followed by Eric Entrican Wilson’s “Kant’s Moral Philosophy” (Chapter 19), which is the only chapter devoted to one aspect of one philosopher. A chapter devoted to an aspect of Kant’s philosophy is not special pleading, since Kant’s moral philosophy does not fit easily into any category, although both Debes and Hunter find different ways of situating aspects of Kant’s moral philosophy. Wilson gives us a systematic presentation that stresses the doctrine of virtue and its affinities with the works of other eighteenth-century philosophers despite its novelty. The chapter contrasts well with Hunter’s account of Kant that contextualizes his moral philosophy against a background which faded due to Kant’s influence.

Crimmins’s Chapter 20, on “Utility and Religion,” explains with reference to many philosophers far less known today how Bentham’s secular utilitarianism arose in distinction from the predominantly religious utilitarianism. Although utilitarianism came to be thought of as British, Bentham had very close connections to major figures of the French Enlightenment. It was a far more international creation than is sometimes recognized, fusing British providentialism, French scientism, and Beccaria’s concern for the particulars of punishment and the prevention of crime.

Unlike the other three chapters, Remy Debes’s “Moral Rationalism and Moral Realism” (Chapter 21) treats a theme, and so has some overlap in the authors treated in the other three chapters on moral philosophy. There are discussions of Shaftesbury, Hutcheson and Hume, Kant, and Bentham. But here reason again comes to the fore in a different guise, in that of the puzzles over the connection between reason and morals and the problem of the reality of moral rules, properties, qualities, the object of the moral sense, et alii. Debes concludes with a striking claim that Kant pushed rationalism to the limit and so disengaged rationalism from the moral realism which had been its common partner from earlier eighteenth-century realism up through Reid.

Rachel Zuckert’s “Aesthetics” (Chapter 22) fittingly ends the section. The discussion of aesthetics in the eighteenth century was, like the discussion of morals, particularly rich and moved fairly easily across linguistic and national boundaries. Many of the themes discussed in other chapters – pleasure, perception, affect, and above all sensibility – are united in aesthetic perception and experience. The aesthetic sense and aesthetic perception were both analogous to, and in some cases guiding of moral perception and discussions of moral pleasure (see Debes and Taylor as well). Similarly many of the questions asked about art and beauty – such as what is its social, political, and moral role – draw on and draw together other discussions in the volume.

Ian Hunter’s “The Law of Nature and Nations,” which is the first chapter in the fifth section – “Politics and Society” – provides a fitting bridge from the moral to the social and political insofar as it treats a central way of conceptualizing morality and politics in the early modern period: in terms of natural law. Hunter concentrates on early modern Germany and beginning with Grotius and Pufendorf moves with extraordinary depth and insight through Thomasius and many others to Kant. Hunter argues that natural law, which has been either taken retrospectively as a wholly unified and unifying discourse about morals, or split into rationalism and voluntarism, “did not delineate a common intellectual object … The key elements of this topos – the character of human nature, the manner in which natural law is embedded in it, and the form of the natural reason through which this law is known – all varied, often radically” (Chapter 23, p. 561). Hunter’s challenge helps us to rethink the place of Kant in moral philosophy through showing us a great deal of surprising and unknown context.

Silvia Sebastiani also discusses the disunity of thinking about human nature and nations but from the side of the empirical engagement with anthropological, historical, and other descriptive accounts of human life. With Montesquieu at the center she describes the mainly French and Scottish orbits around the question of what made for national character, what made for differences of race (which was often closely connected with sex), and the obsession with reconciling “uniformity and diversity, regularity and singularity” (Chapter 24, p. 593). As Hunter argues in the case of natural law, the putative achievement of Enlightenment universalism was far more contested at the bar of diverse experience with regard to human nature. The uniformity of the philosophical stories based on concepts less amenable to the bar of experience is strongly challenged in the later chapters of this volume.

Susanne Sreedhar’s “Constitutions and Social Contracts” (Chapter 25) and Neil McArthur’s “Civil Society” (Chapter 26) consider what are taken to be two of the greatest achievements of eighteenth-century political philosophy and are closely connected to the Enlightenment – the rise of liberal contractualism and of the connected concept of civil society. In addition to British and European philosophers, McArthur and Sreedhar both move us to the New World with Thomas Paine among others (Reid had moved us there before as a locale sympathetic to immaterialism with Jonathan Edwards and Berkeley’s correspondent Samuel Johnson). Sreedhar argues strikingly that despite our tendency to project a kind of liberal democratic triumphalism onto the eighteenth century, many of the debates were framed in terms of enlightened absolutism and, as also argued by Sebastiani, many of the results were somewhat less liberal or inclusively contractarian than they might first appear. Sreedhar ends by making the aforementioned important point that the vaunted development of “universal” rights doctrines of figures like Rousseau went hand in hand with the exclusion of women or at times their uneasy inclusion – a point adroitly argued by Wollstonecraft and Olympe de Gouges. And even Woll-stonecraft and de Gouges were not as expansive as we might hope. McArthur shows that civil society, a concept associated above all with two nineteenth-century thinkers – de Tocqueville and Hegel – was developed by eighteenth-century philosophers in connection with theories of social progress (see Sebastiani, Lifschitz, and Schabas as well) and struggles between political factions. It also led radicals writing during the French Revolution and directly after, like Godwin and Paine, to argue for a kind of rationalist anarchism as the logical conclusion of civil society.

Concluding this section Lifschitz draws on an extraordinarily wide range of philosophy to show the unsurprising centrality of language to the eighteenth century and to the Enlightenment. As Lifschitz notes, “Due to the Enlightenment’s distinctive preoccupation with the emergence of civil society, the question of the cognitive and social roles of language was usually recast as a hypothetical narrative of the evolution of language and the human mind. The origin of language became a pressing philosophical question, since it was widely believed that linguistic signs had enabled human beings to forge both their material culture and their intellectual endeavors” (Chapter 27, p. 663) and therefore came to the center as a necessary condition of human cognition. Language and certitude are both paradigmatic examples of the eclectic interweaving of diverse experience in the reflection on experience.

Perhaps the most distinctive feature of the volume is the five chapters in Part VI treating aspects of “Philosophy in Relation to the Arts and Sciences.” These are intended to show how intellectual currents we consider today to be outside of philosophy, or which indeed were outside of philosophy in the eighteenth century, are connected to the discussions in the chapters preceding them.

Two of these chapters deal with what we now consider to be natural science: Stephen Gaukroger’s “Philosophy and the Physical Sciences” (Chapter 28) and Justin Smith’s “Natural History and the Speculative Sciences of Origins” (Chapter 29). Smith begins his chapter with a suggestion that in the eighteenth century the physical sciences tended to try to discover unities, and natural history to taxonomize divergences and differences. Each had its central figure motivating this: Newton and Buffon, respectively. Gaukroger’s overarching narrative is one where two branches of physical science – mechanics and matter theory – move apart and the Kantian ideal of subsuming the latter under the former becomes impossible. In chemistry what appeared to be amenable to mechanist explanations became more and more problematic and chemistry began to offer explanations of phenomena that had gone unchallenged as models of mechanistic explanation. Electricity scientists like Benjamin Franklin tried to provide explanations of “charge” using various analogies, from democratic politics to the economic discharging of debt. Smith defines eighteenth-century natural history as whatever Buffon was interested in, and since his interests were extraordinarily diverse the field is extraordinarily diverse as well: Smith surveys taxonomy, comparative anatomy, generation theory, cosmogony and geogony, adaption theory, and accounts of human and racial diversity (see Sebastiani and Schabas as well). These are just some of many areas treated by philosophers as of serious philosophical interest. As with electricity and chemistry, a central question was whether natural history was amenable to proper philosophical explanation (a question closely connected to the issues dealt with by Perinetti).

Margaret Schabas and Alix Cohen treat the study of l’homme moral as opposed to Justin Smith’s discussion of l’homme physique (although the divide was rarely as clear and neat in practice as Rousseau drew it). The eighteenth century, and particularly the second half, is a period of the rise and massive growth of the human sciences, which as Schabas notes (Chapter 30) are more properly called the sciences of man or moral sciences. Her chapter concentrates on the most prolific of the sciences, political economy, which was an object of fascination for many, many eighteenth-century philosophers and connected areas as disparate (for us) as physical geography, natural history, philosophical reflections on wealth and morality, and discussions of probability and chance. Cohen’s Chapter 31, on “Philosophy and History,” centers on philosophical reflections on the nature of history, which drew some of the greatest eighteenth-century philosophers, notably Kant and Rousseau. The figures and topics considered overlap with McArthur and Sebastiani – all discuss aspects of the stadial theories ubiquitous in the eighteenth century (as does Schabas) – but the chapter is much more focused on the way in which philosophers speculated on the nature of history. Was history teleological; if so, how and toward what?

The eighteenth century was also the period of the rise and the development of the novel. Where Zuckert analyzes philosophical discussions of the beautiful in general, C. Allen Speight’s Chapter 32, on “Philosophy and Literature,” provides a particular discussion of how eighteenth-century philosophers made sense of literature (a later term) and belles-lettres. In trying to make sense of the extraordinary changes in art happening in this period Speight focuses on one art form. Philosophers thought about what was happening in the novel, in poetry, and in drama, and there was philosophical speculation in the works of Sterne, Swift, and others. Diderot and Lessing wrote both philosophy of literature and highly philosophical literature.

The volume concludes with synoptic pieces on three of the central figures of the period – Kant, Rousseau, and Hume. These are perhaps the three greatest philosophical eminences in their respective languages and philosophical cultures, and the three wholly eighteenth-century figures mentioned most commonly throughout the volume (although Berkeley, Diderot, and Condillac come close). Although the volume is primarily organized around concepts and movements, something valuable can also be learned by examining the intellectual lives and philosophical projects of particular philosophers.

Each was, perhaps unsurprisingly, diverse in his interests. As Erin Frykholm (Chapter 33) points out, Hume wrote on a wide range of subjects and is a central figure in chapters that discuss not just causation and morals but also political economy, aesthetics, race, and many other topics. He also, of course, wrote The History of England. Rousseau wrote an opera, a novel, and uncategorizable philosophical memoirs in addition to more straightforward philosophy, although even the most straightforward philosophical works are particularly difficult to categorize. Finally the interests of Kant, who is characterized as the most philosophically sober of the three, were extremely wide-ranging as well; Kuehn highlights his fascination with anthropology.

III

The discussion of the contents of the volume hopefully has given some evidence for the eclecticism of the eighteenth century and the fascination of many eighteenth-century philosophers with the variety of experience. But the real test of the bar of experience will be reading the chapters themselves!

Notes



  1 Diderot follows Brucker here and elsewhere (all the figures listed by Diderot are from Brucker) with the exception of the addition of Montaigne (whom Brucker classifies as an eclectic), and the subtraction of Hieronymus Hirnhaym.

  2 Hume’s skepticism is a highly contested issue and I neither wish to suggest that I’ve solved it nor that the analysis of the passions is not itself susceptible to skeptical criticisms.

  3 I do not mean to suggest that there were modern schools in the same sense that there had been ancient ones, i.e. the Platonic Academy that endured for nearly a millennium. There were philosophers who identified with particular ancient schools, built systems, were identified as being exponents of the schools, had followers who propagated their doctrines, etc.

  4 Quoted in Donini 1988: 19, trans. A. A. Long. The attribution to Brucker was made in Proust 1995: 590.

  5 The modern revival of eclecticism, as an explicit position against schools or sects, goes back to Lipsius’s praise (and perhaps avowal) of eclecticism and Vossius’s (and earlier) discussion of “the elective sect” which directly follows his discussion of Pyrrhonism in the posthumous De philosophorum sectis liber (Of the Sects of Philosophers) (Vossius 1657: 2.21; Schneider 1997: 85). Situating eclecticism in the map of the history of the schools or sects, Vossius made eclecticism into an historical tradition (drawing on Diogenes he identified its origins with Potamen of Alexandria; Vossius 1657: 2.21.2). It was above all associated with Thomasius, who viewed philosophy in terms of schools or “sects” (Thomasius 1688: ch. 1, §89) while at the same time suggesting that the submission to authority which was the price of school membership was anti-philosophical (Eskildsen 2008). True philosophical practice was intrinsically eclectic and tolerationist.

Once eclecticism was situated by historians of the schools as a possible position, Thomasius (and other philosophers, particularly Buddeus) argued for an eclectic philosophy which, as suggested above, tied together a number of themes which would be associated with Enlightenment(s) (see Hunter 2001): religious tolerationism, the undermining of superstition (see particularly Thomasius’s attacks on the presuppositions of witchcraft trials in Thomasius 1701), the criticism of judicial torture and more generally state brutality in conjunction with a stress on the individual cultivation of reason as against authority and the herd. The word sect was also used in religious contexts. For Thomasius, as well as many others, the bigoted ferocity of the religious sects had been the cause of a great deal of unproductive bloodshed during and after the Reformation. There was also a parallel stress on the presentation of public argument and of philosophical argument in the vernacular in order to make it accessible to all members of the community which was connected to the centrality of translation for the high Enlightenment (see Oz-Salzberger 1995 and her Chapter 1 in this volume).

  6 Diderot distinguished eclecticism from mere syncretism (again in line with Thomasius 1688: ch. 1, §§88–89) the attempt to reconcile different apparently conflicting doctrines without thinking them through (Diderot and D’Alembert 1751–72: XV, 748) or without any attention to their truth value.

  7 Thanks to James Schmidt for the reference.

  8 Jefferson also represents how tolerationism, an eclectic attitude, and democratic fervor could coexist with racism.

  9 Leibniz responded to Locke and Bayle respectively in the Nouveaux essais (New Essays) and the Essais de théodicée (Theodicy) (and Locke and Bayle responded to one another as well). Shaftesbury was one of the most widely read of all philosophers in the first three-quarters of the eighteenth century, translated into French by Diderot and into German by Lessing, criticized by Berkeley, admired by Hume, and so on.

10 Shaftesbury initially hid his identity from Bayle. See Shaftesbury’s son’s sketch of his life (Shaftesbury 1900: xxii–xxiii).

11 Although a majority of philosophers today view A Treatise as his greatest and most systematic work, it was relatively underdiscussed in the eighteenth century in comparison with Hume’s Essays and History of England – except by Reid, Beattie, and a few other notable critics.

12 Although as Antognazza notes Hume’s Dialogues were not particularly persuasive to many of his contemporaries.
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Part I

CONTEXT AND MOVEMENTS


1

ENLIGHTENMENT, NATIONAL ENLIGHTENMENTS, AND TRANSLATION

Fania Oz-Salzberger

 

 

Preface

The Enlightenment has probably inspired more discussions and disagreements on its contents, purpose, and legacy than any other chapter in intellectual history. It was never launched as “a movement,” but many of its participants self-consciously reflected on the unique features of their era while gradually developing its recurring topics and distinctive terminology. A keen sense of a shared intellectual adventure ran across the Enlightenment’s numerous networks, beneath differentials of geography, politics, and faith.

Controversy begins with the very contours of the Enlightenment – its chronology, geography, and subject matter. Since the present volume is about philosophy, it would not be superfluous to remind oneself that the topic of this chapter only partially overlaps with the book’s. Enlightenment may have emerged from philosophy, included philosophers, and engendered philosophy, but it does not belong exclusively to the history of philosophy. Its most effective figures were not necessarily the greatest eighteenth-century philosophers, and its philosophes, Aufklärer, or men and women of letters, are closer to what a later age would dub “public intellectuals.” Moreover, not every eighteenth-century work of art, literature, or theory should automatically be placed within (or against) the Enlightenment (see Vierhaus 1995). Our field is narrower than that, but it is nevertheless huge.

The Enlightenment conjoined ideas, public aspirations, and social change in a novel way. Simply put, never before did so many writers openly promote the expansion of readership. Never before did so many writers set out to critique received wisdoms, augment human knowledge, ameliorate individual lives, and enhance the collective well-being of mankind by means of Reason and in the name of civil liberty. The light-spreading metaphor that accompanied many open declarations of this set of intentions drew from the previous century’s “natural light of Reason,” but its future-orientation, critical daring, and social-political reforming ambitions were new.

Moreover, the Enlightenment – we shall dwell on both critiques and justifications for this use of the definite article – was novel in its cosmopolitan, cross-cultural, and cross-linguistic modes of conversation. Human interactions, correspondences, quotations, and above all translations were crucial for its development, self-understanding, and argumentative nature. As Silvia Sebastiani shows in Chapter 24 of this volume, the “unresolved tension between uniformity and diversity, regularity and singularity” is “constitutive of the Enlightenme nt itself.” The present chapter suggests that Enlightenment localities and the quest for universality, modified through processes of reception and translation, enabled the transformation of both European (or the partially synonymous “modern,” and eventually “Western”) and national forms of awareness.

Terminology developed alongside the theoretical and practical agendas. Pierre Bayle used the term “siècle éclairé” as early as 1684, and his contemporary Bernard de Fontenelle habitually referred to “les lumières.” These became standard idioms by the early eighteenth century (Roger 1968: 167ff.). In Britain, “our enlightened age” cropped up in the mid-eighteenth century, parallel to the growing awareness of its crucial difference from previous “enlightened ages” in its multiplicity of participants, critical spirit, public commitment, and distinctly modern discourse of liberty. British writers did not use the noun “Enlightenment” itself until well into the nineteenth century (Porter 2001: 5), but the vocabulary of “improvement,” “progress,” and “refinement,” in the “arts and sciences” as well as in politics and economy, was firmly linked to “our enlightened age” (for a representative periodical survey see Anon. 1769, Critical Memoires).

The German term Aufklärung gained prominence in 1783 in the form of a question, “Was ist Aufklärung?.” It was broached by the theologian J. F. Zöllner, discussed by the members of the Wednesday Society of Berlin literati, and became the 1784 prize essay topic in the journal Berlinische Monatsschrift (Schmidt 1996, 2003; Oz-Salzberger 2003a). Immanuel Kant’s entry provided one of the best-known definitions of the Enlightenment, as “mankind’s exit from its self-incurred immaturity,” namely “the inability to make use of one’s own understanding without the guidance of another” (Kant 1784: Ak VIII, 35; Schmidt 1996: 58). The German Enlightenment was emblematic of the era’s intellectual and terminological self-searching: the term Aufklärung gained public visibility as part of the polemic quest for its definition.

Twentieth-century scholars have hotly debated the Enlightenment’s contents and impacts, and their critiques and defenses often had sharp political edges. Major controversies focused on the Enlightenment’s emphasis on the primacy of reason, its universalist aspirations, its intellectual hubris, and its (often retrospectively demarcated) blind spots and deliberate biases. The exclusion or demeaning of women, the lower classes, Jews, non-Europeans, colonial subjects, and other “others” has been a staple of recent critiques. In particular, the Enlightenment’s rationalizing gaze was seen as oppressive by Frankfurt School neo-Marxists (Horkheimer and Adorno), deceitfully power-seeking and colonizing by postmodernists (Foucault, Said), and – by contrast – as a genuinely humane and laudably liberal-minded legacy (Gay, Berlin; Bronner 2004).

Other scholarly debates, less openly political but no less heated, pertain to the relative importance of the Enlightenment’s major players and ideas. Its “center” and “peripheries” have been disputed, alongside its “moderation” and “radicalism” and its “secularism” and “religiosity.” The very coherence and unison of the term “Enlightenment” is also under scrutiny: Does it denote an era, a process, or perhaps a “project”? Can one speak of the Enlightenment? Were there multiple Enlightenments? How did its different national, regional, cultural, and linguistic branches correspond and interact?

This chapter does not attempt to run the full gamut of Enlightenment thought, much of which is bound to overlap with other sections of the present volume. Instead, it offers a concise account of the Enlightenment’s time frame, personalities, and main themes. Since none of these items enjoys a consensus among scholars, the chapter also scans several recent and current debates on the Enlightenment’s importance, inner divisions, and present-day relevancies.

Such controversies encourage a fine-tuned attention to the Enlightenment authors’ own voices, and in this chapter several examples will be offered of the ways in which Enlightenment thinkers understood their own individual and collective aspirations. Finally, reflecting new research into the Enlightenment’s geographical and linguistic multivocality, the main trajectories of Enlightenment texts are discussed, along with the problems and profits involved in the transfer of ideas across linguistic and cultural barriers.

Historical and geographical contours

As a specific chapter in intellectual, social, and cultural history, the Enlightenment inhabits most of the eighteenth century, although some of its thinkers and texts hark back to the seventeenth century, and others spill over to the nineteenth.

Geographically, Enlightenment texts and ideas spread through metropolitan centers in western and central Europe: Paris, most famously, alongside Vienna, Milan, Naples, Edinburgh, and Berlin. This is by no means a conclusive list. Other cities, towns, universities, and country mansions played important roles in fostering Enlightenment thought, debate, and publication. Circulation grew thinner in eastern Europe, where writers linked to Enlightenment ideas were sparser, and readership more circumscribed. In North America, most notably in Philadelphia, authors and printers belonged to Enlightenment networks with strong European connections. As to the non-European world, while parts of it fascinated European thinkers, who made various intellectual uses of them – from Charles de Montesquieu’s Lettres persanes (Persian Letters) (1721) to August Ludwig Schlözer’s NeujahrS’Qeschenk aus Jamaica in West Indien für ein Kind in Europa (New Year’s Qift from Jamaica in the West Indies for a Child in Europe) (1780) – its “exotic” societies were still considered inspirations rather than interlocutors. A serious and complex reception of Enlightenment ideas in the colonial and post-colonial world, let alone dialogical reciprocity, was a matter for future generations.

Geography and chronology often determine each other: the Dutch Enlightenment began in the seventeenth century, while the East European Jewish haskala was largely a nineteenth-century offshoot of the German-Jewish Enlightenment. Like other historical eras, the Enlightenment’s accepted time frame depends on the importance we attach to individual figures and cultural clusters within its broad range.

Many historians use the French Revolution as the Enlightenment’s convenient end-terminus, often also seen as its apogee or demise. Regardless of the undecided question whether the Revolution was derivative or deviant from mainstream Enlightenment thought, contemporaries and posterity have seen it as a decisive turn in cultural as well as political history. Nicolas de Condorcet in France, Immanuel Kant in Germany, and Dugald Stewart in Scotland can be seen as the Enlightenment’s last generation. These three thinkers also provided, in different ways, intellectual closures for the era. Condorcet died in a Revolutionary prison shortly after writing his optimistic Esquisse d’un tableau historique des progrès de l’esprit humain (Sketch for a Historical Picture of the Progress of the Human Mind) (1795) in 1793/94. Kant not only offered deep reflection upon the term Aufklärung but also navigated its legacy into deeper philosophical waters and abandoned some of its cherished creeds. Stewart summed and transmitted Scottish moral philosophy and political economy to nineteenth-century audiences. His social-intellectual milieu, though spared the violence suffered by Continental contemporaries, experienced a similar major transformation of tenor and turf, shifting from cafes, salons, broad-ranging journals, and self-taught dilettantism into university lecture halls and academic specialization.

Charting the beginning of the Enlightenment is a more complex task. In the French context it was inspired by René Descartes, and more directly pioneered by Bayle. Its two great English mentors were John Locke and Isaac Newton. German thinkers looked back to Gottfried Wilhelm Leibniz. The Dutch Republic provides even earlier crucial predecessors: Enlightenment political thought hails from Hugo Grotius, while studies emphasizing the Enlightenment’s radical streak allot great significance to Baruch de Spinoza and other members of his generation.

Each of these thinkers may be considered a precursor of the Enlightenment, but some of them can also be seen as members of an “early Enlightenment.” Periodization varies according to intellectual and national/linguistic contexts: the Dutch Enlightenment may well have begun in mid-seventeenth century, but eastern-European upshots only took hold in the second half of the eighteenth century (van Bunge 2003; Venturi 1989).

Similarly, topical aspects dictate variegated starting points: the epistemological shift leading to the Enlightenment’s conceptualizing of knowledge may have begun with Descartes’s philosophy in the first half of the seventeenth century or with Locke’s work in the second half. Political ideas of civil liberty came into full swing with Locke and with the Glorious Revolution of 1688–89, while German concepts of the well-governed state hail to Leibniz and Christian Wolff in the early eighteenth century. Theories of religious toleration hark back to Spinoza, Bayle, Locke, and Thomasius, and a wave of novel inquiries into aesthetics was set in motion by the mid-eighteenth century, ignited by the Third Earl of Shaftesbury and Alexander Gottlieb Baumgarten.

If we are to identify a specific “moment” in which the Enlightenment blossomed into a self-conscious movement of ideas, network of thinkers, and public sphere of readers, the years 1733–35 may serve as a convenient pointer. In 1733 Voltaire brought out his Lettres philosophiques sur les Anglais (also known as Lettres anglaises), a widely circulated panegyric of England’s political liberty, economic success, and scientific accomplishment. Then 1734 saw the publication of Montesquieu’s Considérations sur les causes de la grandeur des Romains et de leur décadence (Considerations on the Causes of the Qrandeur and Decadence of the Romans), and in the same year Benjamin Franklin issued the American version of the Constitution of the Freemasons (first published in London in 1723). The young David Hume traveled to France for the first time and began working on his path-breaking Treatise of Human Nature in the mid-1730s. Conjoining and at times interlocking, these biographical moments and intellectual accomplishments add up to a crucial turning point in the history of ideas.

During the same pivotal years, scientific work throughout western and central Europe was characterized by post-Newtonian ambition to expose the principles underlying the physical world and by a post-Baconian sense of communal interaction and networking. The Enlightenment powerfully linked technology to science: Britain reached a threshold of the Industrial Revolution with John Kay’s 1733 invention of the flying-shuttle loom. In Stockholm, Carl Linnaeus published his great Systema naturae (1735), sorting “the three kingdoms of nature, according to classes, orders, genera and species.” In Marburg, already famous for his long list of publications promoting rationalism Christian Wolff published his Psychologia rationalis in 1734. French scientist René Antoine Ferchault de Reaumur launched the science of entomology with the first of his six-volume Mémoires pour servir à l’histoire des insectes (Memoirs Relating to the History of Insects).

By symbolic coincidence, Reaumur’s countrywoman Gabrielle Emilie, Marquise du Châtelet, a major transmitter of scientific ideas, began her translation of Bernard de Mandeville’s influential political treatise, The Fable of the Bees (originally published in 1723). “I feel the full weight of the prejudice,” she wrote in her translator’s preface, “that excludes us [women] so universally from the sciences … [I]f I were king … I would allow women to share in all the rights of humanity, and most of all in those of the mind” (Du Châtelet 1735: 48–49). A co-author of Voltaire’s Éléments de la philosophie de Newton (Elements of the Philosophy of Newton) (1738), Du Châtelet’s translation and commentary on Newton’s Principia was published posthumously in 1759. A pioneering mediator of English science on the Continent, she was also able to appreciate the egalitarian potential of Locke’s theory of knowledge. But her male contemporaries, Voltaire included, indeed left Du Châtelet “excluded from the sciences.” Like other women of letters, who were at best recognized as mediators and hostesses to true intellectual grandeur, she remained in the shadows for a long time to come.

In 1734, British orientalist George Sale published his English translation of the Koran. Further south, Italian freethinking had already developed to a degree that induced Pope Clement XII to ban Locke’s Essa;y concerning Human Understanding. Notwithstanding this and similar efforts, the dissemination of rational and utility-prone reasoning persisted and grew. A very different Pope, English poet Alexander Pope, distilled the intellectual quest of his era in the Essa;y on Man (1734): “Know then thyself, presume not God to scan. / The proper study of Mankind is Man … Sole judge of truth, in endless error hurl’d; / the glory, jest and riddle of the world.” Our handful of pointers, chosen for their significance and long-term effects, is far from exhaustive. But it should suffice to explain why, by the mid-1730s, well-informed European readers of periodicals and new books would not have failed to notice that something serious and exciting was afoot in the world of ideas.

Definitions and self-perusals

The self-understanding of an “age” or a “movement” is not always encapsulated in headlines or definitions. Many eighteenth-century observers nevertheless sensed their era’s intellectual uniqueness. Henry Grove, an Anglican minister from Taunton, provided a fine early display of its terminology and trends, albeit in a reproachfully ironic vein: “I am sensible that in our enlightened age,” Grove wrote “… we are become a Nation of Politicians; every three half-penny author, or Coffee-house orator, is fit to be of the Privy Council … Should a stranger come to many of our Coffee-houses, and observe with what a solemn air and magisterial tone the company criticize the Publick Administration, what could he imagine but that every board was filled with Statesmen, impatient to display their fine talents in the service of the publick, and retrieve dying Liberty?” (Grove 1747: 355–56). This passage can read as a checklist of key Enlightenment innovations: the very concepts of “publick” and “coffee house,” the unprecedented oral and written propagation of ideas, the burgeoning authors in a mushrooming periodical and book industry, and the numerous self-styled politicians and statesmen, daring to “criticize,” and resuscitating or redefining “Liberty.” Like the biblical Balaam – an allusion doubtless familiar to Grove – his words now read as a blessing where he intended to curse.

Philosophical definitions were less colorful, but stronger in historical contextualization. For Kant, as we have seen, Enlightenment (rather than the Enlightenment) was a human cognitive process. It involved education and mental maturing. This approach was shared by Moses Mendelssohn, whose response to the 1784 Prize Essay question considered Enlightenment as a process by which man is educated in the use of reason (Mendelssohn 1784; Schmidt, 1996: 1–44).

Kant’s definition hinges on self-emancipation by way of autonomous thinking – Kant’s sapere aude, “dare to know!” – that places the onus of intellectual and moral responsibility on every human being. This definition is, in a sense, timeless. But in another sense it was firmly anchored in the particular stage of human history in which Kant himself resided. As Michel Foucault explained, “[Kant’s] analysis of Enlightenment, defining this history as humanity’s passage to its adult status, situates contemporary reality with respect to the overall movement and its basic directions. But at the same time, it shows how, at this very moment, each individual is responsible in a certain way for that overall process” (Foucault 1978: n.p.). Both Kant and Mendelssohn recognized a gradual mental liberation, accomplished by relatively few individuals in their time, yet boding well for the future of mankind. But Kant, more adamantly, did not see his age as “an enlightened age” but as “an age of enlightenment,” in which most individuals, yet immature, would benefit most from the benign tutelage of such enlightened rulers as Frederick the Great (Kant 1784: Ak VIII, 40; Schmidt 1996: 62).

Other thinkers, particularly the French, proffered a less gradualist approach. They celebrated their own age as having already achieved unprecedented intellectual progress. “Never has a century been called ‘the century of lights’ more often than ours,” wrote Gabriel Bonnot de Mably (Mably 1776: 98). Twenty years later, Antoine-Nicholas, Marquis de Condorcet, summed up the accomplishments of his era in his famous Esquisse:


The progress of philosophy and the sciences have extended and favoured those of letters, and these in their turn have served to render the study of the sciences more easy, and philosophy itself more popular. They have lent mutual assistance to each other, in spite of the efforts of ignorance and folly to disunite and render them inimical. … [EJrudition has assisted in destroying [hurtful prejudices], because the sciences and philosophy have enlightened it with a more legitimate criticism. It already knew the method of weighing authorities, and comparing them with each other, but it has at length submitted them to the tribunal of reason; it had rejected the prodigies, absurd tales, and facts contrary to probability …

(Condorcet 1796)



Tragically, this passage was penned shortly before Condorcet’s death in a Jacobin prison, during the most murderous phase of the French Revolution, which some observers took to be the Enlightenment gone mad. Condorcet’s view of his times is all the more touching since it conveys almost the full gamut of keywords typical of late Enlightenment’s self-understanding: progress, philosophy made popular, the rise of sciences and letters, criticism, “the tribunal of reason,” and the combating of ignorance and prejudice.

Such ironies permeate the history of the Enlightenment: the cruel death of a moral optimist, the marginalization of an erudite female scholar, and the adoration of a warring absolutist monarch by a great philosopher who is his humble subject. These tensions – some apparent to eighteenth-century observers, others surfacing only in retrospect – all arise from the unprecedented standards that the “century of lights,” the “age of refinement,” and the “tribunal of reason” demanded of civilized humankind. From the eighteenth century to our own day, scholarly debates have been exploring and expanding these dissonances, thus demonstrating their ongoing relevance. Whether the Enlightenment was an era, a movement, a project, or a process – it was beyond doubt an enormous and fruitful tension field.

(The) Enlightenment/s: current scholarly perspectives

Some recent debates on the Enlightenment take issue with grammar: the definite article is disputed, and so is the singular noun. A case may be made for defining “Enlightenment” separately from “the Enlightenment” (Schmidt 2003). The former term is a mental quest, and possibly a social process. Linked with Kant’s imperative “Dare to know,” it can be an essentially individual drive for personal enhancement as well as a collective yearning for public betterment. For Ernst Cassirer, the Enlightenment amounted to its philosophy, robustly ensconced within Cassirer’s own philosophy of symbolic forms and generative knowledge (Cassirer 1932). “Enlightenment,” Dorinda Outram suggests, “was a desire for human affairs to be guided by rationality rather than by faith, superstition, or revelation; a belief in the power of human reason to change society and liberate the individual from the restraints of custom or arbitrary authority; all backed up by a world view increasingly validated by science rather than by religion or tradition” (Outram 1995: 3).

But “the Enlightenment,” insofar as it encompassed a network of social and cultural interactions, was more than a desire, a belief or a worldview: it was an increasingly self-conscious “climate.” Theodor Adorno and Max Horkheimer understood it as a “project,” criticizing its inherent grain of smug rationalism and its later takeover by inhumane technocracy (Horkheimer and Adorno 1947). Peter Gay, with approbation matching the Frankfurt School’s opprobrium, called it “the party of humanity” and “the science of freedom” (Gay 1966–69). However, the Enlightenment was not merely a group of thinkers, debaters, or projectors, nor was it only a set of ideologies. Its practical outcomes were numerous. Beccaria’s Dei delitti e delle pene (On Crimes and Punishments) (1764), Antoine Baumé’s Chymie expérimentale et raisonnée (Expert mental and Reasoned Chemistry) (1773), and James Bonner’s The Bee Master’s Compasnion and Assistant (1789), are three examples of numerous texts written with the expressed goal of improving human lives in modern context. To be sure, practical manuals had been published prior to the eighteenth century; but the Enlightenment terminology had now reached a level of dissemination that allowed a humble “Bee Master,” though “not having the advantage of a grammatical education,” to elaborate proudly on the contribution of his craft to the growth of “rural oeconomy” (Bonner 1789: vi, ix). Agriculture, practical sciences, and law were among the fields of endeavor deeply affected by the Enlightenment’s quest for organizing and deploying the accumulated knowledge of generations, alongside a new thirst for both intellectual and technical innovation and a new-found trust in Reason. And while ground-level improvers like Bonner resonated echoes of the new discourse of progress, high-level practical reformers such as Beccaria were intimately linked with the mainstream philosophy of their time.

Alongside the abstract ideal of “Enlightenment” and the mankind-improving thrust of “the Enlightenment,” scholars have emphasized the multiplicity of “Enlightenments” – national and regional, as well as moderate and radical, irreligious and religious, “high” and “low.” A chief target of this differentiating effort is to show that Voltaire’s Paris, the home base of the Encyclopédie, the metropolitan hub producing many of the canonical texts of the era, was by no means the only (or even the most significant) Enlightenment center. With Paris partially dethroned, some of the older emphases on the Enlightenment’s alleged uniformity, hyper-rationalism, anti-clericalism, and elitism were cast in doubt. New centers and voices were highlighted. Today, the plurality of Enlightenments has reached a stage in which – arguably – the time has come to seek commonalities once again, and construct new and better generalizations.

The attention to multifarious “national Enlightenments” has proven a fruitful scholarly strategy since the early 1980s. It signaled a broadening of horizons from francocentric definitions of the Enlightenment and from Anglo-French accounts of its emergence (Porter and Teich 1982). This approach did not invent, but it certainly put in new context, scholarship on national and regional Enlightenment thinkers and centers, from Spain to Sweden and from Hungary to Ireland. While many of these studies are dedicated to particular authors or to specific circles, several European Enlightenments currently stand out in their geocultural specificities. The German Enlightenment, already familiar to English readers through the works of Cassirer (1932), has since been examined from numerous angles. The Scottish Enlightenment drew particular attention due to its outstanding cast of thinkers, and served as a particular test case for the “national Enlightenment” approach. The Italian Enlightenment was made accessible to international readers through translations of the path-breaking works of Franco Venturi. The Dutch Enlightenment gained a surer footing in recent studies (Jacob and Mijnhardt 1992). Significantly, Spinoza and other Dutch thinkers figure strongly on the broader canvas of “the radical Enlightenment,” painted most prominently in the works of Jonathan Israel (2001, 2006). The Haskalah, or the Jewish Enlightenment, is a unique case that transcends the “national” contours both geographically and thematically (Sorkin 1996, 2008; Feiner and Naor 2003).

The national context approach is both useful and problematic. Its centrifugal flow may easily obscure the common denominators of the Enlightenment. It runs the risk of underplaying interactions, making false assumptions about the coherence and self-sufficiency of “national” intellectual bearings, and simplifying the layered cultural identities of individual authors. More subtly, this approach could retrospectively impose nation-state boundaries, largely non-existent in the eighteenth century, at the expense of local specificities, urban settings, and cross-border trajectories. Eighteenth-century Europe was not a world of nation states, let alone “national cultures.” Ideas and texts transcended linguistic and political borders in many different ways (Vierhaus 1995). What we have doubtless gained from “national Enlightenments” studies are the new treasuries of local details, local texts and personalities, that might be woven into a new general tapestry, far richer and more nuanced than the old (Robertson 2007).

Another set of “Enlightenments” has undermined the previous vision of one, universal, rationalist and secular Enlightenment transmitted from English deists to French non-believers. The former picture was proffered by Carl Becker’s secularized “heavenly city” (Becker 1932), and challenged by Peter Gay’s essentially pagan and French-led Enlightenment (Gay 1966–69, v. 1), both of which were distinctly anticlerical. Recent discussions of religious Enlightenments have moved atheists to a minority position. There was a moderate Presbyterian Enlightenment in Scotland, a Latitudinarian Enlightenment in England, a radical Enlightenment of Spinozists and Freemasons, a conservative Enlightenment that was largely Socinian, a Jesuit Enlightenment, and a Jewish Enlightenment. Such “religious” Enlightenments were laden with political and cultural subtexts that were often tangential to those of Paris-based atheism, sharing some of its rationalist premises and debating its godless, materialistic worldview (Haakonssen 1996a, 1996b; Sorkin 2008).

“Radical” Enlightenments have been sought at the crossroads of deism, atheism, and Spinozist pantheism, and often associated with the radical politics of Freemasons, republicans, social progressivists, and revolutionaries. Margret L. Jacob’s pioneering study of some of these groups (Jacob 1981), broached a field of study that has recently been thoroughly, and controversially, tilled by Jonathan Israel’s extensive work. Israel suggests a shift in the received canon, moving weight away from the “moderate” Locke, Voltaire, and Hume toward Spinoza, Bayle, and Denis Diderot, whose “radicalism” speaks better to our own age and concerns (Israel 2001, 2006).

The social history of the Enlightenment has opened another set of new vistas. Jürgen Habermas, no social historian himself, has provided a powerful analytic tool in his concept of the “public sphere,” a space of intellectual and political interaction poised between eighteenth-century officialdoms and private premises. The public sphere, displayed by Habermas as an eighteenth-century innovation leading to communicative modernity, allowed immensely fertile exchanges in salons and cafes, printing presses, and letter correspondences, running the gamut from public-minded conversation to new literary genres (Habermas 1962; Goodman 1992). Further studies have taken closer looks at the social milieus in which Enlightenment discourse flourished, depicting a wide and multicentral map of European encounters and cross-fertilizations (Munck 2000).

The tension field between the private and the public spheres inhabits numerous recent studies on women and gender relations in the Enlightenment. Before shifting into university lecture halls in the early nineteenth century, a great deal of European learning and future-looking discussions took place in spaces accessible to women, at least to privileged women. Paradoxically, some women could therefore avail themselves of higher learning more easily during the eighteenth century than in most of the following century. But they were easily excluded too: Kant’s idea of a “public use of reason,” while perfectly compatible with what most readers would associate with a private sphere, notoriously kept “all of the fair sex” within the confines of the “unenlightened” (Kant 1784: Ak VIII, 35).

Recent scholarship has perused the Enlightenment debates about women (Tomaselli 1985) and traced women who took an active part in the Enlightenment (Landes 1988; Hesse 2001). The most recent studies paint an even broader canvas of lettered eighteenth-century women (Goodman 2009; O’Brien 2009). Feminist scholarship has reprior-itized Enlightenment figures, bringing to the fore female thinkers such as Mary Wollstonecraft and Olympe de Gouges (Hesse 2001) (see Sreedhar, Chapter 25 of this volume), female intellectual mediators such as Anne Dacier and Du Châtelet, and female networkers like the Paris and Berlin salonnieres (Goodman 2009; Hertz 1988).

Thinkers and works

Any selection of Enlightenment figures and texts is by definition partial, doubtless unjust, and it unavoidably betrays the author’s own canonical preferences. In this and the following sections one map of the main players and texts is offered. Contemporaneous as well as latter-day assessments of importance are taken on board. The different vantage points of individuals, groups, milieus, and institutions are considered. Attention is given both to theoretical and practical fruit of Enlightenment discourse. Finally, the trajectories of ideas across linguistic, cultural, and political boundaries are explored. The reader would do well to note that every scholarly approach mentioned in the previous section, and every single historian in the field, would produce a rather different map of the Enlightenment.

No Enlightenment metropolis was more central than Paris, no single Enlightenment figure fired the imagination of contemporary and subsequent readership more than François-Marie Arouet, known as Voltaire, and no single Enlightenment project was more emblematic than the Encyclopédie co-edited by Jean Le Rond D’Alembert and Denis Diderot. Although recent scholarship has expanded our historical grasp with re-evaluations and rediscoveries of numerous other places, persons, and institutes, major and minor, exposed the riches of several national and regional Enlightenments, and shown intellectual networks far transcending the best-known figures, the traditional leading lights still provide the best preliminary orientation in a vast and variegated field.

Voltaire was the pen name chosen by François-Marie Arouet, who was born and died in Paris and whose style, wit, widely circulated writings, and celebrated political battles made him the penultimate philosophe of the French Enlightenment. Educated at the Jesuit college Louis-le-Grand, Voltaire turned against the “Latin and the Stupidities” of orthodox Catholicism and the outrages of French monarchy. His earliest political satire earned him a prison term before he was twenty, and his first theater play, Œdipe, was penned in the Bastille. A term in exile followed, and Voltaire traveled to England, where he sojourned between 1726 and 1729. Deeply inspired by Locke’s philosophy and by the science of Newton, whose funeral he attended, Voltaire paid close attention to the parliamentary politics and intellectual open-mindedness that made Britain an ascending European power. His English Letters (1734) aroused government suspicion that drove him out of Paris once again, and some years spent in the chateau of his friend Du Châtelet provided an opportunity for both of them to study, translate, and convey Newton’s physics to a broad European audience. In 1746 Voltaire became a member of the Académie Française. Between 1749 and 1753 he was the guest of his then-admirer, Frederick II of Prussia, whose own Enlightenment aspirations and military triumphs earned him the sobriquet Frederick the Great. After falling out with his crowned benefactor Voltaire returned to Paris, presiding over an expanding circle of philosophes. In 1759 he bought Ferney, a mansion near Geneva where he spent most of his late years. Ferney soon became a magnet for many aspiring European literati, and Voltaire the uncrowned king of a new breed of modern intellectuals.

Voltaire’s writings spanned several genres – drama, history, literary criticism, philosophy, and political essay – all in lively conversational style and light-handed verve that a later age would defile as dilettantism. His numerous plays included Zaïre (1732) and Mahomet (1736), and his best-known prose work is Candide (1759), a scathing satire on facile Leibnizian optimism and other modes of social and literary pomp. Voltaire wrote histories of the Swedish, Russian, and French monarchies, as well as an Essay on the Manners of Nations (or “Universal History”) (Essai sur les mœurs et l’esprit des nations) (1756). His philosophical and political credos came together in his Dictionnaire philosophique (Philosophical Dictionary) (1764), which targeted church dogmas, religious sectarianism, and other sanctified errors.

This published output reached many corners of Europe in French or in translation, but it constituted only part of Voltaire’s fame. It was buttressed, in a way deeply characteristic of the Enlightenment, by his voluminous correspondence (over 20,000 extant letters), a vast array of personal contacts, and a measure of media coverage and visibility – by eighteenth-century standards – that made Voltaire the ultimate networker of his time. Voltaire represented specific ideas and fought publicly for corresponding causes. He savaged all manner of “superstition” and “prejudice,” especially those inherent in Christian dogmas; he attacked and ridiculed the bigotry, mutual intolerance, and violence of most of the organized Christian churches. His battle cry, Écrasez l’infâme, heralded the modern politically engaged intellectual.

Yet Voltaire was no radical. His call for a dispersion of knowledge and the rationality did not amount to cognitive, let alone political, egalitarianism. In the article on “Taste” in his Philosophical Dictionary he wrote, “Taste is like philosophy. It belongs to a very small number of privileged souls … It is unknown in bourgeois families, where one is constantly occupied with the care of one’s fortune.” As Robert Darnton has commented, Voltaire “thought that the Enlightenment should begin with the grands; once it had captured society’s commanding heights, it could concern itself with the masses” (Darnton 1985: 84).

Voltaire was a charismatic mediator of both Newton and Locke, whose multiple significances for eighteenth-century European thought transcended the philosophical essences of their works. Heralded by Voltaire, Du Châtelet, Alexis Clairaut, and Pierre-Louis Moreau de Maupertuis as a hero of towering intellect, Newton’s reputation promised (even more than his writings delivered) an exclusively rational understanding of the world of nature as well as society and man. The Principia raised hopes of mathematicizing all fields of inquiry, and the Opticks demonstrated the benefits of experimentation (Porter 2001: 130f.; Guerlac: 1981).

The Encyclopédie was a project of cross-European, even pan-European, significance (Darnton 1987), although its status as reflecting mainstream Enlightenment convictions is still being debated (Israel 2006). D’Alembert is recognized as its scientific leader, while Diderot charged it with a radical and critical spirit. The participation of Montesquieu, Anne-Robert-Jacques Turgot, Etienne de Condillac, Rousseau, François Quesnay, and Paul-Henri Thiry, Baron d’Holbach, added up to a multiauthorial project that pushed against several types of stumbling blocks in order to present to the reading public an unprecedented ambition in solid print: the ultimate assembling of knowledge and know-how, indeed the daring aspiration to include all extant knowledge and know-how and the contextualizing and charting of every science, grandly published and successfully circulated. Reflecting the personalities of its chief editors, the Encyclopédie conjoined two aspects of Enlightenment intellectualism: the statics of eternal keepsake with the dynamics of perpetual critique.

While each of the major French contributors to the Encyclopédie also performed individually, the Encyclopédie, and other joint enterprises such as journals, salons, and correspondences, exemplify the often subtle – and retrospectively ungraspable – nature of the Enlightenment’s intellectual sociability (Goodman 1994). To be sure, individual philosophes accomplished particular intellectual feats: Montesquieu’s De l’esprit des lois (Spirit of the Laws) (1748) offered a comprehensive system of geopolitical differential and development; Helvétius, La Mettrie, and d’Holbach brought materialism to bear on radical politics; and Jean-Jacques Rousseau was the francophone Enlightenment’s loosest cannon, moving along his own tangential itinerary with his radical philosophy of education and his unique route in republican thought. These thinkers’ theories of history and political economy criss-crossed their other intellectual divides. But the individual thinkers cannot be assessed within the history of philosophy without a preliminary sense of their group bearings, their informal but highly productive gatherings and institutions, and their love of conversation, wit, debate, and retort. The significance of such an ambience can easily be lost on modern academic philosophers.

The Scottish Enlightenment is a case in point. Its thinkers – many of whom are treated elsewhere in this volume – are interesting not only for their multifarious contributions to eighteenth-century thought, but also as a cluster of learned men who were exceptionally close, socially interlinked, politically conversant, nationally self-conscious, and intellectually dialogic. This self-conscious group of philosophers and historians included David Hume, Adam Smith, Henry Home (Lord Kames), Thomas Reid, Adam Ferguson, William Robertson, John Millar, and several others; the spiritual father of most of them – with the possible and notable exception of Hume – was Francis Hutcheson and their last offspring (still within the Enlightenment) was Dugald Stewart. Far from monolithic, the Scottish Enlightenment was often syncretic – though almost always cordially dialogical – about such matters as the meaning of modernity, human nature, faith and rationality, civic virtue, and political economy (Phillipson 1981; Hont and Ignatieff 1983; Robertson 2000).

Despite recent controversy about the relative importance of the Scottish Enlightenment, the group is widely seen in current scholarship as a revolutionary turn in modern theories of cognition, understanding, sentiment, and moral sense, juxtaposing epistemology with political and economic philosophy. Scottish thinkers faced the practical consequences of the abandonment of sovereignty and the fusion of currency in 1707, as well as the rise of modern commerce and manufacture. Intellectual onus moved on from Church to lay scholarship in a particularly modern vein. It opened up a vast European horizon, in terms of both reception and transmittal of innovative approaches and ideas (Robertson 2000).

Between 1739, the publication date of the first two books of Hume’s Treatise of Human Nature, and the 1790s, a generation of thinkers set out to create a new understanding of modernity based on good laws, peaceful commerce, and social refinement. Inspired by its unique crossroads between English civility and Gaelic tradition, and drawing on its long-standing contacts with the European Continent, Scotland created a distinct voice within the European Enlightenment. Grotius and Pufendorf, Montesquieu and Rousseau, and travel literature and ethnography informed the Scottish view of history as moving along stages from primitive tribalism to refined modernity. Sharing Newtonian rationalist optimism, Scottish thinkers focused on aspects of economic modernity, offering a new interplay among individual interests, market forces, and forms of government. The Scottish contribution to European Enlightenment discourse is most visible in investigations into sentiment and “common sense,” and in the innovative philosophy of political economy associated mainly with Hume and Smith. They were preceded by Francis Hutcheson, whose theory of human virtue and benevolence stipulated a realm of “moral sense,” which underlies men’s ethical judgments. By way of partial disagreement, Hume’s “Science of Man” pledged “experience and observation” alone. His Essays, Moral and Political (1741–42 with later additions), An Enquiry concerning Human Understanding (1748), and An Enquiry concerning the Principles of Morals (1751) based morality on human psychology, particularly on sentiments, drawing on man’s love of pleasure and aversion to pain (see Taylor, Chapter 18 in this volume). Hume’s History of Qreat Britain (1754–62) set an agenda for tracing the rise of modernity in general. His political theory advocated trust in modern monarchies, when able to safeguard the rule of law, civil liberty, and freedom of trade. Hume’s essays “Of Superstition and Religion” and “Of Miracles,” and the posthumously published Dialogues concerning Natural Religion (1779), offered a powerful philosophical basis for both skepticism and atheism (Forbes 1975).

Thomas Reid was the most important voice of the “Common Sense” school that also included James Beattie, George Campbell, and Dugald Stewart. Opposing Hume’s empiricism, these thinkers identified principles of cognition common to all mankind and exempt of rational proof. Reid’s inquiries into sensation, language, and free will are of interest to philosophers today.

An important group of thinkers turned to the history of mankind or of social groupings. Among them were Kames, Robertson, Ferguson, and John Millar. They attempted to create categories for understanding the material, social, and economic progress and “division of ranks.” Ferguson’s Essay on the History of Civil Society (1767) has recently aroused renewed interest as a republican-minded exploration of man’s primeval communal nature, posing a perpetual challenge to civilized, commercial modern society. Individual volition and civic voluntarism were thus counterpoised against the mechanisms of unintended consequences – transfigured into Smith’s “invisible hand” – that Hume, Smith, and their disciples found so attractive as an explanatory factor in human progress (Oz-Salzberger 2003b).

Smith’s engagement with the Scottish subject matter resulted in two important works: The Theory of Moral Sentiments (1759) analyzed the independence of men’s moral judgments, and An Inquiry into the Nature and Causes of the Wealth of Nations (1776) established the modern science of political economy. Following Hume and differing from Ferguson, Smith stipulated a market-based society based on modern manufacture and trade, vouchsafed by strong laws and civil refinement.

Hume famously voiced his own sense of his group’s uniqueness: “At a time when we have lost our Princes, our Parliaments, our independent Government, even the Presence of our chief nobility … , speak a very corrupt Dialect of the Tongue which we make use of,” wrote David Hume in 1757, “is it not strange … that, in these circumstances, we shou’d really be the People most distinguished for Literature in Europe?” (quoted in Mossner 2001: 370). The Scottish universities and informal social milieus such as the Select Society and the Poker Club furnished thinkers with a (mostly friendly) hub of debate, inspiring literary output to an extent seldom matched in early modern intellectual history. Scotland’s fame – in particular that of Hume, Robertson, Ferguson, and Smith – reached English readers as well as Continental ones. Called “a hotbed of genius” in Tobias Smollett’s Humphry Clinker, and “a strong ray of philosophic light” in Edward Gibbon’s Decline and Fall of the Roman Empire, this was one of the most intimate circles of high-minded Enlightenment creativity. The Scottish Enlightenment thinkers thus enjoyed a particularly close-knit version of the famed eighteenth-century sociability.

The Scottish Enlightenment’s impact on future generations of philosophers was profound and lasting. Hume, Smith, and Ferguson, among others, reached toward the Enlightenment thought emanating from France. In turn, their works influenced French, German, and Italian theory (Waszek 1988; Oz-Salzberger 1995; Robertson 2007). Voltaire lauded his Scottish contemporaries. Ferguson was influential among German Enlightenment philosophers and Romanticists, culminating in Georg W. F. Hegel. Smith made his impact on Continental political economy throughout the nineteenth century. Since his initial stamp on Kant, Hume’s impact on modern philosophy has been constant. Significantly, since the 1970s, interest in the Scottish Enlightenment has grown among political thinkers and social commentators, fascinated by parallels between its early modern tension fields and our late modern concerns.

The German Enlightenment makes less of a group portrait. The deceptively simple question, “Was ist Aufklärung.1” was the core of the late German Enlightenment, evoking a debate on human cognition, moral preferences, and the nature of historical process. Kant coined the Aufklärung’s memorable motto, “Sapere audel Have the courage to use your own understanding!” and also gave its famous definition as “mankind’s exit from his self-incurred immaturity” (Kant 1784). But Kant’s answer is more complex than these quotable phrases suggest, and it neither represents nor winds up the Aufklärung debate (Nisbet 1982; Schmidt 1996).

As in other cultures, the fundamental issues of the Aufklärung preceded the term. For Gottfried Wilhelm von Leibniz, the French notion of “éclairer” meant intellectual clarification, the use of reason to discover truth. The founding generation of the German Enlightenment, including the jurist Christian Thomasius and the philosopher Christian Wolff, combined the quest for truth with the imperative of moral and social improvement. The early German Enlightenment proposed several differing concepts of rational and moral clarification. It reworked Cartesian and Newtonian rationalism, involving the systematic expansion of human knowledge to all “clear and distinct” truths; this was a chief premise of Wolff’s metaphysics. In parallel, natural jurisprudence, adapted by Thomasius from the works of Hugo Grotius and Samuel Pufendorf, was mobilized by German scholars to launch a legal and political reform of state administration, taken as a functional mechanism for promoting the happiness of its citizens; this was the core of a new discipline of cameralism, a science of public administration (Hochstrasser 2000; Bödeker and Herrmann 1987).

The individualized quest for divinity was evident in August Hermann Francke’s Pietist ideal of spiritual “rebirth” and lifelong striving for inner perfection; the Pietist movement inspired educational innovation, a new philosophy of sentiment, and a literary culture of Innerlichkeit (“soul-searching”) that affected German literary works from Klopstock to Goethe. During the second half of the eighteenth century an English ideal of practical and moral improvement through “polite” reading and socializing, expounded by periodicals and novels, the English models of which were emulated by German and Swiss “moral weeklies” and “bourgeois dramas.” A generation of “popular philosophers” reworked and disseminated various combinations of both the rationalist and public-minded and the individualist and sociability-oriented tenets listed here (Beiser 1987; Oz-Salzberger 2003a).

These variants enriched the German Enlightenment with disparate notions of the origin of knowledge, acceptable authority, and ideals of order. They proposed varying balances of reason and faith, and displayed acute differences of emotional tenor. Yet the Aufklärung also retained common structures. Most crucial was its matrix of perfectibility – a process of self-conscious expansion of human rationality and morality that in both Wolffian and Pietist thinking led toward individual and social perfection. Also implied was modern historical self-awareness, culminating in Lessing’s stadial conception of history and in Kant’s celebration of “the century of Frederick.”

The circles and institutes of the German Enlightenment reflect various blends of these components. In Protestant Germany, Pietist-inspired individuality was a crucial ingredient, while the Catholic Enlightenment emphasized social and legal reform by the state. The University of Halle fruitfully (but uneasily) combined philosophy, natural jurisprudence, and Pietism. Scholars in Göttingen developed a modern science of politics drawing on history rather that theology; Wolffian and (later) Kantian philosophy flourished in learned journals and tracts, alongside the “eclectic” and “popular” philosophies of practical reformers. The literary circles, clubs, and reading societies came increasingly under the influence of British books and ideas, but often adapted British concerns with social realities to intense soul-searching, and British notions of “improvement” to a German preoccupation with “destination.” In several courts, “enlightened” rulers and ministers benefited from cameralist theory and combined humane reform measures with administrative consolidation, boasting an aufgeklärt (“enlightened”) reason of state (Vierhaus 1979, 1995; Bödeker and Herrmann 1987).

Authors like Christoph Martin Wieland used the term “Aufklärung” extensively to denote the spread of knowledge and self-thinking as a rational and universal concept of progress. For pedagogues like Johann Bernhard Basedow and Joachim Heinrich Campe, Aufklärung was the gradual moral edification of the people. Aufklärung as practical improvement and social refinement appeared in the efforts of several reformist writers to enlighten women (Campe), Jews (Christian Wilhelm Dohm), and, not least, the uncouth German Bürger themselves (Christian Garve). Mendelssohn expanded this pedagogic and social horizon by linking Aufklärung with two other German neologisms, “Kultur” and “Bildung” (education, in the sense of profound inner improvement). He used these terms to ponder the links between individual and national enlightenment, reflecting the individualist and state-oriented traditions of Aufklärung. Significantly, while all these thinkers regarded Aufklärung as a vehicle of happiness, Kant’s idea of Aufklärung eliminated the criterion of happiness by equating Aufklärung solely with intellectual self-liberation.

Other thinkers considered the Aufklärung principle of reason in relation to religious faith. Views of reason as superseding biblical revelation proved objectionable, not just to orthodox Christians, but also to the philosophical critics of Aufklärung who regarded faith, feeling, and intuition as human faculties valuable in their own right. Friedrich Heinrich Jacobi launched a political critique of Aufklärung drawing on republican ideas of human autonomy, while Johann Georg Hamann mocked the rationalist servility and “cold, unfruitful moonlight” he found in contemporary Aufklärer, chiefly in Kant. Johann Gottfried Herder invoked the uniqueness of moments, personalities, and nations to attack the narrowness of Aufklärung rationalism and the shallowness of its universalism. Yet Herder shared the Aufklärung ideal of humanity, and Hamann and Jacobi offered a broader understanding of the use of reason. There is an important distinction to make here: Hamann’s critical irony, Herder’s ethnohistorical insights, and Jacobi’s call for political liberty place all three well within the contours of the European Enlightenment, even as they reproached Aufklärung in its predominant German form (see Berlin 1977 and Norton 2007).

The Enlightenment in Italy has been well served by several modern scholars, although further work on its European connections is still ahead. One great account stands out as a thoughtful general picture of the Enlightenment using solid organizing principles. Franco Venturi’s series of studies, Settecento riformatore, showed how the Italian vantage point, which to all non-Italian readers was a fresh and stimulating device in itself, could provide a good spectrum of Europe’s Enlightenment, seen as a cosmopolitan enterprise, not as a flat universalist Paris-based monopoly, nor as a collection of parochial discourses and local debates (Venturi 1972). John Robertson has studied the Neapolitan and Scottish Enlightenments as case models for a multifaceted, dialogical yet non-insular view of the European Enlightenment (Robertson 2007).

Enlightenment audiences, as well as individuals interconnected with the networks of French, German, Scottish, and Italian circles, operated in several other European lands, including Sweden, Poland, Hungary, Greece, Spain, and Portugal. While these groups have been fruitfully discussed in terms of their respective “national Enlightenment” (Porter and Teich 1982) or its social-intellectual interConnectivity to other Enlightenment centers (Munck 2000), and while newer accounts have expanded our horizons on the geographies and genealogies of the Enlightenments (Kontler 2006; Hesse 2006; Withers 2007; Edelstein 2010), the present chapter now turns to an inspection of translation as a chief, at times exclusive, agent in the various trajectories of Enlightenment texts and ideas.

Trajectories and translations

While most accounts of intellectual transfers understandably rely on published or unpublished texts – books, journals, diaries, and letter exchanges – it would be well to note that a vast and almost uncharted territory is the oral interaction between Europeans traveling across cultural and linguistic borders. Scattered testimonies suggest that direct encounters were of enormous importance for the diffusion of the Enlightenment. The importance of travelers, envoys official and unofficial, guests and their hosts, accidental and planned encounters, to intercultural and inter-linguistic dissemination of Enlightenment texts and ideas is yet to be measured. Both French and German enthusiasm about English books, for example, were partially inspired by French philosophes and German publishers visiting London during the early eighteenth century. In Anglophile Göttingen, anatomy professor Albrecht von Haller and his students were busy inventing sequels to Richardson’s Clarissa while dissecting a corpse. Moscow University lecturers trained in Glasgow came back to teach the ideas of Adam Smith a decade before the Wealth of Nations was published in English, and almost a century before it was finally translated into Russian. In Milanese cafes, Spanish theaters, Paris salons, and Swiss reading societies, languages intersected, translations were improvised and concepts compared. A great part of these novel encounters took place in the lively realm of a rising, dynamic, and communicating middle class. However, we are becoming more aware that this emergence of the public sphere (Habermas 1962) leaves a great deal unrecorded and undocumented. A meager few of such human exchanges have been preserved in correspondences and travel reports, but much of the oral aspect of intercultural translation is, by its nature, lost to posterity (Oz-Salzberger 2006; Munck 2000).

The Enlightenment translation market was different from all predecessors in its appeal to a new and broad readership, comprised of women and men, aristocratic and bourgeois, readers of high erudition and those of basic literacy. This expansion of audiences brought to the fore novels and theater plays, poetry, geography, ethnography, and travel books, as well as philosophy of the Enlightenment vein, history, art theory, and popular science. The popularity of translated philosophical works can be attributed to the rise of the popular and witty style of the philosophes, but also to the relative accessibility of the more demanding works of Hume and Kant, written in their mother tongues. An early landmark of the vernacular turn was the decision of the editors of Spinoza’s complete works, published posthumously, to issue Dutch translations alongside the Latin originals. French and German versions soon followed. By the mid-eighteenth century certain philosophical works, such as Locke’s Some Thoughts concerning Education (1693, with five German translations during the eighteenth century) and Hume’s Enquiry concerning Human Understanding, did well in translations, while others flopped. British political philosophy, notably Locke’s Two Treatises of Qovernrnent (1690), fared better in French than in German. Similarly, Scottish moral philosophy, aesthetic theory, and historiography were far more successful in German translation than Scottish discussions of politics. Political economy became popular during the last phase of the Enlightenment, with James Steuart’s Oeconomy becoming a veritable bestseller in German translation (Price and Price 1934; Korshin 1976; Tribe 1988; Kuehn 1987; Oz-Salzberger 1995).

Among philosophical writers Voltaire led the way throughout Europe, often followed by Diderot and Rousseau. Of particular popularity were Voltaire’s Zaïre and Candide. The relative importance of translations from French, however, cannot be compared to those from English. Zaïre may have reached new readership when it was translated into Hungarian in 1784, but the thrust of Voltaire’s European diffusion was made in the original French. Similarly, Voltaire’s historical writings were less in need of translation than Hume’s History of England, which became available to German readers from 1762, through two separate translations in Berlin and in Leipzig (Price and Price 1934).

But a more interesting question is not who were the most translated authors, but who were the authors most effective in translation. Effectiveness can be measured by several standards. Quantitative measures include size of editions, number of reissues and reprints, volume of sales, and surveys of quotations, paraphrases, imitations, tributes, and plagiarisms (Price and Price 1934; Korshin 1976; Kiesel and Münch 1977). Qualitative research assesses effect through stature and further impact of the receiving-end readers and users. Of particular importance are testimonies delivered by contemporary writers, which add up to a general picture of cultural inspiration. Personal accounts of impact may be programmatic and groundbreaking, such as Voltaire’s English Letters (Voltaire 1734) or isolated but no less groundbreaking, such as Kant’s single statement that “the suggestion of David Hume was the very thing, which many years ago first interrupted my dogmatic slumber” (Kant 1783: 2). Seen in this light, it was the British authors, from Shakespeare to Smith, from Newton to Hume, and from Addison to Burke, who made the greatest impact on Enlightenment theory and art through the medium of translation.

The eighteenth century in general, and Enlightenment-related works in particular, marked a shift in the history of textual transmission and translation. For the first time, a large group of vernacular cultures was conducting a cosmopolitan conversation without the auspices of a “universal language,” as Latin had previously been. Despite the ongoing prominence of French, the interlinguistic and intercultural dynamics went through a sea change. From a community of Latin-reading scholars and educated laymen perusing and producing a circumscribed set of texts, the eighteenth century saw an expansion of a broad readership consuming numerous genres in over a dozen vernacular languages, dominated, but not hegemonized, by the French (Oz-Salzberger 2006).

While Europe’s vernaculars had been serving as literary, and even scientific and philosophical, languages as early as the fifteenth century, the Latin superstructure gave way during the seventeenth century. As early as 1681, the number of German-language books listed in the catalogue of the Leipzig Easter book fair exceeded the number of Latin books by about 10 per cent. By the second half of the eighteenth century, translations from Latin and Greek were a fraction of the number of books rendered from modern languages. After 1750, scientific texts were no longer translated into Latin for international readership (Kiesel and Münch 1977). As Latin lost its grip on philosophical as well as literary writing, modern European languages became the major transmitters of texts and ideas, thus encouraging as well as reflecting the rise of national self-awareness (Febvre and Martin 1997). Spinoza, Pufendorf, and Newton made their impact on Enlightenment thought mostly by means of translation from Latin. Bayle and Locke mostly wrote in their native tongues, and they were read and discussed in the same, or in translations into other modern languages. Eighteenth-century philosophers writing in their own languages were able to reach new audiences and benefit contemporary thinkers often through translation: Wolff, Hume, Rousseau, and Beccaria are cases in point.

Thus, interestingly, the receding of Latin and the rise of modern literary vernaculars served two countercurrents: modern cosmopolitanism, buttressed by the intensifying market for translations; and emerging European nationalism, carving new differentials along linguistic boundaries.

French remained a leading vernacular throughout the eighteenth century; other languages fluctuated in their relative importance, English gaining Continental recognition around 1750, becoming for the first time in its history a major origin language in Europe’s literary traffic. German went through a comparable transformation, also becoming a major host language for new translations and, by the end of the century, an origin language of great importance in both literature and philosophy. Italian lost some of its earlier prominence on both ends of the translating route. Available statistics of English, French, and German publishing suggest that translations of books and other texts rose to unprecedented levels in terms of numbers, diversity, speed of publication, and geographical diffusion. The status of translators underwent subtler changes, while translation itself, the theory and the practice, became a focus of public debate. Translators and publishers were members of a new social stratum of literati, belonging to a growing species of cultural mediators. “Translators,” wrote Emilie Du Châtelet, “are the entrepreneurs [négociants] of the Republic of Letters” (Du Châtelet 1735: 46). Translation, the tool of a new Enlightenment cosmopolitanism, eventually became the medium (and target) of new linguistic self-awareness and cultural nationalism.

The history of eighteenth-century translation is primarily a tale of two languages: French, Europe’s almost-unrivaled lingua franca, and English, a newcomer to the cosmopolitan scene that rose to challenge French in essential areas of cultural creativity. The interplay between French and English was complex and subtle: the French Enlightenment owed its early flowering to Voltaire’s and Montesquieu’s discovery of English politics, literature, science, and philosophy. The French language became a vehicle for transmitting these authors, as well as Pope, Swift, Defoe, Fielding, Richardson, Shaftesbury, and Hume, into other major European languages. After 1750, however, British influence began to vie with the French, and in some respects overcame it. From the perspective of the late German Enlightenment, for example, French was no longer the magnanimous mediator of English style and ideas, but their vanquished adversary.

Nevertheless, almost every important Enlightenment opus not originally written in French was translated into it. Voltaire’s role as pioneering intermediary between English and French cultures was coupled by Diderot’s keen interest in English literature and in cultural aspects of translation. Shakespeare, Richardson, and Hume were initially read on the Continent in French translation more than in any other language, including the original English. Translations into French from Italian were significantly fewer, but included the Abbé Morellet’s highly effective translation of Beccaria’s Dei delitti e dette pene.

New translations of the classics reached new audiences, not versed in Latin, and served Enlightenment authors for quotation and discussion. Even an excellent Latinist like the Scots philosopher Adam Ferguson preferred to quote, when possible, from a good contemporary translation such as Elizabeth Carter’s rendering of Epictetus, rather than use the original.

Translation from French into other languages marks the crossroads where Enlightenment texts reached readers beyond Europe’s francophone elites. The profusion of translations from French, beginning in the early Enlightenment with Bayle and especially François Fénelon, peaked with the writings of Voltaire, Montesquieu, and Rousseau. Among the most popular were Montesquieu’s Persian Letters and Voltaire’s Candide and Zaïre. Scholarly works, such as Montesquieu’s De l’esprit des lois, were less frequently translated. No full translation was made of the Encyclopédie, widely circulated in Europe in the original French (Darnton 1979).

From the 1750s, a tide German of translations from the English marked a British-German cultural exchange that openly and defiantly circumnavigated France. To be sure, the surviving database of the Leipzig book fair proves that translations from French never lost their lead (Kiesel and Münch 1977: 197). However, in the fields of philosophy and art theory as well as belles-lettres, English works gained a qualitative advantage. The last decades of the eighteenth century were characterized by prompt, eagerly awaited, and intensely discussed German publications of translated English poetry, drama, and novels, as well as a broad range of theoretical texts in moral philosophy, aesthetics, and political economy, notably those of the Scottish Enlightenment. Although the average period between original publication and German translation is estimated, for such authors as Ferguson, Millar, and Blair, at about nine and a half years, these peak-period translations were often complete within a year of the first English editions. Some works by Hume, and Smith’s Wealth of Nations, were translated two or three times in the late eighteenth century (Price and Price 1934; Korshin 1976; Oz-Salzberger 1995).

Other trajectories of translation and reception criss-crossed the European Enlightenment. English-language translations remained predominantly from the French. Only in the nineteenth century did German thought balance its debt to its English and Scottish mentors. In Italy, where Latin maintained its grasp as the language of science and theory longer than elsewhere, interest in French culture rose dramatically at the beginning of the eighteenth century, and translations in Enlightenment context gathered pace during the second half of the century. Voltaire, Diderot, D’Alembert, and Rousseau made important contributions to Italian intellectual history both in the original French and in Italian translations. British sources were important to two important groups of the Italian Enlightenment: in Milan, the journal Il Caffé was based on the example of the Spectator, and its contributors, Pietro and Alessandro Verri and Cesare Beccaria, quoted extensively from English and Scottish works. Of particular importance were Hume’s philosophical and historical writings. In Naples, political economists often read Scottish works in French translations, and a highly significant process of reception ensued (Robertson 2007).

The eighteenth century thus witnessed the first rise of a vast multilingual translation hub. While travel literature, fiction, and poetry are not directly part of the present discussion, their impact on philosophical thinking was often significant. Alexander Pope, Joseph Fielding, Samuel Richardson, and Edward Young were translated from English into French, German, and several other languages. By the end of the century Lessing, Goethe, and Schiller began to acquire their European reputations in similar ways. Classical, medieval, and Renaissance authors, including Homer, Dante, and Shakespeare, inspired the Enlightenment through new translations. It was largely through successful translations that Cervantes inspired literary circles in Copenhagen, Pope’s works traveled to St. Petersburg, Robertson made his mark on German historiography, and Voltaire found new readers in Hungary. Modern European languages obtained a new wealth of literary, scientific, and philosophical idiom through translation. Toward the end of the century, national cultures were consciously being constructed, enriched, and even challenged to originality, by means of translations. The theater, moving from a nomad to a city-based existence and taking on “national” aspirations, was a great consumer of translations. Other Enlightenment institutions – journals, reading societies, and clandestine clubs – enabled translated books to mobilize new social and intellectual energies (Munck 2000; Korshin 1976).

An important by-product of Enlightenment translation was the increasing awareness of the relevant theoretical problems (for a broader discussion in context, see Avi Lifschitz’s Chapter 27, “Language”). Several Enlightenment thinkers produced theories of translation: Descartes’s rationalist view of language posited a basic structural similarity among all languages, allowing for smooth intertranslatability. Other theorists derived all extant languages from one “primeval tongue,” typically Hebrew (Beauzée 1765). Locke’s philosophy of language acquisition suggested to some of his disciples that cultural diversity is irreducible to common principles of syntax and interchangeable vocabularies. Conversely, Condillac’s “naturalist” approach to language aimed to retain its universal substructures (Condillac 1746). However, more nuanced philosophies of language and representation became predominant by the mid-eighteenth century, alongside more particularistic approaches to cultural-linguistic uniqueness. D’Alembert noted that languages “cannot all be used to express the same idea,” and pointed out “the diversity of their genius” (D’Alembert 1751: 198). The differences between languages – ancient and modern, European and extra-European, but even within Europe’s boundaries – were increasingly acknowledged. The debate between faithfulness and beauty of translated texts coincided with the Enlightenment’s demand for accessibility and popular diffusion. A growing list of self-reflective translators, some of whom were prominent Enlightenment authors in their own right – Pope and D’Alembert, the Abbé Prévost, and Christian Garve – sharpened the Enlightenment’s sensitivities to cultural and linguistic nuance, ancient and modern, European and non-European, and, most poignantly, to the Enlightenment’s own inner variegation.

It should be noted that from a French Enlightenment perspective, translation was not indispensable for the diffusion of Enlightenment texts and ideas. The bulk of French books received in non-francophone parts of Europe were read in the original. The Encyclopédie was admired and circulated, mostly untranslated, throughout the Continent. French titles in the Leipzig book fair catalogue often outnumbered translated works (Kiesel and Münch 1977: 196). Adam Smith read his French mentors in the original, members of the Enlightenment circle in Milan devoured Voltaire and Diderot in French, and Catherine the Great plagiarized Montesquieu in the same way. Could not the Enlightenment be conducted in French? Why was translation after all a crucial vehicle of intellectual broadcast?

The answer touches on the very nature of Enlightenment’s social geography. The writers and the readers who constituted Enlightenment culture were no Latinists. Many of the works conveying Enlightenment ideas – popularized science and philosophy, national histories, travel literature, new belles-lettres – could only be written in vernaculars. Eighteenth-century writing was increasingly localized and individualized, stamped by indigenous landscape and idiom. Be it Scottish or Neapolitan, vernacular language conveyed local sensitivities and linguistic bent. National languages were thus becoming indispensable for philosophical content as well as readership. Not all Enlightenment readers knew French, and many of its writers could not write in it. Even scholars with a reasonable knowledge in other languages found translations easier to digest and to quote. Hume, for example reportedly read Beccaria in the Italian original, but also in Morellet’s accessible French translation (Oz-Salzberger 2006).

Eighteenth-century intellectual history includes epoch-making translations, either of full texts or effective selections. Such were Voltaire’s quotations from Locke in his Lettres anglaises (especially Voltaire 1734: letter 8, “Sur M. Locke”), and his and Du Châtelet’s translation and dissemination of Newton’s Principia Mathernatica. The latter project brought Newton’s ideas, via a network of retranslations, excerpts, and popularizations, to a vast French-reading public. In Germany, Johann Lorenz Schmidt’s important rendering of Spinoza’s Ethics in 1744 was a crucial act of intellectual transmission. Other significant encounters were based on translations already available: Kant’s arousal from his “dogmatic slumbers” by a German translation of Hume, and Herder’s discovery of Macpherson’s pseudo-Gaelic opus Ossian.

Translation marks the lines where monolingual, Paris-centered Enlightenment and its francophone audiences across Europe reach their limits, and other territories of Enlightenment begin. The vast network of Europe’s eighteenth-century translation industry is yet to be mapped. Only a few of its hubs and outposts have been thoroughly researched. Recent studies are beginning to trace the labyrinthine paths of Europe’s Enlightenment cultures, stretching well beyond the metropolitan centers, renowned authors, and typical readers of “the” Enlightenment (Kontler 2001, 2006; Robertson 2000, 2007).

Europe’s great centers of translation were Paris, London, and from about 1760 Leipzig and environs – the latter also a major hub of circulation through its book fair and its academic, literary, and journalistic connections. Important secondary centers of multilingual translation included Zurich, Amsterdam (along with other Dutch cities), and Hamburg. Other cities producing significant numbers of translations into the local language included Lisbon, Naples, Dublin, Edinburgh, Copenhagen, Stockholm, Berlin, and St. Petersburg. Quantitative research in the German territories reveals publishers of translated works in numerous small towns as well as large cities, as research of the German lands makes clear (Fabian, in Korshin 1976).

Leipzig, the book market capital, hosted a large and multilingual industry of publication and translation. It was also a center of translation theory. Zurich was a multilingual nucleus of the Swiss network of cultural mediation. Apart from an important French-German intermediary, its publishers launched an important English-German route of influence. By the mid-century, the Zurich publishers were among the first to insist on the merit of direct translation between the origin and the host languages. Hamburg became another meeting point for French, English, and German, but its geographic and economic orientation gave it a unique advantage for becoming an Anglo-German intermediary. It was a major gateway for importation of English books, including texts for the Scottish Enlightenment, fresh from the printing press, into the Holy Roman Empire. In nearby Wolfenbüttel, Lessing translated and reviewed British books, and the University of Göttingen used its own Hanoverian link to become a major reception center for English novels and Scottish philosophy. The Dutch Republic, a hub of multilingual translation for over a century before the Enlightenment, was a pioneer of vernacular publishing (Kiesel and Münch 1977; Baker 1998).

Some of the Enlightenment’s greatest authors were also highly effective translators, among them Voltaire, Pope, and Lessing. But beyond these well-known figures, some thousands of relatively obscure translators worked in dozens of cities and towns, performing the mass of Europe’s growing translation industry. Some of them worked anonymously. Among them were university professors, freelance lecturers and students, clerics, clerks, and minor government employees. Many of them were self-employed literati, often in dire economic circumstances.

Eighteenth-century publishers, reviewers, and readers were often aware of quality of translations, or the lack thereof. Inadequate translation is sometimes blamed for the obscurity of Smith’s Wealth of Nations in its early German edition (1776–78). A brilliant second translation by the scholar and “popular philosopher” Christian Garve, complete with an enlightening preface (1794–96) is seen as a key factor in Smith’s somewhat belated German success. In a different case, Garve’s excellent German version of Ferguson’s Institutes of Moral Philosophy overshadowed an unimpressive translation by C. F. Jünger of the same author’s much more original and important Essay on the History of Civil Society (Oz-Salzberger 1995),

Women translators increased their impact on Enlightenment. Aphra Behn and Anne Dacier made famous renderings of classical texts. Dacier, whose work inspired Pope’s own translation of Homer, was derided for her gender by some of his critics. Elizabeth Carter provided a first complete English rendering of Epictetus (1749–52), important to republicans like Ferguson. Charlotte Brooke published the first collection of translated Gaelic poetry from Ireland (1789). The prolific Dutch writer Betje Wolff found time to translate twenty-three works from English, French, and German (Hermans, Salama-Carr, Ellis and Oakley-Brow, in Baker 1998; Oz-Salzberger 2006).

Some of the Enlightenment’s significant intellectual transitions took place in contexts of misreceptions, pseudo-translations, and mistranslations. The most famous instance of pseudo-translation in the eighteenth century is James Macpherson’s alleged English rendering of three collections ascribed to the third-century blind bard Oisin (Ossian), presumably drawn from Gaelic manuscripts and oral poems, and published to great acclaim in 1760–63. Despite the immediate skepticism of English critics, Ossian became famous and highly effective in several European cultures. The Ossianic corpus made an enormous contribution to the rise of sentimentalist primitivism and the new poetics of authenticity, later associated with German Romanticism (Gaskill 2004).

Of similar fascination is the effectiveness and creative potentialities of mistranslations, a term denoting translations whose style or contents were drastically remote from the original, be they the result of intentional manipulation, self-conscious translator’s license, unintended shifts of meaning, misunderstanding of the original, or sheer ignorance. Most Enlightenment theorists and practitioners, particularly the French from Dacier to D’Alembert, approved of wide-ranging adaptation into the host language and to the tastes of the host culture. Interestingly, German admirers of original authenticity did much the same. Throughout the century great liberties were taken with translated works: Ducis changed the ending of Othello to make it fit for the French stage. Garve shifted Ferguson’s active civic virtue into a spiritual perfectionism. Bertrand changed the chapter division, vocabulary and mood of Friedrich Nicolai’s Sebaldus Nothanker to please French tastes, while German translator J. J. C. Bode removed all traces of irony from Sterne’s A Sentimental Journey. Some of these changes were clearly intentional; others were far subtler, at times evidently unintended. Some terms were simply not available in host languages, and the implied ideas were therefore difficult to convey: Ebert was acutely aware of the lack of a German equivalent for “genius” or “genie”; Garve and Wieland struggled hard with “public spirit.” Terms like “commerce” did not resonate and lost their context; “wit” and “esprit” failed to sparkle. “Reason,” “raison,” and “Vernunft” overlapped only in part (van der Zande 1998; Oz-Salzberger 1995; Kontler 2001).

In some cases, philosophical creativity could be credited, in part, to shifts of meaning that occurred during processes of translation and reception. Isaiah Berlin has suggested that German “anti-rationalism” could be read back, via ducts of mis-reception, to Hume’s epistemology (Berlin 1977). Others, including the present author, analyzed the unintended shifts that enabled Scottish philosophy to enrich the German Enlightenment even as its thinkers misread some of its texts, for example by informing Schiller’s philosophy of play and Hegel’s account of civil society (Kuehn 1987; Waszek 1988; Oz-Salzberger 1995).

Conclusion

Few intellectual movements in European history have been so self-conscious while in the making, and so controversial in latter-day assessments of their character, scope, and legacy, as the Enlightenment. This chapter has attempted to visit a two-tier tension field. First, the Enlightenment’s own debates, not only about “What is Enlightenment?” but also about human nature, the promises and trappings of modernity, the gamuts of history, the origins of wealth, the sources of virtue, and the scope and limits of Reason. Secondly, some stock was taken of post-Enlightenment scholarly arguments, often verging on the political, regarding the perennial conundrum “What was (the) Enlightenment?”

Recent research is throwing fresh light on some of the controversies, in particular those tossing an alleged “mainstream” or “high” European Enlightenment against its national, regional, religious, and cultural variants. It is becoming increasingly clear that disseminations of texts and ideas, far from being clear-cut trajectories of transferral, involved both crude and subtle shifts of meaning, conscious modifications, and unintended misreceptions. Some of these vicissitudes prove crucial for understanding both the Enlightenment’s cosmopolitan conversations and its unique localities.

Translations were prime movers in the transition of Europe’s “republic of letters” into a set of “democracies of letters,” in which numerous denizens enjoyed literacy, albeit a one-language literacy. Outgrowing the ideal of “universal language,” Enlightenment thought became increasingly sensitive to a linguistic and cultural differential, and ever more dependent on translation. French was a crucial but temporary mediator. Under its receding mantle, Europe’s world of learning and literature reached multilingual maturity. Intellectual internationalism grew and flourished alongside literary nationalism.

When Adam Ferguson visited Voltaire in Ferney, his host congratulated him for “civilizing the Russians,” through translations of his history and philosophy opuses. But numerous eighteenth-century translations did not follow Voltaire’s imperative. Rather than universally spreading the Voltairean idea of Reason, or the universalizing Scottish accounts of historical progress, translations increasingly encouraged the birth of modern national literatures and cultures. Two processes are especially striking: English and German came to predominate in the translation of imaginative literature (and to some degree art and literary theory) alongside the rise of sentimentalist tastes and the waning of classicism. The parallel flowering of the Scottish and the German Enlightenments contributed to the same trend, without, however, dethroning French as the major source language. At the same time, and subtly interconnected with the first process, translation increasingly became a challenge to national originality rather than a mere viaduct of cultural influx.

The late Enlightenment opposition to French cultural domination was shared by German, Dutch, and Scandinavian mediators of texts. They were also the first to sense new linguistic siblinghoods. While French, as a source language, suggested a universalist paradigm, English and German works inspired readers all over Europe to new creativity in their mother tongues. Moreover, while “strong” national literatures (such as the English, French, and German), supported by late Enlightenment ethnography and anthropology, paid growing respect to the source languages and origin cultures, smaller or nascent national literatures were fiercely host-oriented, adapting translated texts to their home-turf needs.

Shifts of political loyalty were also reflected in Enlightenment communicative trends: Americans read French works that enhanced their sense of cultural autonomy and supported political radicalization. In his 1764 tract, The Rights of the British Colonies Asserted and Proved, James Otis translated and quoted passages from Rousseau’s Du contrat social (The Social Contract) buttressing anti-English political sentiments by a cultural circumnavigation of Britain. Revolutionary pamphleteers followed the same example, using Montesquieu and other French writers alongside Rousseau.

French thought also served nascent political rebellions elsewhere. In Spain, Mariano Luis de Urquijo’s rendering of Voltaire into Spanish was intended and understood as an assault against the Inquisition (Pym, in Baker 1998: 556). In Russia, Alexander Pushkin and some of the Decembrists read Voltaire, who left a lasting effect on their political irreverence. These facts suggest a possible critique of Jonathan Israel’s recent taxonomy of “moderate” versus “radical” Enlightenment corpuses. Taking “moderate” to mean conservative and outmoded, Israel argues that the Enlightenment’s “moderates,” Locke, Newton, Hume, Voltaire, Turgot, and Kant, heroes of the old textbooks, were too unprogressive and ineffective, in their day and later, to merit their hallowed pedestals “from the democratic, egalitarian, and anti-colonial perspective of the post-1945 western world” (Israel 2006: 865). But the histories of translation and reception tell a different story. Moderation could translate into radicalism – by means of either literary translation or intellectual impact – in the way that Voltaire’s non-revolutionary thought impacted the Russian Decembrists. To be sure, this was not a one-way current: republican activism could also translate, by contrast, into apolitical quietism or metaphysical striving, in the way Ferguson’s thought was received by a generation of German readers (Oz-Salzberger 1995).

The Enlightenment’s core concepts and shared priorities lent themselves to translation and to broad diffusion. The ideas of the primacy of Reason, freedom of thought, social progress, dispersal of knowledge, critical analysis, and universal human aspirations all proved highly translatable. But even as Europe’s cosmopolitan legacy stood its first test of multilingual modernity, formidable differentials loomed in the near horizon. The very capacity of Enlightenment texts and ideas to cross boundaries and enrich national cultures and tongues could eventually break the mold of cosmopolitanism and usher in the age of radicalizing politics, pointing in two directions of late modernity: revolutionary egalitarianism and national(ist) cultures, literatures, and schools of thought. Neither of these nascent semi-heirs was geared to acknowledge their great debt to Enlightenment thought; indeed they either raged against it or tagged it obsolete. But present-day scholarship, especially the growing research tracing the vagaries of texts, concepts, and ideas across linguistic and cultural borders, may restore the Enlightenment’s core importance, albeit on a far more complex and variegated pedestal. It was a fountainhead of modernity due to its fundamental belief in, and successful practice of, an ever-broadening dissemination of free critical thought and human improvement. Neither radicalism nor nationalism could live up to both of these tenets.
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NEWTON AND NEWTONIANISM

Eric Schliesser

 

Introduction

Isaac Newton’s Principles of Natural Philosophy (hereafter Principia) appeared in three different editions (1687, 1713, 1726). The Principia appeared in three parts using advanced geometry punctuated by propositions, scholia, and lemmas and included a large number of new, extremely challenging mathematical results.1

Newton followed and emulated the high standards of rigor set by Christian Huygens’s Horologium oscillatorium sive de motu pendularium (On the Pendulum Clock) (1673), expanding the range of phenomena and techniques covered. Crucially, Newton ensured that many of Galileo’s and Huygens’s results on motion and collision could be recovered by his approach. Principia included a number of predictions about a large number of terrestrial and celestial phenomena, many of which had not previously been noticed, and appealed to unusually exact empirical evidence in order to make far-reaching claims about the orbits of planets and their satellites, the shape of the earth, the tides, the orbits of comets, and resistance behavior. It settled the debate about the Copernican hypothesis – the most important outstanding cosmo-logical question. Surprisingly Newton showed that the sun moves albeit “never … far from” the common (immovable) center of gravity of the solar system, which is taken as “the center of the universe” (Newton 1687: 816–17).

But these results in natural philosophy and cosmology, as extraordinary as they are, are only the beginnings of the story of Newton’s influence. The Principia also inaugurated a new vision of how science was done, one that was difficult to appreciate for his contemporaries and eighteenth-century readers; the authority, methodology, and nature of the claims of the Principia became one of the most contested areas of eighteenth-century philosophy. This chapter explores how Newton’s achievement dramatically influenced debates over the way subsequent philosophers conceived of their activity which prepared the way for an institutional and methodological split between philosophy and science. The standard story goes that in the correspondence between Leibniz and Clarke – who conferred with Newton, but who also did not always present Newton’s best available arguments – a dividing line was drawn between the natural sciences of cosmology and physics and metaphysical natural philosophy. As with many stories there is some truth in it, but the story is considerably more complex. These larger themes are illustrated by attention to a large number of highly detailed debates over the nature and importance of Newton’s legacy. In discussing these debates I indicate where various authors draw on strands within Newton and where they reinterpret Newton. The reinterpretation was often highly creative, abetted by the fact that Newton presented his readers with evolving views such that even some of his closest followers could legitimately claim to present Newton’s views even if the views presented were in direct conflict.

The awareness of Newton’s achievement had ramifications as well, even for philosophers who were not invested in the details. For example Kant’s two famous claims about Newton in the Critique of Judgment (1790) – that he was not a genius, insofar as his discoveries and his method of discovery could be set out clearly and taught (unlike geniuses such as Homer and Wieland [!] who could not explain how they created art) (Kant 1790: §47; Ak V, 308–539) and that it is absurd to hope for a “Newton who could make comprehensible even the generation of a blade of grass” (§75; Ak V, 400) tacitly assumed Newton’s authority. In other words, that it was absurd to hope for a Newton of the blade of grass meant that if a Newton couldn’t explain it, no explanation was forthcoming along the lines of the Principia. Throughout the century the “Newton of X” was one of the highest honorifics – Montesquieu and Adam Smith were called the Newtons of the human sciences for example. And throughout the century thinkers tried to position themselves in relation to Newton, from Anthony Collins’s attempt in the first decade of the century to argue that his materialist account of mind was more consistent with Newtonian natural philosophy than the position espoused by Newton’s friend and spokesperson Samuel Clarke (Collins 1707: 39) to the parallel disagreements between Joseph Priestley and Thomas Reid towards the end of the century (to be discussed below). “Newton” came to stand for a whole range of iconic tropes within discussions about natural philosophy and the larger cultural scene not to mention the many attempts at “moral” (that is, social) and medical science modeled on some image of Newtonian science.

Two disclaimers: First, although I will mention some of the ways Newton was appropriated I will not offer a taxonomy of the many different ways Newton and Newtonianism were understood throughout the eighteenth century. The main focus of the chapter is on the appropriation of Newton’s works, as opposed to his authoritative specter. For example Newtonian mechanics became associated with a clockwork conception of nature in which God would frame the machine and then leave it to run on its own. This picture does more justice to Descartes’s conception than Newton’s. As Newton’s early critics, Leibniz and Berkeley, recognized in the Queries to the Opticks, Newton seems to commit himself to the position that God would occasionally interfere and provide a “reformation” in keeping the planetary “system” on track – a position defended by Clarke in his correspondence with Leibniz (Newton 1718: 378). Another example is Voltaire’s efforts of enlisting New-ton’s achievements in his program of political reform inspired by the political constitution of the English. Second, in this chapter I treat Newton as publicly available to informed eighteenth-century readers. In particular, this means that nearly all of Newton’s alchemical research and much of his interest in the political theology remained hidden from view.

Principia (and Opticks)

While one can discern many different kinds of Newtonianism during the eighteenth century, a common thread among these is the achievement and authority of the Principia. It took almost a century of hard work by many of the brightest eighteenth-century minds to translate and assimilate Newton’s work into the language of Leibnizian calculus, test his predictions, and settle a number of sustained empirical challenges pertaining to the shape of the earth and the lunar orbit; once these empirical challenges were settled the universal scope of Newton’s great discovery, the inverse-square law of gravity, went unchallenged.

In the Principia, Newton practiced theory-mediated measurement in order to argue “more securely” about the nature and relationships of physical magnitudes. One of Newton’s great achievements is that he uses mathematical relationships to permit the use of approximations within inferential arguments about phenomena without loss of epistemic confidence. Moreover, by carefully describing what we would call “mathematical models” of classes of phenomena he generates research strategies in which precisely defined deviations from expected regularities can be turned into second-order phenomena. This reasoning aims to establish, as Newton puts it in the “Author’s Preface,” of the Principia, “the forces of nature from the phenomena of motions and then to demonstrate the other phenomena from these forces” (Newton 1687: 382). Newton accepted the reality of forces within the context of his research, and seemed to have hoped to explain all physical phenomena in terms of attractive and repulsive forces. Both the general methodological aspiration and the particular means of explanation of physical phenomena had an enduring legacy throughout the eighteenth century.

Principia’s first two parts present a large number of mathematical models in which the mathematical relationship among various force laws and motions are explored. Nevertheless, it is in his scholia and corollaries that Newton often calls attention to the physical and philosophical significance of his results. The third part of the book presents Newton’s system of the world. What one may (anachronistically) call the “empirical content” of the theory evolved and improved incrementally through the three editions often in response to empirical challenges by his contemporaries. What one may call the “philosophical framing” of the book shifted dramatically between the first and second editions (Schliesser 2012). In the second (1713) edition, at the start of Book 3 Newton relabeled his “Hypotheses”2 into three “rules of reasoning” and a number of “phenomena”; at the end of the whole book Newton added what Voltaire called “the bit on metaphysics” (Voltaire 1764: 73), that is, the “General Scholium,” which included wholly new material on the relationship between natural philosophy, on the one hand, and natural theology and metaphysics, on the other, as well as firmly rejecting hypotheses in natural philosophy. The General Scholium was widely disseminated, far beyond those who were able to make sense of the main mathematical argument, and is the source of much that is associated with “Newtonianism.” The second edition also included a rhetorically charged and highly influential introduction by Roger Cotes.3 The changes between the second and third editions were less dramatic, but they included a whole new, fourth rule of reasoning, which tersely articulates Newton’s fallibilism and even articulated his attitude toward the truth-aptness of empirical inquiry.

Newton also published another very influential book during his lifetime, namely the Opticks (1704), which concerned the nature of colors and diffraction, and included a number of queries. These were expanded in Latin translation (1706) and through subsequent editions. In the fourth, posthumous edition of 1730, there were thirty-one queries. These queries speculated on (what we would call) chemistry and the ethereal basis for gravity, but also on methodological and metaphysical matters. While the austere Principia and the more easily digestible Opticks had two different kinds of audiences and gave rise to two very different, Newtonian scientific practices (Cohen and Smith 2002a: 30–31), the methodological visions are not so dissimilar (Ducheyne 2012). At first sight, the Opticks is an experimental work and the Principia is a mathematical-deductive work. The Principia starts with three laws of motion from which a large number of highly detailed conclusions are derived, whereas the Opticks often seamlessly moves from experiment to experiment. Nevertheless, first impressions follow from superficial knowledge of, not only the many experiments that not merely confirm but ground the claims of the Principia, but also the underlying mathematical and logical arguments of the Opticks (which treats light abstractedly). It would be more accurate to say that in the Principia, through the laws of motion Newton established a form of representational reductionism that, for all the very impressive ontological reductionism of the Opticks, Newton was unable to copy in the work on color (see also Ducheyne 2012: ch. 4).

But many informed observers were as impressed by the Opticks as they were by Principia. For example, in his influential obituary, “Eloge de M. Neuton,” Fontenelle called special attention to Newton’s surprising results on the dispersion of light (Fontenelle 1727: 3–14). One reason why Fontenelle and his contemporaries would have been so impressed by Newton’s optics is that Newton showed that sunlight was not, as had been previously thought, the pure form of light, but rather sunlight contained or was constituted by the spectral colors into which it could be decomposed with a prism. Despite the significance of the Opticks to eighteenth-century experimental natural philosophy (see Gaukroger on physics, Chapter 28 in this volume), due to space constraints this chapter focuses largely on the debates generated by the Principia during the eighteenth century.

The debates over the empirical adequacy of Newton

When Newton’s Principia first appeared many expressed initial reservations. An influential early French review (probably by the Cartesian Régis; Feingold 2004: 32) suggested that the Principia was a contribution to mathematics or to abstract mechanics and that it lacked a physics:


The work of M. Newton is a mechanics, the most perfect that one could imagine, as it is not possible to make demonstrations more precise or more exact than those he gives in the first two books. … But one has to confess that one cannot regard these demonstrations otherwise than as only mechanical … In order to make an opus as perfect as possible, M. Newton has only to give us a Physics as exact as his Mechanics.

(Anon. 1688)4



This was a view very common in French Cartesian circles through the 1740s or so (Shank 2008). Without offering a mechanism in terms of the collision of bodies, Newtonian natural philosophy seems to lack explanatory power. Even Locke, whose views became assimilated with Newton’s by French thinkers of the middle of the eighteenth century,5 expressed cautious reservations about Newton’s claims; Locke confined the application of Newton’s theory to the heavens (Domski 2012).

It is often assumed that the critical rejection of Newton turned exclusively on debates over the metaphysical adequacy of the Principia and the action at a distance it seemed to posit. While there can be no doubt that Newton’s earliest and most astute critics, Huygens and Leibniz, thought that action at a distance was absurd, Huygens accepted many of Newton’s most important results and praised the Principia’s many unexpected findings in his 1690 Discours de la cause de la pesanteur (Discourse on the Cause of Gravity), which was the most important and eagerly awaited response to it. Huygens was especially impressed by Newton’s ability to estimate the force of gravity that inhabitants of other planets would experience. In particular, Huygens accepted the inverse law for celestial objects. This may have influenced Locke’s qualified acceptance of Newton; Locke had, in fact, consulted Huygens over the adequacy of the Principia when composing his own anonymous review of it. Huygens denied, however, the extension of the inverse law to the earth and to the outer reaches of the universe. Instead Huygens posited a modified vortex theory that did not require bodies at the center of each vortex in order to account mechanically for the existence of gravity. Huygens thought he had excellent empirical reasons for doing so, relying on research done with his pendulum clocks to determine longitude at sea. These seemed to confirm Huygens’s theory and offer decisive evidence against Newton’s. Huygens’s theory assumed that the clocks slowed down at the equator due to the centrifugal effects of the earth’s rotation alone, while Newton also added a correction due to mutual attraction of all the particles within the earth. Huygens’s argument was appealed to by Leibniz in his writings and discussed in the circle around Newton. So, during the first half of the eighteenth century, it was by no means a foregone conclusion that Newton’s theory would be vindicated empirically (see Schliesser and Smith 1996; Maglo 2003; Schliesser and Smith, forthcoming).

The debate between Huygens and Newton also introduced a famous controversy over the shape of the earth; in it Newton and Huygens both were seen as advocating a slightly differing oblate-shaped earth with flattened poles against the claims put forward by the Cassinis – a famous Italian family of astronomers at the Parisian observatory – who argued for an oblong-shaped earth. The controversy could only be settled by measurements far apart, as near as possible to the North Pole and the equator, and took a half century to settle, in favor of Newton, by the publication of the results of Maupertuis’s expedition to Lapland in 1739 and that of La Condamine to what is now Peru. Maupertuis’s book on the topic appeared shortly after Voltaire’s book-length defense of Newton (aided by Émilie du Châtelet, who later published her influential translation and brilliant commentary on the Principia), and together they helped turn the tide in favor of Newtonianism in France (Shank 2008). Adam Smith, who followed French developments closely, believed that the “Observations of Astronomers at Lapland and Peru have fully confirmed Sir Isaac’s system” (A. Smith n.d.: 4.72, 101). But that it was still disputed into the mid-century shows that Newtonianism was not simply accepted as sacrosanct.

One of the most important eighteenth-century empirical challenges to Newton developed in evaluating the lunar orbit and the so-called three-body problem. Despite his advances, Newton’s treatment in the Principia was understood to be deficient by the leading mathematical natural philosophers and astronomers of the eighteenth century (e.g. Clairaut, Euler, D’Alembert). At one point during the controversy Alexis Clairaut, who accompanied Maupertuis to Lapland, suggested that the inverse law had to be modified in order to account for the lunar precession. Clairaut finally realized that the problems were caused by a rounding error, and his solution to the lunar orbit was hailed in a 1751 letter (29 June) by Euler (who never accepted action at a distance) as providing the greatest discovery and decisive confirmation of the inverse law: “ … the more I consider this happy discovery, the more important it seems to me. … For it is very certain that it is only since this discovery that one can regard the law of attraction reciprocally proportional to the squares of the distances as solidly established; and on this depends the entire theory of astronomy” (Euler, writing in 1751, quoted from Waff 1975).6

Clairaut, who had been Du Châtelet’s mathematics tutor, was also involved in the third important empirical confirmation. Building on mathematical work by the leading Scottish Newtonian of the first half of the eighteenth century, Colin Maclaurin, he helped compute the trajectory of the predicted return of Halley’s comet in 1758. In all editions of the Principia, Book 3 ended with Newton’s account of comets (although there were significant additions to Newton’s treatment in later editions). Comets historically inspired much popular superstition and fear, and indeed one of the central works of the early Enlightenment was Pierre Bayle’s Pensées diverses sur la comête (Miscellaneous Reflections on the Comet) (1682). Newton’s successful prediction was hailed across Europe. One might say that it was a central triumph of the popular Enlightenment. In his treatment of Newton’s system Adam Smith takes the predicted and observed return of Halley’s comet in 1758 as crucial evidence for it (“Astronomy,” A. Smith n.d.: 4.74, 103). On the eve of the French Revolution, when Lagrange published his monumental Mécanique analytique (1788) a much more advanced and sophisticated version of Newton’s theory ruled the intellectual world in the most vibrant centers of learning, Paris, Scotland, and the Low Countries.

Throughout the century Newton’s theories and a culture of experimental natural philosophy were also disseminated to popular audiences, both through books and public lectures, inside and outside universities. Especially at Oxford (Keil), in Leiden, the Netherlands (’s Gravesande), and Scotland (Gregory), Newton’s views were taught at universities early on (see Stewart 1986; Schaffer 1989; Stewart 1993). Many other university students encountered Newton’s views through Samuel Clarke’s rather lengthy annotations to his Latin translation of Jacques Rohault’s Cartesian textbook System of Natural Philosophy (1702). In the German-speaking part of Europe, George Lichtenberg started teaching Newtonian views in the 1750s, although ’s Gravesande’s successor at Leiden, Musschenbroek, briefly taught at Duisburg in the early 1720s.

Public lectures often were accompanied by spectacular experimental demonstrations and visualizations of Newton’s theories. J. T. Desaguliers (a student of Keil) was a notably active public expositor of Newton. (Newton’s contemporary, Hauksbee, an employee of the Royal Society, was probably the first to present public lectures in experimental philosophy in London.) The textbooks included elaborate diagrams of instruments, and often these served as a marketing device of the workshop of the instrument-maker, especially the Leiden Musschenbroek family business (one brother was an instrument-maker, another a professor). Some of this was facilitated by learned societies that sprung up in many European towns, but also by essayists such as Addison and Steele who promoted science as a topic suitable for coffee-house discussion. Moreover, as will be elaborated below, from Newton’s correspondence with Bentley onward, his views were enlisted in support of natural religion. An early public advocate of this approach was Newton’s successor as Lucasian professor at Cambridge, William Whiston, who helped establish the Board of Longitude.

Gravity (and remarks on matter theory)

One of the central questions of eighteenth-century natural philosophy was the nature and cause of gravity. In discussing these matters we should distinguish among (a) the force of gravity as a real cause (which is calculated as the product of the masses over the distance squared); (b) the cause of gravity; (c) “the reason for these properties of gravity” (General Scholium, Principia [1713 ed., Newton 1687: 943]); and (d) the medium, if any, through which it is transmitted. Much discussion about Newton conflates these matters. Of course, if the medium can explain all the properties of gravity then it is legitimate to conflate these.

One line of thought made popular by Newton in the General Scholium of the Principia, is to simply assert “gravity does really exist, and act according to the laws which we have explained,” while remaining agnostic about the causes that might explain it. On this view one could accept the existence of a gravitational force in the absence of an explanation of it. The significance of this is that future research can be predicated on its existence without worrying about matters external to relatively autonomous ongoing inquiry. While Newton was not the first to discern such an attitude toward inquiry (during the 1660s the Royal Society had investigated experimentally and mathematically the collision rules with a similar stance), his had the most lasting impact.

In his famous correspondence with Leibniz (1715–16), Clarke asserts something similar to Newton’s position, although Clarke’s argument sometimes suggest a more instrumentalist stance, in which gravity is assumed in order to track and predict effects, namely the relative motion of bodies (especially Leibniz and Clarke 1717: Leibniz’s 5th Letter, § §110–16, 118–23, and 124–30 (GP VII, 416–20); see also Janiak 2006). In his more revisionary project of De Motu (1721), Berkeley elaborated this instrumentalist reinterpretation of Newton. For Berkeley, who in this matter echoes the scholastic position of Galileo’s opponents, as well as Spinoza’s criticism of the application of mathematics to nature, Newton’s mathematical science cannot assign causes – this is the job of the metaphysician (Berkeley 1721: §69). We find traces of Berkeley’s instrumentalism about the reality of gravity in Hume’s late addition to the Treatise of Human Nature:


we must confine our speculations to the appearances of objects to our senses, without entering into disquisitions concerning their real nature and operations, we are safe from all difficulties, and can never be embarrassed by any question … If we carry our enquiry beyond the appearances of objects to the senses, I am afraid, that most of our conclusions will be full of scepticism and uncertainty … If the Newtonian philosophy be rightly understood, it will be found to mean no more … The real nature of this position of bodies is unknown. We are only acquainted with its effects on the senses, and its power of receiving body. Nothing is more suitable to that philosophy, than a modest scepticism to a certain degree, and a fair confession of ignorance in subjects, that exceed all human capacity.

(Hume 1739–40: Appendix, 1.2.5.26n12; SBN 639)



It is, in fact, the only place where Newton (or Newtonianism) is explicitly mentioned in the Treatise (although there are, of course, several allusions to be discussed below). Yet many eighteenth-century readers of Newton not only accepted gravity as a causally real force, but were also willing to entertain strikingly divergent positions regarding its causes. This was anticipated by Newton, who already in the first edition of the Principia listed at least three different possible mechanisms that could account for the attraction of bodies:


I here use the word attraction in general for any endeavour, of what kind soever, made by bodies to approach each other; whether that [(1)] endeavour arise from the action of the bodies themselves as [(1A)] tending mutually to or [(1B)] agitating each other by spirits emitted; or whether it arises from [(2)] the action of the [(2A)] aether or of [(2B)] the air or of [(3)] any medium whatsoever whether [(3A)] corporeal or [(3B)] incorporeal.

(Newton 1687: 588–89; numbers added to facilitate discussion)7



(1A) involves action at a distance. Some of the earliest readers of Principia thought that Newton was committed to action at a distance modeled either on Stoic sympathy (as Leibniz dismissively claimed) or on an Epicurean innate gravity against the previously dominant view of mechanism, which only permitted contact of passive bodies as acceptable mechanism (see Schliesser 2013).

In his introduction to the second edition of the Principia, Roger Cotes asserted that gravity was a primary quality of matter which offered a cause of gravity compatible with (1A) (Newton 1713 ed., 1687: 392). Although Newton seemed to deny this inference in the third rule of reasoning “I am by no means affirming that gravity is essential to bodies” (Newton 1687: 796).8 Cotes’s interpretation became very influential, and was adopted by Priestley and Immanuel Kant, among others. (On Kant’s argument, see Friedman 2012: 356–57.)

A second cause of gravity was modeled on Locke’s superaddition thesis, that is, God could add mind-like qualities to otherwise passive matter. While gravity is not an essential quality of matter, it is certainly in God’s power to endow matter with gravitational qualities at creation. This interpretation was encouraged by Newton in his exchange with Bentley and it was taken up by many Boyle lecturers (such as Bentley, William Derham, Clarke) that developed eighteenth-century physico-theology. These sermons, which appealed to a wide audience, were funded by a bequest from Robert Boyle’s will, and were given by some of the most important English philosophical theologians. It was also made famous in the French-speaking world by a footnote added by the French translator of Locke’s Essay (Downing 2007; Henry 1999, 2007). However, this position needs to attribute to Newton the view that matter is passive, as an a priori commitment. Some eighteenth-century readers (for example, Thomas Reid and Andrew Baxter) insisted that matter was passive. However, while there is some, limited manuscript evidence that Newton at least was tempted by such a view in his published writings he never embraces this position (which was familiar to him through his Cartesian opponents).9

A third way was put forward by Newton himself in his posthumously published (1728) Treatise of the System of the World. Curiously, Newton called attention to the existence of this popular, suppressed exposition of his views in the brief preface of the third book in all three editions of the Principia (Newton 1687: 793) but it is unclear if he had a hand in having it published the year after his death. In the Treatise, Newton offers a relational account of action at a distance that is compatible with option (1A). On the view presented there, all bodies have a disposition to gravitate, but it is only activated in virtue of their having this common nature. While there is evidence that the Treatise was read in the eighteenth century, the relational view seems not to have been very popular. But it is compatible with the position adopted by D’Alembert in the widely read (1751) “Preliminary Discourse” in describing Newton’s achievement: “matter may be able to have properties which we do not yet suspect of it” (Diderot and D’Alembert 1751–72: I, xxvii).

Throughout the eighteenth century there were attempts to develop a matter theory that was compatible with Newton’s results. Often these would mix in Leibnizian metaphysical elements (e.g. Du Châtelet and Maupertuis). The most ingenious and influential of such attempts was by Boscovich, who argued that matter


consists of points that are perfectly simple, indivisible, of no extent, & separated from one another; that each of these points has a property of inertia, & in addition a mutual active force depending on the distance in such a way that, if the distance is given, both the magnitude & the direction of this force are given; but if the distance is altered, so also is the force altered; & if the distance is diminished indefinitely, the force is repulsive, & in fact also increases indefinitely; whilst if the distance is increased, the force will be diminished, vanish, be changed to an attractive force that first of all increases, then decreases, vanishes, is again turned into a repulsive force, & so on many times over; until at greater distances it finally becomes an attractive force that decreases approximately in the inverse ratio of the squares of the distances.

(Boscovich 1758: 16)



Boscovich is extending and systematizing what has been fruitfully called Newton’s “dynamic” conception of matter (Biener and Smeenk 2012). This is certainly an important strain in Newton’s theory, but it is at odds with a “geometric” conception of matter that Newton enshrines in his first definition, where a “quantity of matter is a measure of matter that arises from its density and volume jointly.” This conception not only presupposes space, but matter can take up some volume.

By contrast, some people attributed to Newton the view that he believed that gravitation is based on the direct will of God. This position was attributed to him by Fatio de Duillier and, perhaps more jokingly, by David Gregory (who had been the planned editor of an aborted second edition of the Principia), who were both in his circle especially in the early years after the publication of the first edition of the Principia. The position is certainly consistent with (3B) above (assuming God is immaterial), and there are other passages in Newton’s writings that seem compatible with it. For example in a 1693 letter to Bentley (25 February), Newton writes, “Gravity must be caused by an agent acting constantly according to certain laws; but whether this agent be material or immaterial I have left to the consideration of my reader” (Newton 2004: 102). Andrew Baxter developed this theory of divine agency in his An Inquiry into the Nature of the Human Soul (1733).

Nevertheless, attributing gravity’s cause to God’s direct will appears at odds with a very famous passage in the General Scholium, where Newton articulates what he means by God’s substantial and virtual omnipresence: “In [God] are all things contained and moved; yet neither affects the other: God suffers nothing from the motion of bodies; bodies find no resistance from the omnipresence of God” (General Scholium, in Newton 1713 ed., 1687: 941) (Newton’s footnote to the passage explains he is articulating God’s dominion.) Whatever Newton means by asserting both God’s substantial and virtual omnipresence, he clearly seems to imply that God does not interfere with the motions of bodies. As David Hume aptly noted: “It was never the meaning of Sir ISAAC NEWTON to rob second causes [i.e. causes within nature as opposed to God as first cause – ES] of all force or energy; though some of his followers have endeavoured to establish that theory upon his authority” (Hume 1748: footnote at end of 7.1.25; SBN 73). So, while some Newtonians pushed Newtonian philosophy toward occasionalism, Newton’s own writings offered little evidence for this approach.

Finally, ether theories were also a very popular way of making sense of gravity during the eighteenth century (2A). Sometimes they were put forward in opposition to Newtonian action at a distance (e.g. Euler). Kant, who accepted action at a distance, introduced an ether to explain the very possibility of sensible experience in the Opus postumum, but we need to note two facts. First, as even the anti-ether theorist Joseph Priestley admitted, ether theories had strict Newtonian precedent.10 Second, thus, ether theories nearly always include action at a distance over relatively short ranges. One general problem with ether theories is that they require ethers to have negligible mass, which makes them very hard to detect, while being capable of great strength and rigidity in order to transmit light as fast as Roehmer had calculated it goes. But Newton clearly did not rule out an immaterial ether composed of spirits of some sort (3B).

Despite the variety of plausible accounts of the cause and nature of gravity, perhaps even as a consequence of them, Newton provided a way of describing and “explaining” gravity that could support different ontological commitments among his admirers, advocates, and critics. That Newton was able to do so was also viewed as a blow to a Cartesian mechanist account and led to Newton’s explanation of “gravity” as a kind of model, for non-technical natural philosophers, of rigorous explanation of diverse phenomena that escape mechanism, as well as a general idea that perhaps the decisive structuring phenomena in our world are not characterizable by mechanism. For example when Hume stated in A Treatise that he was effecting a kind of Copernican revolution in morals via not positing a multiplicity of causes in explaining the passions as the ancients had in both astronomy and psychology (Hume 1739–40: 2.1.3.7; SBN 282) he was hinting at the central role of sympathy in a form consistent with Newton’s first two rules of philosophizing. This is one of many popular invocations.

Laws of nature

In his Principles of Philosophy, Descartes had claimed to deduce the laws of nature from first principles. In doing so he put forth a new model for the content of natural philosophy in which laws of nature play a crucial role in the edifice of natural philosophy. However, while subsequent Cartesians were willing to endorse his laws (regardless of their views on the adequacy of Descartes’s deductions), much of the subsequent seventeenth-century conceptual and empirical research was focused on establishing the rules of collision (sometimes these were called “laws” in the Royal Society of the 1660s). This was a foundational project that could unite Cartesians, modern-day atomists, and corpuscularians. In Descartes, these rules were said to be derived from the laws of nature, so once a consensus had developed that Descartes’s collision rules led to absurd consequences the status of Descartes’s laws of nature was also in doubt.

Newton’s three “laws of motion” were also called “axioms” by him.11 The three laws of motion assimilate the core results of seventeenth-century mechanics (as Newton’s accompanying examples to the laws and the scholium to his definitions make clear), and the first two were independently confirmed by pendulum experiments (done by both Newton and Huygens) (Arons and Bork 1964). In particular, Huygens would have accepted all three of them even if Newton’s way of formulating and applying them would have been novel in certain respects (Harper 2012a). Huygens did express well-known reservations about the application of the third law to systems that included non-contiguous bodies (this has become known as the “Cotes-Stein objection”; see Harper 2012b: 347, Biener and Smeenk 2012). The empirical success of the Principia and the foreseeable (as well as unforeseeable) research predicated on them vindicates the adoption of these principles as laws.

One of the main achievements of the Principia was to show that if one accepted the laws of motion and the existence of inverse-square centripetal forces then the orbits of planets and satellites necessarily followed (approximately) Keplerian trajectories. Of course, Newton went on to prove that the real planetary orbits deviated from Keplerian laws, but that these deviations could themselves be explained by the application of his laws of motion. He proceeded to argue that the inverse-square law held for all bodies and their parts universally. The bold inductive step is licensed by Newton’s third rule of reasoning: “These qualities of bodies that cannot be intended or remitted and that belong to all bodies on which experiments can be made should be taken as qualities of all bodies universally” (Newton 1713 ed., 1687: 795).

In Book 2 of the Principia by deploying pendulum-decay experiments, Newton tried hard to formulate an empirically accurate law that governed the resistance of bodies in motion through a fluid, with only limited success. Nevertheless, his results showed that the very possibility of Cartesian vortices was if not outright impossible, then severely constrained and not compatible with known celestial phenomena (including stability of planetary orbits and the trajectory of comets).

So, in one sense Newton’s universal laws vindicated Descartes’s vision of a law-governed universe. But Newton did not take his laws to be necessary in the same way as had Descartes. According to Newton the world could have been different had God chosen otherwise, for “it may be also allowed that God is able to create particles of matter of several sizes and figures, and in several proportions to space, and perhaps of different densities and forces, and thereby to vary the laws of nature, and make worlds of several sorts in several parts of the universe” (Query 31, in Newton 1718: 379–80, emphasis added). In this query, the laws of nature are a consequence (“thereby”) of the nature of matter and force, suggesting a nominalistic understanding of laws (which is not something one would infer from the Principia). Moreover, Newton even allowed that different parts of the universe may be governed by differing laws of nature. So, while in research one must assume the universal reach of the laws, it is quite conceivable that other parts of the universe have different laws. This fit with Newton’s fallibilism. As he writes in the preface to the Principia, “the principles set down here will shed some light on either this mode of philosophizing or some truer one” (Newton 1687: 382–83, emphasis added). Thus, Newton accepts that physical inquiry is forward-looking and may be open-ended; not only its theories may evolve, but also its methods.

As the quote from Query 31 indicates, the status of laws is connected to disputes over God’s power. Famously, Descartes and Leibniz differed with Newton (and each other) over what God could or could not do. Leibniz, for example, was scandalized by the Newtonian claim that God could reform the constitution of nature at will. Nevertheless, because of the success of the Principia, philosophical reflection on the nature of physics and metaphysics moved decisively towards a sustained reflection on the status of laws of nature.

In De Motu, Berkeley insisted that Newton’s laws were really no more than calculation and prediction devices (Berkeley 1721: §214, §§218–19). There are hints of this view in Clarke’s instrumentalist defense of Newton’s views on gravity (Janiak 2006). But most eighteenth-century readers were inclined to give the laws of nature a more expansive role. Hume self-consciously modeled the explanatory reductionism of his laws of association on Newton’s laws of motion. And yet it is striking that the laws of nature play almost no role in Hume’s Treatise. By contrast, in the Enquiry concerning Human Understanding, Hume freely discusses the laws of nature, where they play an unusually large role in his treatment of miracles (which are defined as a violation of a law of nature). Somewhat surprisingly, however, although in the first Enquiry Hume introduces a counterfactual interpretation (“if the first object had not been, the second never had existed” [Hume 1748: 7.76; SBN 72]) of his own definition of causation, he does not connect this with an analysis of laws of nature. This was left to his critic Thomas Reid.

Thomas Reid was much preoccupied with Hume, especially the latter’s skeptical arguments concerning our ability to discover secure causal connections, when he offered a new and enduringly influential interpretation of the laws of nature. According to Reid, we should distinguish between constant conjunctions and laws of nature. When two events are conjoined by what he calls a “physical cause” then there is a law of nature. “The laws of nature are the rules according to which the effects are produced; but there must be a cause which operates according to these rules” (Reid 1788: 1.6; 38). Reid’s laws of nature are not themselves causal agents (or in the jargon of the day, secondary causes); he always presupposes an efficient cause. Yet that efficient cause, which cannot be discovered by natural philosophy, ensures the existence of some physical cause, which can be discovered by natural philosophy, that connects events together. Strikingly, for Reid the whole purpose of natural philosophy is the empirical discovery of such laws of nature (leaving the discovery of efficient causes to the metaphysician – there are echoes of Berkeley’s position). It seems to have been due to Reid’s proto-positivistic conception of laws of nature that philosophical attention came to be focused on laws to the present day (Ducheyne 2006).

Now, while Kant was very critical of Reid’s criticism of Hume, he followed Reid into placing laws of nature at the center of his approach to natural philosophy. But for Kant the laws of nature are a priori. The laws are constitutive of experience. That is to say, for Kant, our understanding is the source of those a priori inferential principles which, when suitably extended with mathematical ones, yield the principles of the pure science of nature (Friedman 1992).

Natural religion and final causes

The first generation of new philosophers of the seventeenth century (e.g. Descartes, Hobbes, Bacon, etc.) all criticized the Aristotelian philosophy. One of their most important targets was the significant role of final causes as a form of explanation in scholastic natural philosophy. In the Appendix to Part 1 of the Ethics, Spinoza generalized their criticism to the application of final causes more generally. Final causes were ridiculed as presupposing mind-like attributes within matter; the commitment to final causation was seen as a superstitious anthropomorphizing of nature – the product of our fears and desires rather than sound methodology. These arguments coincided with a more general skepticism about the ability of finite inquirers to have knowledge of God’s general providential plan.

On the European Continent these arguments increasingly carried the day, and were elegantly articulated during the French Enlightenment (see, for example, Diderot’s 1749 Lettre sur les aveugles [Letter on the Blind]). A significant sign of the influence of this anti-teleological orientation is the studious silence that the otherwise very pious-sounding eighteenth-century Dutch Newtonians, Willem Jacob ’s Gravesande and Pieter van Musschenbroek, maintain on final causes. These Dutch Newtonians were very prominent Newtonian popularizers, and they attracted a European-wide audience to Leiden University (including Voltaire).

Yet, in Great Britain the influence of these anti-teleological arguments was short-lived. One of the great champions of the new corpuscular philosophy, Robert Boyle, accepted that particular final causes should be banished from natural philosophy, but in a series of influential arguments he also aimed at carving out a role for general, providential final causes. One of the central roles of the Boyle lectures was to show the consistency of the new science and providentialism, as against Spinoza, Hobbes, and other critics of final causes in non-natural philosophical contexts. Boyle’s argu-ments got significant social traction after the so-called Glorious Revolution (1688), where providential arguments became very popular in justifying the new political settlement (Albury 1978). Among the most significant advocates of the use of general final causes were the newly influential Bishop Stillingfleet (who is now best remembered as critic of Locke’s account of substance), and his ambitious protégé, Richard Bentley, who was the first Boyle lecturer (1692) as well as Samuel Clarke, the leading spokesperson of Newton’s philosophy and also an eventual Boyle lecturer (1705–6).

Readers of the first edition of the Principia would have had every reason to be surprised by the opening sentence of Newton’s letter to Bentley of 10 December 1692: “Sir, When I wrote my Treatise about our System, I had an Eye upon such Principles as might work with considering Men, for the Belief of a Deity; nothing can rejoice me more than to find it useful for that Purpose” (Newton 2004: 94). After all, the following remark of Newton seems to give a more accurate account of Newton’s initial purposes in writing the Principia, “But in what follows, a fuller explanation will be given of how to determine true motions from their causes, effects, and apparent differences, and, conversely, of how to determine from motions, whether true or apparent, their causes and effects. For this was the purpose for which I composed the following treatise” (Scholium to the Definitions, in Newton 1687: 415). Only a very careful reader of the first edition of the Principia would not have been astonished that in his letter to Bentley, Newton goes on to deny that a “blind” cause (that is, one “without contrivance or design”) would have been able to place the “sun in the centre of the six primary planets, placed Saturn in the centre of orbits of its five secondary planets, and Jupiter in the centre of its four secondary planets, and the earth in the centre of the moon’s orbit … the motions which the planets now have could not spring from any natural cause alone, but were impressed by an intelligent agent.”

The only hint of such an argument in the first edition of the Principia can be found in Book 3, proposition 8, corollary 5: “Therefore God placed the planets at different distances from the sun so that each one might, according to the degree of density, enjoy a greater or smaller amount of heat from the sun” (Newton 1687: 814). It is the only significant mention of God in the first edition of the Principia. The passage was reworded in the second edition and the mention of God dropped there. In Newton’s posthumously published Treatise, presumably written in the mid-1680s, the claim is made only conditionally: “if God has placed different bodies at different distances from the Sun, so as the denser bodies always poses the nearest places, and each body enjoys a degree of heat suitable to its condition, and proper for its nourishment” (Newton 1728: 34). In his Discourse on the Cause of Gravity, Huygens appreciated the force of the argument (of prop. 8, cor. 5), but rather than focusing on God’s providence or design he drew out the implications for “the inhabitants of Jupiter and Saturn” (trans. by Cohen, in Newton 1687: 219). Kant also saw the sig-nificance of this argument (Schliesser, forthcoming).12

In fact, one gets a sense of what’s at stake in Newton’s cosmology from Kant’s Allgemeine Naturgeschichte und Theorie des Himmels (Universal Natural History and Theory of Heavens) (1755). There Kant works out how one could extend the Newtonian framework to the possible origin and composition of the universe on strictly Newtonian grounds, and considering the Milky Way as a rotating swarm of solar systems. Kant allows that his reconstruction might be confused with an Epicurean account, which, except for the absence of a design argument, “has much similarity to” his own account. Consequently Kant endorses various arguments from cosmic harmony and beauty to the existence of a Deity (see Maria Rosa Antognazza’s piece, Chapter 5 of this volume).

The charge of promoting an Epicurean cosmological outlook hovers around the Principia from the first edition. This charge permeates and animates Leibniz’s correspondence with Clarke. In now missing letters to Newton, Bentley had also clearly compared Newton’s account of gravity with an Epicurean one. In response, Newton’s letters to Bentley and the General Scholium are clearly designed, in part, to distance his account from the system of “blind metaphysical necessity” (General Scholium, in Newton 1713 ed., 1687: 942; see Schliesser 2012, 2013).

One can infer from their surviving correspondence that Bentley had sent Newton a draft of his Boyle lectures after they were delivered but before they were published. From Newton’s first letter, we can infer that Bentley had approached him with five queries concerning Newton’s views on how celestial phenomena can be used to argue for the existence of a Deity. In response (and throughout the correspondence with Bentley) Newton supplies arguments from and to design. Newton’s letters to Bentley were subsequently published as an appendix to Bentley’s Boyle lectures and were widely read. Newton reiterated some of these arguments in the General Scholium of the Principia and in the Queries of the Opticks. The most sophisticated versions of these arguments were offered by Clarke (1704) in polemical engagement with Hobbes, Spinoza, and his contemporary Toland. It may be a coincidence but Bishop Berkeley, who also advocated for the respectability of final causes, removed some of his most explicit criticisms of Newton in later editions of The Principles of Human Knowledge (first published in 1710).

One way to understand many of David Hume’s writings is as aimed at the authority of Newton within natural religion, especially the role of Newtonian cosmology in securing God’s general providence (Russell 2008). This is most obviously so in Hume’s arguments in chapter 11 of the first Enquiry and the posthumously published Dialogues concerning Natural Religion. But it also shows up in areas that most contemporary readers of Hume associate with his “scientific” outlook. In particular, Hume’s account of causation with constant conjunction of contagious and temporally connected objects rules out the very possibility of Newtonian final causes (as well as Newtonian simultaneous causes).13 Also, Hume’s rules of reasoning that are supposed to guide the assignation of causes make it highly improbable to assign causal efficacy to God.

Newton and the authority of science

The most important consequence for philosophy of Newton’s Principia is also the least remarked upon. In the wake of the Principia’s success, Newton’s authority is used to settle debates within philosophy and to change the character of philosophical theorizing. A clear statement of the attitude that I have in mind can be found in Euler’s important “Reflections sur l’espace et le temps”:


[T]he knowledge of these truths [the motive and static laws of inertia] is capable of serving as a guide in these intricate researches [of metaphysics]. For one would be right in rejecting in this science [metaphysics] all the reasons and all the ideas, however well founded they may otherwise be, which lead to conclusions contrary to these truths [the motive and static laws of inertia]; and one would be warranted in not admitting any such principles which cannot agree with these same truths.

(Euler 1748: 376)14



In context, Euler is criticizing Leibnizian-Wolffian metaphysicians’ rejection of Newton’s treatment of body, space, and time. Euler’s second claim, that with knowledge of mechanics, understood now as having its own privileged (in some sense unphilosophical) method, one can authoritatively settle debates within meta-physics, is an expression of a new, post-Newtonian attitude, pioneered by Clarke (1704).

Euler stacks the deck by speaking of the “truths of mechanics” after all, (almost) nobody would want to oppose truth. In context, it’s clear he has Newton’s first two laws in mind. Nevertheless, Euler wields the authority of mechanics within first philosophy in order to reject competing (i) privileged access to content (recall his “ideas”), (ii) justification (“reasons”), and (iii) “principles.” Moreover, Euler is clear that mechanics allows one also to rule out (iv) competing ways of knowing (“however well founded they otherwise may be”) when they contradict Mechanics – this fits nicely with the rejection of alternative forms of justification. Finally, Euler insists that (v) one cannot merely reject content that is contradicted by mechanics, but even possible claims that might follow from extrapolations from principles that one is committed to on non-mechanical grounds.

Another example is gleaned from a leading and widely read Newtonian textbook at the time, P. van Musschenbroek’s Elementa physica conscriptica in usus academicos (The Elements of Natural Philosophy) (first published in 1726, but repeatedly reprinted and enlarged). I quote what at first sight may appear as a passing comment about a minor issue, but as it turns out, it marks the only further significant mention of metaphysics within the book and, thus, is very revealing: “Therefore they that endeavour to prove from Metaphysicks, that all bodies should be necessarily distinguished by some mark, have delivered a doctrine which is contrary to the nature of things themselves. They always fall into such mistakes, who attempt to explain natural Philosophy from Metaphysicks” (Musschenbroek 1726: I, 35, emphasis added)15. Musschenbroek insists without argument that pure metaphysics leads only to error if it attempts to provide explanations about and within natural philosophy (of course, it allows that metaphysics can contribute to other enterprises). It rules out in advance any contribution metaphysics wishes to offer to natural knowledge and, thus, makes natural philosophy immune to metaphysical challenge. It is precisely its dogmatic, ex cathedra, even entirely casual nature that signals that we are dealing with an argument from authority – Newton’s successes have dramatically changed Europe’s intellectual landscape.

One surprising element of the changed landscape is that Newton’s system repeatedly gets used to combat real and perceived Spinozistic elements in others (Schliesser 2012). We see this move in the work of Newton’s follower, Samuel Clarke (1704), but also in people with initial reservations about the calculus, such as the Dutch theologian Bernard Nieuwentyt. We get a sense of what is at stake in the anti-Spinozistic use of the authority of Newton in a characteristic passage by Colin Maclaurin:


In all these, Spinoza has added largely, from his own imagination, to what he had learned from Des cartes. But from a comparison of their method and principles, we may beware of the danger of setting out in philosophy so high and presumptuous a manner; while both pretend to deduce compleat systems from the clear and true ideas, which they imagined they had, of eternal essences and necessary causes. If we attend to the consequences of such principles, we shall the more willingly submit to experimental philosophy, as the only sort that is suited to our faculties …

(Maclaurin 1748: I, 77)



Maclaurin rejects not merely the method (inspecting ideas), and the explanatory model (eternal essences and causes), but also the immodest pride that animates the systematic nature of the Spinozistic enterprise. He introduces the language of submission when advocating the piecemeal method that suits our cognitive limitations.

Maclaurin’s anti-Spinozism is not an instance of the empiricist versus rationalist divide familiar from textbook history of philosophy. Rather, Maclaurin’s attack on the method of inspecting ideas cuts across the now familiar division. Anybody committed to the way of ideas – which would include Locke, Berkeley, and Hume in the Treatise – is subject to similar criticism. (Berkeley was one of Maclaurin’s targets in the controversy over fluxions.)

Whole generations of eighteenth-century Newtonians were committed to a package of claims: (1) Empirical “success” trumps other (rational/methodological) claims. Of course, what “empirical” means may be quite controversial. In eighteenth-century Newtonian circles, “empirical” tends to mean “measured” or “measurable.” (2) Physics is the foundational science, but it has no need for ultimate foundations. (3) Reason limits itself in various ways: (a) it avoids the fallacy of systematicity, because it does not try to say everything about everything; and (b) it avoids the fallacy of (metaphysical) foundationalism, because it does not try to secure its practice in unshakeable first principles. (4) Newtonianism offers submission to a careful, painstaking, modest, and most importantly progressive method. (5) Physics is a self-directed, autonomous practice – one moves from one experiment to the next. (6) The Newtonian enterprise gets opposed to a licentious, even unintelligible enterprise associated with past failures.

Newton’s rules

At several points above I have indicated that Newton made refinements to the Principia. From a methodological approach the most significant of these was the relabeling and rewording of nine “hypotheses” at the start of Book 3 of the Principia. Five of these became empirical “phenomena” that Newton lists just before his argument for the existence of the inverse-square law. (Newton added an original, “phenomenon 2,” to the second edition.) The first two hypotheses were renamed the first two “rules for the study of natural philosophy.” A third, the original hypothesis 3, reads “Every body can be transformed into a body of any other kind and successively take on all the intermediate degrees of qualities” (Newton 1687: 198).16 The “hypothesis” that became the third rule of reasoning was heavily reworded in the second edition. The fourth rule was added only in the third edition of the Principia. Both will be discussed below.

Much eighteenth-century discussion appeals to Newton’s rules as (almost totemic) source(s) of methodological authority. Aspects of Newton’s rules have Cartesian and scholastic precedents. But the exact wording of all four rules appears to be original with Newton. The first two rules are as follows:


Rule I: No more causes of natural things should be admitted than are both true and sufficient to explain their phenomena.

As the philosophers say: Nature does nothing in vain, and more causes are in vain when fewer suffice. For nature is simple and does not indulge in the luxury of superfluous causes.

Rule II: Therefore, the causes assigned to natural effects of the same kind must be, so far as possible, the same.

Examples are the cause of respiration in a man and in beast, or the falling of stones in Europe and America, or of the light of a kitchen fire and the sun, or of the reflection of light on our earth, and the planets.

(Newton 1687: 794–95)17



The first thing to note about these two rules is their focus on how to match causes and effects; Newton’s science is causal. Both rules promote causal parsimony and simplicity. Newton strikingly deploys the two rules in prop. 4 of Book 3, where in the so-called moon-test, he identifies the centripetal force maintaining the moon in its orbit with terrestrial gravity, and concludes they must have a common cause, that is, the same force (for a terrific recent treatment see Harper 2012b). Notice that Newton’s strategy advocates an epistemic reductionism, but does not entail metaphysical (or ontic) reductionism.

That the rules appeared in different forms in different editions had interesting consequences for attempts to invoke their authority on both sides of a debate. For example, both Priestley and Reid claimed that their conflicting accounts of mind were in keeping with Newton’s rules for philosophizing. Consequently they debated the content of these two rules (see Wood 1995; Garrett 2004). In claiming that “same” can be read in the sense of likeness, Priestley thought that the second rule promoted analogical reasoning. Reid denied this. (Reid was working with the second edition that does not have Newton’s “so far as possible,” while Priestley was relying on the third edition, which is quoted above.) Reid’s rejection of the analogical reading was motivated by his stress on the “true and sufficient” condition of the first rule. On Reid’s reading this ruled out merely plausible hypotheses. In the second essay of Essays on the Intellectual Powers of Man, Reid takes Hartley (whose theory of mind Priestley reinterpreted and advocated) to task for self-consciously going against Newton on this point. Reid even went so far as to suggest that Newton’s “suspicion that all phenomena may depend on certain forces by which the particles of bodies … either are impelled toward on another and cohere … or are expelled from another and recede” (“Author’s Preface,” in Newton 1687: 382) was itself the consequence of excessive commitment to simplicity (Reid 1785: 6.8; 533).

While the first two rules promote causal austerity, albeit in a manner that could be construed in many different ways, the third rule promotes a kind of inductive boldness (recall: “These qualities of bodies that cannot be intended or remitted and that belong to all bodies on which experiments can be made should be taken as qualities of all bodies universally” [Newton 1687: 795]). In particular, it licenses induction to very distant and to very small objects. The latter is often called “transduction” in the literature (McGuire 1970). As will become fully clear in my analysis of the fourth rule, Newton recognized the limits and dangers of induction: recall he thought “it may be also allowed that God is able … to vary the laws of nature, and made worlds of several sorts in several parts of the universe” (Query 31, in Newton 1718: 379–80). Nevertheless, within the context of research (“are to be esteemed”) he advocated bold generalization from the empirically available domain to domains beyond our (perhaps temporary) experimental grasp. David Hume recognized something of Newton’s boldness; in the History of England, he writes that Newton is “cautious in admitting no principles but such as were founded on experiment; but resolute to adopt every such principle, however new or unusual” (Hume 1754–61: VI, 542).

The third rule clearly presupposes rather strong assumptions about the scale invariance of nature. Now to be clear, Newton had put a lot of experimental and theoretical work into showing that he was allowed to sum “motions of the individual parts” into “the motion of a whole” (Newton 1687: def. 2; 404) and, in particular, that mass of a body could be summed from its parts. By analogy in his discussion of the third rule, Newton now asserts as a methodological rule that “extension, hardness, impenetrability, mobility, and the force of inertia of the whole [body] arise from the extension, hardness, impenetrability, mobility, and inertia of the [body’s] parts.” Newton underscores the importance of this summation assumption by adding that “this is the foundation of all philosophy” (Newton 1687: 795–96). The rule, thus, licenses quantitative inferences from empirical evidence to parts of nature beyond the reach of our evidence (Belkind 2012).

I cannot do justice here to the full complexity of Newton’s other remarks in his gloss on the rule. But note that the rule takes an agnostic stance on atomism. In Query 29 of the Opticks, Newton freely speculates about “the small Particles of Bodies” that have “certain Powers, Virtues, or Forces, by which they act at a distance, not only upon the Rays of Light for reflecting, refracting and inflecting them, but also upon one another for producing a great Part of the Phenomena of Nature” (Newton 1718: 345). But we should be careful to conflate Newton’s undoubted corpuscularianism with an ontological commitment to atomism. Priestley went beyond this and made solid atoms an essential condition of matter.

Second, the rule contains a not-so-subtle dig at Christian Huygens’s Cartesian skepticism about the very possibility and intelligibility of “universal gravitation of all bodies.” For, Newton points out that the empirical argument for the “principle of mutual gravitation” is far stronger than the argument for the “impenetrability” of matter (which is presupposed by Cartesians following §43 of Descartes’s Principia). A point noted by Priestley in his attack on the passivity of matter (1777: 16; Priestley repeatedly calls attention to the importance of the first two rules, and this is a rare, tacit reference to the third). The third rule rejects appeals to “sensation” and “experiments” and rejects “reason” (and with it claims of intelligibility) as authoritative in natural philosophy.

Third, the rule itself deploys the plural “bodies.” The plural is used throughout Newton’s gloss. This modifies a bit the nature of the inductive leap that Newton advocates. Newton is offering an account in terms of the behavior of systems of bodies, not an account that has its source in the nature of body (Miller 2009; Schliesser 2011). In fact, in the Principia Newton never defines the nature of body. It is surely tempting to see the three laws of motion as jointly offering a law-constitutive conception of body. (The third law presupposes more than one body.) Any group of entities that obey the laws will be bodies (Brading 2012). Moreover, this law-constitutive approach leaves entirely open what the qualities of bodies are. In the gloss to the third rule, Newton is careful to distinguish between essential and universal qualities of bodies. By “essential” Newton means what we would call “intrinsic” qualities of bodies, that is, qualities that are presupposed in the very conception or nature of body. The rule limits itself to asserting a range of universal qualities and it maintains a studious agnosticism about the list of essential qualities of bodies. This is not a minor issue. For example, Priestley’s philosophical opponent, Reid tends to conflate universal with essential qualities when he appeals to the third rule.18

Finally, Rule IV, which was added to the third edition, and its gloss read: “In experimental philosophy propositions gathered from phenomena by induction should be considered either exactly or very nearly true notwithstanding any contrary hypotheses, until yet other phenomena make such propositions either more exactor liable to exceptions. This rule should be followed so that arguments based on induction may not be nullified by hypotheses” (1726 ed., Newton 1687: 796).

Due to the methodological writings of George Smith (e.g. G. Smith 2002), this rule has been the subject of considerable recent scholarly attention but there was little explicit discussion of it during the eighteenth century. By “hypotheses” Newton means the kind of proposals offered by Mechanical philosophers. The main purpose of this rule is to settle one’s attitude toward ongoing research. On the one hand, it encourages one to accept one’s going theory as true (or “very nearly” so). On the other hand, the rule refuses to recognize a vantage point outside of ongoing research as providing legitimate sources of principles that could motivate theoretical reinterpretations of one’s empirical results (of the sort that Mechanical philosophers would propagate).

But the rule has two further important implications. First, notwithstanding the bold inductive leap that the third rule encourages, this rule is a clear expression of Newton’s fallibilism. He knows he could be wrong. This echoes his own “Author’s Preface” to the Principia, “I hope that the principles set down here will shed light on either this mode of philosophizing or some truer one” (Newton 1687: 382–83). Second, the rule encourages the search for systematic deviations from known regularities. Discrepancies need to be turned into “phenomena.” As noted above, it is a major methodological innovation and achievement of Newton’s Principia that systematic discrepancies are not, in the first instance, disconfirmations but possible sources of much more subtle evidence than previously imagined.

There is a striking piece of evidence that its significance was assimilated by some. In the posthumously published “The History of Astronomy,” Adam Smith points out that Descartes’s theory does not explain deviations from general rules, but attempts to explain them away:


So far, therefore, from accommodating his [i.e. Descartes’s] system to all the minute irregularities, which Kepler has ascertained in the movements of the Planets; or from shewing, particularly, how these irregularities, and no other, should arise from it, he contented himself with observing, that perfect uniformity could not be expected in their motions, from the nature of the causes which produced them; that certain irregularities might take place in them, for a great number of successive revolutions, and afterwards give way to others of a different kind: a remark which, happily, relieved him from the necessity of applying his system to the observations of Kepler, and the other Astronomers.

(A. Smith n.d.: 4.66, 97)



The passage clearly shows that Smith is aware of the importance of pursuing empirical accuracy and exactitude in judging systems. Elsewhere, Smith criticizes Descartes for claiming that it was not necessary “to suppose, that they [the orbits of the planets] described with geometrical accuracy, or even that they described always precisely the same figure. It rarely happens, that nature can be mathematically exact with regard to the figure of the objects she produces” (4.64, 95). Of course, the need to accommodate one’s theory “to all the minute irregularities” is akin to what we would call careful curve-fitting. But the passage also shows Smith thinks that it is a legitimate requirement on a system that it should provide a systematic account of how discrepancies from regularities can arise within it.19 Smith means by this that a theory should both stipulate what would count as evidence for or against it, and what type of deviations from regularities one could expect with it.

This is only the tip of the proverbial iceberg when it comes to the influence of the rules. They were taken as a tacit albeit vague and very differently interpreted set of methodological commitments, much as the methodological claims in Bacon’s New Organon and Descartes’s Discourse on Method had been for previous generations. And their influence sometimes was connected with particular doctrines, but more often – again as was the case with Bacon and Descartes – with a general sense that to follow the rules was to strike out in a way that took one’s own intellectual light as the standard, not metaphysical or religious orthodoxy (in the French context see Shank 2008).20

The history and philosophy of science after Newton

Throughout the eighteenth century it became quite common to insist that Newton had caused a revolution in natural philosophy. One consequence of this revolution is that technical and empirical advances could be made on rather focused, highly esoteric problems in celestial mechanics, rational mechanics, and related disciplines. Some of the important characters in this development – the Bernoullis, Varignon, Clauraut, Euler, Maupertuis, D’Alembert, Lagrange, Maclaurin – are not household names in philosophy anymore. Many of them mixed Leibnizian, Huygensian, and Newtonian frameworks in this development. While many did occasionally write philosophical tracts for the learned republic of letters (and nearly all of them were quite famous in their own day), most of their lasting, technical contributions were produced in journal articles and memoirs of scientific academies aimed at specialist audiences.

There were, of course, what one might call Newtonian sciences – electricity, optics – where the (often mathematical) gap between esoteric research and the republic of letters did not widen before the end of the eighteenth century. Benjamin Franklin, Priestley, Boerhaave, Hartley, and Jan Ingenhousz are characteristic natural philosophers, comfortable researching the phenomena of nature and in domains other than physics, such as electricity and the connection between human physiology and the mind (Cohen 1956). For example, one of the key texts among eighteenth-century treatments of mind, moral psychology, and natural religion, David Hartley’s Observations on Man, his Frame, his Duty, and his Expectations (1749), explicitly appeals to the closing lines of the General Scholium and several of the Queries to the Opticks, in order to develop an account of sensation based on vibrations within the nerves (in turn, to be explained by a Newtonian ether). One might say that for many of these authors the General Scholium and hints throughout Newton’s work as well as the tacit authority of Newton’s interest in these areas (however tentative) afforded a springboard to investigate areas in novel and exciting ways unimagined in the early eighteenth century.

There was also widespread reflection on methodological and conceptual issues pertaining to Newton’s achievements. This was not solely by investigators making what we might call cutting-edge contributions in ongoing science. Of course, there had always been reflection on scientific practice, but rarely by people not in the midst of the action. This chapter has called attention to a number of these already. An early example of this genre was Bernard Nieuwentijt’s The Religious Philosopher, or, The right use of contemplating the works of the Creator (1715; first English trans. 1719), which was translated in all major European languages and anticipated many of the arguments and methods deployed in physical theology.

One of the more surprising and innovative of such methodological reflections can be found, as I have tried to show above, in Adam Smith’s “The History of Astronomy.” Smith’s treatment is reminiscent of Turgot’s Tableau philosophique des progrès successifs de l’ésprit humain (A Philosophical Review of the Successive Advances of the Human Mind) of 1750 (as was Condorcet’s to be discussed below). In Turgot’s account the history of science passes through successive stages each judged in terms of its contribution to the progress of the human mind and hastened by the advance of commerce (Turgot 1750: 58). The brief work ended with an invocation of Newton as the man who had taken Kepler’s discoveries and provided the “key to the universe” (ibid.) (as well as of his “rival” Leibniz, signaling that progress was less about Newton than the age itself). Yet, Smith’s account is far more detailed about and ambitious in its description of the contents of the various theories adopted. Of course, by the time Smith’s history appeared it was superseded as a history by the great History of Mathematics, including astronomy, by Jean-Étienne Montucla (1758).

However, philosophically, Smith’s essay went against the mostly triumphalist, Whig histories leading up to Newton, such as Colin Maclaurin’s Account. Smith viewed the history of astronomy as a social enterprise in which passionate inquirers tried to appeal to the (passionate) judgments of their fellow inquirers. Following aspects of Hume’s theory of mind, Smith treats scientific theories as products of the imagination. The social nature of inquiry had become a staple of Newtonian reflection on the nature of inquiry since’s Gravesande defended the moral certainty of Newtonian science on the way social conventions govern our reasonable expectations (Cassirer 1951: 61–62). Smith’s innovation consisted in embedding this social epistemology in a historical framework in which successive revolutions in the acceptance of various astronomical theories by different communities (and sub-communities) since the times of Eudoxus and Aristotle are analyzed. These theories have a regular pattern of development that lead to new revolutions (Schliesser 2005). Newton’s theory is not treated as the last word. Indeed Smith believed that norms of evaluation evolved with scientific theories and that often it is quite reasonable to accept the leading theory even if one accepts the open-ended nature of inquiry, just as Newton had advocated (Schliesser 2006). Perhaps even more unexpected than the application of Newtonianism to the mind or electrical experiments was the application to Newton himself! Through reflection on the rise of Newtonianism, Newton’s discoveries and Newton himself became a subject for methodologies influenced by the General Scholium.

One can contrast Smith’s account of the place of Newton and it’s meaning for the astronomical sciences with the work of the gifted mathematician, Condorcet (see Rothschild 2001 for a general comparison). Condorcet argued that just as Newton had shown the recognition of the limits of our knowledge as commensurate with greater scientific knowledge than predecessors who manifested less epistemic humility, so the moral and social sciences could be given greater power when placed on a probabilistic footing (Baker 1975: 87–101; 385). In his Esquisse d’un tableau historique des progrès de l’esprit humain (Sketch for a Historical Picture of the Progress of the Human Mind) (1795) he combined a deep, almost Pascalian (see Baker 2004) awareness of human fallibility with a great optimism about the future and what might be built on so fallible a frame. Beginning with his work of the 1780s and culminating in the Sketch, Condorcet constructed an argument that the kind of advances that Newton had made in the physical sciences would now move into the moral and social sciences and that the ignorance and violence of prior stages of humanity, although necessary to present progress, would be overcome. For Condorcet the progress of the mind led to a recognition of the close connection between the majority rule, rights, and freedom – Condorcet also wrote one of the most prescient critiques of slavery in the eighteenth century (see Condorcet 1795). Like Turgot the road to truth and the road to happiness were parallel, mutually reinforcing, or perhaps the same road (Turgot 1750: 59), via the emergence of the moral and social sciences (see the essay by Margaret Schabas, Chapter 30 in this volume).

Condorcet’s Sketch was also a reflection on the history of science. Like Smith he stressed the central importance that “truths always” be “subject to correction” and “never propagated as dogmas” (Baker 2004: 63). This was perhaps one of the greatest achievements of the penetration of Newtonianism (which as we’ve seen could mean a diverse range of approaches and dogmas) into the worldview of eighteenth-century intellectuals – the profound cohabitance of a deeply fallibilistic and deeply progressivist worldview. As we have seen Newton shared this fallibilism, but it is worth noting, in conclusion, that Newton preferred to think that he was recovering the prisca sapienta or lost wisdom of the ancients (Guicciardini 2009: 313, 386).
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Notes



  1 Contrary to the myth promoted, in part, by Newton, there is no evidence that the bulk of the book was composed with the aid of the newly invented calculus (or, in Newton’s terminology, “fluxions”); Newton did deploy fluxions in some of the proofs (see Newton 1687: 125–26, for some examples), and these would have challenged the most advanced readers when it appeared. See Whiteside 1970 and Guicciardini 2009.

  2 By “hypotheses” Newton meant especially the demand by Mechanical philosophers to explain natural phenomena in terms of the speed, size, and motion of bodies.

  3 The theologian-classicist, Richard Bentley, drastically rewrote Halley’s very Epicurean ode to Newton at the start of the Principia, in the process removing many of Halley’s blasphemous lines (see Albury 1978).

  4 Journal des Sçavants (Anon. 1688), XVI, 237–38, translated by Koyré, in Koyré 1968: 115.

  5 Furthermore “Locke [1632–1704] undertook and successfully carried through what Newton had not dared to do, or perhaps would have found impossible. It can be said that he created metaphysics, almost as Newton had created physics,” as D’Alembert put it in the “Preliminary Discourse” to the Encyclopédie (in Diderot and D’Alembert 1751–72: I, xxvii).

The association of Locke and Newton, once a commonplace, has been successfully challenged in recent scholarship. But it is undeniable that there are Lockean themes in the General Scholium.

  6 I thank George Smith for calling my attention to this.

  7 In Query 31 of the Opticks, Newton writes, “What I call attraction may be performed by impulse, or by some other means unknown to me” (Newton 1718: 351).

  8 Presumably according to Newton and Cotes, primary qualities are essential (we would say, intrinsic) qualities. Moreover in a famous response to Bentley’s letters, Newton explicitly denied “innate” gravity “as essential and inherent to matter” (letter of 1 January 1693, in Newton 2004: 100).

  9 When I treat of Newton’s third rule of reasoning and the extent of his atomism, I shall claim that by the second edition of the Principia Newton maintains a studious agnosticism about the intrinsic nature of matter. All he is willing to do is attribute a number of universal qualities to it. Nevertheless, in his Disquisitions relating to Matter and Spirit (1782) Joseph Priestley was quite right to call attention to the “Queries of the Opticks” where Newton introduces various active principles (Priestley 1777). In particular, Newton observes that rays of light are reflected by powers acting at some distance from other bodies.

10 Newton tentatively put forward ether accounts in the closing paragraph of the General Scholium (Newton 1687: 943–44) – a “very subtle spirit pervading gross bodies and lying hidden in them” – and in a famous letter to Boyle (Newton 2004: 1) known to eighteenth-century readers (Maclaurin draws upon it to defend the ether). Newton’s proposals were varied: in his letter to Boyle he conceived of an ether as a compressible fluid; in various queries to the Opticks, Newton emphasizes the different densities of the ether around and between celestial bodies and he speculates about the need for short-range repulsive forces within the ether. For a nice overview; see Jourdain 1915.

11 They are

Law 1: Every Body perseveres in its state of being at rest or of moving uniformly straight forward, except insofar as it is compelled to change its state by forces impressed.…

Law 2: A change in motion is proportional to the move force impressed and takes place along the straight line in which that force is impressed…

Law 3: To any action there is always an opposite and equal reaction in other words, the actions of two bodies upon each other are always equal and always opposite in direction…

(See Newton 1687: 416–17)

12 “Newton, who established the density of some planets by calculation, thought that the cause of this relationship set according to the distance was to be found in the appropriateness of God’s choice and in the fundamental motives of His final purpose, since the planets closer to the sun must endure more solar heat and those further away are to manage with a lower level of heat” (Kant 1755: pt. 2, §2; Ak I, 271). I quote from the 2008 translation.

13 Hume dropped the contiguity requirement in the first Enquiry.

14 This passage has been quoted by John Stachel in his introduction to Earman et al. 1977: vi–viii; Stachel credits Arnold Koslow with calling attention to the passage. Rob DiSalle also mentions the passage and translates it more accurately (DiSalle 2002: 55n31). I have adjusted their translations. For evidence of the influence of this piece, see Friedman 1992: 16–17. See also Harper 2012a.

15 From context, it is a bit hard to nail down who Musschenbroek’s particular opponent is here. Presumably he is attacking a variant of Leibniz’s principle of the identity of indiscernibles, because Musschenbroek is defending a thesis that there are many visibly identical corpuscles (which are, nevertheless, unalike). The issue is debated within the Leibniz-Clarke correspondence.

16 This transformation thesis is a very broad assertion of the homogeneity of matter. Something like this claim was a staple of the mechanical philosophy and may have also motivated alchemical search to turn lead into gold. Newton appealed to it only once in the Principia (Book 3, prop. 6, cor. 2; he dropped it in the second edition and reworded the proposition in subsequent editions). Mass as a quantity or measure also presupposes homogeneity of matter in some thinner sense, but does not require the transformation thesis. The leading and most sophisticated Scottish Newtonian, Colin Maclaurin, even goes so far to suggest that different kinds of matter that have different kinds of resistance to change might well exist (Maclaurin 1748: I, 100). Nevertheless, something of the spirit behind this dropped hypothesis reappeared in Query 30 of the Opticks: “Are not gross Bodies and Light convertible into one another, and may not Bodies receive much of their Activity from the Particles of Light which enter into their Composition?… The changing of Bodies into Light, and Light into Bodies, is very conformable to the Course of Nature, which seems delighted with Transmutations.”

17 I treat these two rules together because their wording (“therefore” in the second rule) encourages understanding the second rule as a consequence of the first. In eighteenth-century discussions, they are also often discussed jointly.

18 Reid’s conflation occurs in manuscripts not published in his lifetime.

19 This is something that, for example, is completely missed by Reid when while favorably contrasting Newton’s methodology to Descartes’s, he summarizes Newton’s rules as follows: “from real facts ascertained by observation and experiment, to collect by just induction the laws of nature, and to apply the laws so discovered, to account for the phenomena” (Reid 1788: 2.8; 121). One might think that Reid never looked at the third edition; however, in Essay VI he shows awareness that Newton may have had four rules (although his wording betrays uncertainty whether there are three or four).

20 I have compared Hume’s rules of reasoning to Newton’s in Schliesser 2007.
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MATERIALISM

Charles T. Wolfe

 

 

It is difficult to separate “materialism” as a diverse eighteenth-century philosophical movement from the many polemical arguments surrounding it throughout the century. Like its cognates “atheist,” “Hobbist” and “Spinozist,” “materialist” was often used more as a pejorative term and a pigeonhole than as a philosophical position. The polemical dimension is present both in period texts and, more surprisingly, in works of the history of philosophy up until the twentieth century: it is hard to separate mainstream scholarly assessment from the general tone of opprobrium in what became the received, mainstream visions of the subject, from Friedrich Lange’s Kantian History of Materialism (Lange 1892), which was devoted to tracing out the ultimate limitations and aporias of materialism, to other, post-Kantian and Hegelian histories in the nineteenth century but also well into the twentieth. To take an example, the Lagarde et Michard, the standard French literature high-school textbook for several generations in France until recently, describes Denis Diderot as “very material, and hence predisposed to materialism” (Lagarde and Michard 1960: IV, 196): “material” here means having a coarse, physical, bodily nature – which according to the authors, should give one a philosophical inclination towards materialism.1 In contrast, for some of its most prominent and self-conscious practitioners, Julien Offray de La Mettrie and Diderot, it was the “most alluring philosophy”; for a later commentator, Auguste Comte, materialism sought to explain the higher in terms of the lower (Comte 1844: §77). More recently, particularly since the “identity theorists” of the 1960s and their influence on the philosophy of mind (Smart 1963; Armstrong 1978), we have become accustomed to think of materialism as concerning the relation of the mind to the brain, rather than a more general claim about the nature of physical reality. In fact, this polarity and diversity – between joyful, Epicurean and/or Spinozist proclamations of the radical potential of materialism, denials of its reductionist core, and more positivist praise of the same – is not new. It structured discussions of materialism in the eighteenth century as well.

The eighteenth century was the period when the term “materialism” was, if not quite invented (it first appears in a philosophical usage a few decades earlier) first used positively by thinkers to describe themselves. One can also see this as the period when broadly naturalistic concepts emerge in a form we would recognize today, namely, the programmatic sense in which knowledge coming from the investigation of nature (“science” is also a nascent term in this period, used with revolutionary overtones by thinkers such as Diderot, as we shall see) can modify central, foundational philosophical tenets on the soul or the mind, free will, happiness and so on.2 The philosophical views that we recognize as having close affinities with materialism – notably sensationism (all mental experience stems from the senses) and atheism – became even more closely connected (although the examples of Condillac and Priestley show that the philosophical commitments were often separate as well). There were prior intimations of this naturalistic view, notably in Bacon and Hobbes. But with a few exceptions it is really in the eighteenth century that such a project emerges as an explanatory goal and a central ontological commitment.

That such a prominent doctrine should have fallen out of scholarly philosophical work on the Enlightenment (up until now there are no entries in the major anglophone philosophical reference works, aside from J. J. C. Smart’s stimulating but ahistorical contributions) is surprising given its prominence in the period. One explanation of this might be found in the claim made by some scholars that unlike our contemporary, self-identified materialists who provide positive definitions of the term, in the eighteenth century the meaning of “materialism,” like “atheism,” was fixed by its opponents (Kors 1990). This is at least partly borne out in the way thinkers like Ralph Cudworth and Samuel Clarke, as well as Samuel Formey, Abraham Chaumeix and the Abbés Pluquet and Lelarge de Lignac in the eighteenth century (Pluquet 1757; Lelarge de Lignac 1760) all devoted extensive efforts to laying out descriptions, typologies and refutations of materialism, atheism and fatalism in various permutations. The Cambridge Platonist Henry More, who certainly did not self-identify as a materialist, introduced the term into English philosophical language in his 1668 Divine Dialogues: in the cast of characters, he describes the character Hylobares as “[a] young, witty, and well moralised Materialist” (More 1668: 5–6). Leibniz is usually credited with introducing the term into French, at least in mainstream usage, as it actually occurs in clandestine texts as early as the 1670s.3 Cudworth, who was a great inventor of neologisms, coined the term “corporealism,” which was effectively a synonym for “materialism”: “All Atheists are mere Corporealists, that is, acknowledge no other Substance besides Body or Matter … ” (Cudworth 1678: bk. 1, ch. 4, 187).

But it was not wholly the opponents of materialism who set the terms in the later seventeenth century. That many of the doctrines that would be associated with materialism in the Enlightenment, often critically, were held by at least one seventeenth-century philosopher is evidenced by the anonymous treatise Theophrastus redivivus (1659), which used Lucretius, Pliny and Cicero (but also Averroes, Pomponazzi, Cardano and others) in a series of systematic atheist arguments: the gods do not exist, the world is eternal rather than created, religion is an invention, the soul is mortal, we should not fear death, and life should be lived according to Nature (Paganini 2001). The sensationist claim that “nothing is in the intellect that was not first in the senses” appears here, in order to weaken claims for God’s existence, and the anonymous author pursues the Renaissance naturalistic interpretation of Aristotle’s doctrine of the soul, in which the soul is the actuality of the organic body, i.e. a functional property of the body that cannot survive without it.

Still, the Theophrastus lacks the systematicity and more importantly the sense of a coherent, naturalistic and reductive project that we associate with eighteenth-century materialism. The first such systematic and positive type of materialism is found in texts such as Fontenelle’s Traité de la liberté de l’âme (Treatise on the Freedom of the Soul, 1700), Collins’s early debate with Clarke (1707–8), and other anonymous writings of the 1720s such as L’âme matérielle (The Material Soul). But it was not until mid-century that a philosopher, La Mettrie, used the word to describe himself.4 Consequently what we recognize today as “materialism” arose in the eighteenth century in a complex synergy between theological criticism, Renaissance Aristotelianism, the rise of the new sciences, debates concerning natural religion, the rise of empiricism, et al. Crucial in this regard – both in the constitution of a new matter theory (in which matter was endowed with higher properties ranging from sensitivity to intelligence and memory, all the way to panpsychism) and in the articulation of new explanatory and ontological targets for materialism – were, not so much physics, astronomy and mechanics as in the previous century, but the evolving life sciences, including medicine (Roger 1980; Reill 2005; Thomson 2008), which gave a novel cast to the forms of reductionist argument on offer in the period. To be sure, thinkers like d’Holbach argued for a reduction of all matter to physical matter and all causes to “physical causes” (d’Holbach 1770: I, ch. 11, 220), yet the most relevant sciences were natural history (a term which, in the eighteenth century, also covered much of what came to be called “biology”; see Smith’s Chapter 29, in this volume) and medicine.

Materialism is a “discontinuous” tradition that is continuously reborn and rediscovered in different guises, given that different philosophical periods articulated forms of materialism on new bases (Mensching 2000: 513, 525; cf. van Fraassen 1996: 169). It was closely connected to changes in theology (working chiefly from Aristotelian and Averroist elements) in the sixteenth–seventeenth centuries and to natural history and emergent biology in the eighteenth century, when it took a form more recognizable to us (to which we might add its appeals to biochemistry in the nineteenth century, physics in the first half of the twentieth century and neuroscience ever since). If materialism was thus an ongoing, if intermittent, tradition I will nevertheless suggest that its distinctively eighteenth-century persona possessed three essential traits, some of which distinguish it from later versions familiar to us in philosophical discourse: it was a thoroughgoing naturalism, seeking to inscribe our knowledge of the mind (or soul), self, morals and beyond into a sphere compatible with experimental evidence; it was a particularly embodied set of theories, relying on (and conversely, nourishing) biomedical debates; yet it was also, frequently, more speculative than not, extending a kind of Lucretian “science-fiction” approach to the understanding of Nature of the sort more commonly associated with Campanella or Cyrano de Bergerac. The two latter points are most novel: that materialism in the period was not necessarily either physicalist or mechanist (instead frequently taking the form of a vital materialism, influenced by but also in dialogue with the evolving life sciences), and that its speculative and occasionally radical character made it something very different than a modest philosophical facilitator of scientific progress.

Before examining some core materialist claims in more detail, I shall briefly survey its geographical outlay, its distinctive publication strategies and the methodological challenges it poses to the historian of philosophy, and its sources, in order to further specify the position.

A geography of materialist philosophy

Charting the appearance and dissemination of materialism in Europe in the early eighteenth century has much the same difficulties as charting the spread of a virus or contagious illness. A good initial place to look – as for many elements associated with the Enlightenment – is in Voltaire’s Letters concerning the English Nation or Lettres philosophiques (1733). Voltaire identified the wake of Hobbes and Bacon but also, the impact of Spinoza on English deism and the radical reception and transformation of Locke’s statements on thinking matter in the Essay concerning Human Understanding as the relevant English context for materialism (and one might argue, for the radical Enlightenment more broadly). The English Letters (as they were also known) first appeared in English translation in London, because the material was considered too politically dangerous to Voltaire and to the publisher to appear in France.5 They are a love letter to deism, tolerance, Newtonian science, Lockean empiricism, thinking matter (which Voltaire deftly turns into a materialist thesis) and overall to the “English” way of allowing science and religion to coexist peacefully, which Voltaire quite legitimately felt France was lacking (see Oz-Salzberger’s article, Chapter 1 in this volume). In addition to what Voltaire had identified, works by the Irish exile John Toland, such as his Letters to Serena (1704, translated by the Baron d’Holbach in 1768), and by Anthony Collins, such as his Philosophical Inquiry into Human Liberty (1717; first translated by the Huguenot Pierre Des Maizeaux in 1720 in the notorious Recueil de diverses pieces, sur la Philosophie, la Religion naturelle, l’Histoire, les Mathématiques, &c [Collection of Various Pieces on Philosophy, Natural Religion, Etc.]6), had a major impact on “French materialism.” But materialism was not only this English context appropriated by French philosophes. Some authors also significantly borrowed from and transformed an Epicurean heritage, also calling on the network of clandestine writings (such as the Treatise of the Three Impostors, in Anderson 1997, trans. of Anon. 1999) and various appropriations of mainstream philosophy such as Descartes, including in a specifically medical context (as in Regius and Herman Boerhaave). There were also German materialists in the early decades of the century, less known and also less discussed in Europe, including Bucher, Lau, Hißmann later on, and Sulzer (more of a critic).7

Some countries, such as Switzerland and the Netherlands, contributed significantly, often through thinkers who were dismayed at the use of their work, notably Albrecht von Haller, Charles Bonnet and earlier, Jerome (Hieronymus) Gaub in Leiden. Gaub, a student of Boerhaave’s who took over his Chair in Leiden, gave a lecture in 1747 which La Mettrie claimed to have attended (some months prior to finishing L’Homme-machine), entitled De regimine mentis (On the Regimen of the Mind; translated in Rather 1965). Here, Gaub laid the ground for a clinical perspective on the problem of mind-body interaction. La Mettrie spoke favourably about the ideas he heard there, and his enthusiasm makes sense, for Gaub had argued that the metaphysical distinction between mind and body was irrelevant for the physician (Gaub 1747, in Rather 1965: 70). Gaub also described Descartes, “the most ingenious philosopher of his age,” as having “yielded to physicians” as to the priority of medicine in these matters (74). Gaub though, like Haller, did not appreciate La Mettrie’s materialist appropriation of his ideas, and in 1763 included a short essay against him in a new edition of De regimine mentis (Rather 1965: 115–17), calling him “a little Frenchman” who produced a “repulsive offspring … his mechanical man” (115). Bonnet sometimes spoke the same way about La Mettrie, but also wrote (in a nice example of how some thinkers who did not want to be considered materialists, were not so far off), “I do not believe in the materiality of the soul, but if I was a materialist I would not be ashamed to admit it” and “if someone did demonstrate that the soul is material, far from being alarmed, one should admire the power which gave matter the capacity to think” (Analyse abrégée de l’Essai analytique sur les facultés de l’âme [Shorter Analysis of the Analytical Essay on the Faculties of the Soul], §19, in Bonnet 1783: 34).

In the later eighteenth century, materialism returned to Britain with Joseph Priestley and his associates, including Erasmus Darwin. In the mid-century, David Hartley had published the much-discussed Observations on Man (republished and redacted by Priestley as a springboard for his own views), which contains an original Newton-inspired “physics” of the cerebral underpinnings of the association of ideas; but Hartley also emphatically denied that he was a materialist (presumably with regard to the soul and religious belief, although he did not specify why). Geography here is less relevant than the religious context, as from early modern forms of heterodoxy to Christian mortalism8 in late seventeenth-century England, various forms of religious radicalism fueled materialist ideas, as did conservative theological typologies of possible materialist, atheist, “Epicurean” or “Spinozist” doctrines, conversely (Thomson 2008). But, as Hegel and Goethe observed about French materialism in the late eighteenth and early nineteenth centuries (Hegel 1986: 143; Goethe, Poetry and Truth XI, in Goethe 1887–1919), it was clear that the French were reacting against a church very different from their own (or that of the British); Priestley’s conviction that materialism and authentic Christianity went hand in glove (“by the help of the system of materialism, the Christian removes the very foundation of many doctrines, which have exceedingly debased and corrupted Christianity”; Priestley 1777: 49), would have been very hard to understand on the Continent (with the exception of the “Göttingen materialists” Meiners and Hißmann, who went out of their way to praise Priestley and to reject atheist materialism; Wunderlich 2012).

Genres, formats and sources

Materialism appeared in diverse sorts of writings, including medical writings (Lamy 1677 in the seventeenth century, influencing La Mettrie; Le Camus 1753), philosophical writings penned by physicians (Gaultier 1714; La Mettrie 1987: passim), outgrowths of theological debates (Collins), experimental philosophical prose (Diderot, particularly the Letter on the Blind and D’Alembert’s Dream, 1749 and 1769), works of “natural philosophy” with a polemical intent (Toland’s Letters to Serena, 1704, Diderot’s Elements of Physiology, begun 1765, d’Holbach’s System of Nature, 1770, Priestley’s Philosophical Disquisitions, 1777, but also, earlier Diderot’s Thoughts on the Interpretation of Nature, 1753) or with materialist implications (Hartley’s Observations on Man, 1749), anonymous works (The Material Soul, from the mid-1720s, the Letter from Thrasybulus to Leucippus, in circulation by the late 1730s, later attributed to Nicolas Fréret) and – perhaps most challenging for historians of philosophy accustomed to authors who put forth arguments and defend them – texts by non-materialists which contain full chapters of direct materialist import (typically descriptions of the relation between mental activity, cerebral processes and e.g. animal spirits, as in Malebranche and Willis [Wolfe and van Esveld, forthcoming], or later, Haller or Gaub, as noted above). Other distinctive features in the circulation (but also the content) of materialism include the role of dictionaries and encyclopedias, notably Pierre Bayle’s Dictionnaire, as well as clandestine collections and periodicals such as the Nouvelles libertés de penser (New Freedoms of Thought) (published in Amsterdam officially in 1743, although earlier copies have been found), which included the text Le philosophe, Fontenelle’s anonymous Traité sur la liberté de l’âme (an essay in neurological determinism) and other atheist essays, including one against Pascal and Locke on the afterlife, or the above-mentioned Recueil de diverses pièces (Amsterdam, 1720), which included the first French translation of Collins’s essay against free will. It was frequently a collective enterprise: Voltaire, d’Holbach and Priestley among others, published not only their own works but also manuscripts by others.

It had various, acknowledged and unacknowledged sources, ranging from direct access to established traditions, to reinterpreting concepts from authors who did not have materialist commitments, to borrowings from handbooks of the history of philosophy (notably Johann Jakob Brucker’s Historia critica philosophiæ, 1741–44, revised 1767 – see the Introduction to this volume) or the usage of older claims like the empiricist slogan “there is nothing in the intellect that was not first in the senses.” Regarding more well-known sources, there have been long debates as to whether Enlightenment materialism was primarily an outgrowth of Cartesianism (Vartanian 1953), in which the adage “give me matter and motion and I shall give you a world”9 becomes the attribution of motion to matter (with further attributions following: sensitivity, intelligence and other organizational properties), or of Lockean empiricism, via Condillac and his thought experiment of the statue to which each sense is gradually superadded (to be discussed further below; see also Falkenstein, Parts I and II, Chapters 14 and 15 in this volume); more recently, attention has turned to the modern-Epicurean bases for materialism (Leddy and Lifschitz 2010; LoLordo 2011; and Ahnert, Chapter 12 in this volume). There is some truth in associating the rise of sensationism with Locke and Condillac and the rise of mechanistic explanations with Cartesianism broadly construed (including in the form of mechanistic physiology, although this frequently targeted Descartes as well). But materialism was not reducible to one or another consequence of a doctrine in natural philosophy or metaphysics, and was rather a ferment which grew out of many – sometimes surprising – influences.

As previously mentioned, Voltaire popularized the idea of thinking matter which he took from (and credited to) Locke in the English Letters. Now, Locke had never asserted that matter literally thinks, but rather, that it could think, without any contradiction being implied in thinking so, as Udo Thiel formulates it (Thiel 1998: 61). Locke considered that the “more probable Opinion” was that thought is “annexed” to an immaterial substance (Locke 1689: 2.27.25). Despite his close friendship in his late years with the radical deist Anthony Collins (who argued the materialist side against Samuel Clarke’s dualism, and the determinist side against Clarke’s libertarianism, in separate polemics), Locke was no closet materialist. However, as some apologists claimed already in the eighteenth century, by weakening a Cartesian orthodoxy in the name of another theologically grounded position (that nothing prevents God from being able to superadd further properties to matter, such as thought; Roche 1759: I, 85), and putting it side by side with classical empiricism, he facilitated the transition to materialism.

The Epicurean tradition is present, e.g. in the materialist appropriation or extension of Lucretius’s semina rerum or atoms via Gassendi, as well as of Gassendi’s elaboration of an Epicurean “material soul,” which he described as “a very tenuous substance, just like the flower of matter [flos totius materiae] with a special disposition, condition and symmetry holding among the crasser mass of the parts of the body”10 – a material soul, but with emergent properties, chiefly specified in chemical terms. This non-Cartesian, non-mechanist form of reductionism, inspired by Epicureanism but also by contemporary matter theory and medical theory, was further extended by the Epicurean physician Guillaume Lamy, by La Mettrie, who was undoubtedly one of the most radical and self-affirmed Epicureans of the Enlightenment (Wolfe 2010b), authoring an entire System of Epicurus, and by Diderot, who was fascinated with atomism from his earliest writings to the end of his life.11 In this modern, post-Gassendist Epicureanism, atoms are no longer inanimate but vitalized, or living minima (Wolfe 2010a).

Another source is Spinoza and Spinozism. Jonathan Israel has argued controversially that much of what he calls the radical Enlightenment (which overlaps with materialism, although they are distinct: programs for natural religion, tolerance and even revolution need not include either a metaphysics of matter and/or a project to naturalize mind, soul or ethics; conversely, staunch materialists like La Mettrie were quite content to take no interest in political reform, viewing their ideas as the preserve of an élite) was characterized by an allegiance to Spinoza, and a commitment to Spinozist ideas (Israel 2001; see Thomson 2008 for criticism and Moreau 2000 for a different argument on how Spinozism could function as materialism in the period). One can object to this view, inter alia, that many actors in eighteenth-century radical thought were either not directly acquainted with Spinoza’s works or more directly influenced by other figures such as Hobbes. But this is not really a definitive criticism: Spinozism was a lively intellectual construct, if often just a construct,12 and this was sufficient to inspire new metaphysical projects, including ones which sought to provide a framework for emerging biology (Ibrahim 1990; Wolfe 2014). A case in point is Diderot’s brief Encyclopédie entry “Spinosiste” where he unexpectedly combines Spinoza’s metaphysics of substance with a new theory of biological development, epigenesis, according to which the embryo grows by the successive addition of layers of purely material substance. He distinguishes between “ancient Spinozists,” who are substance monists and metaphysicians overall, and “modern Spinozists,” for whom the key phenomenon is biological epigenesis, and who assert that matter is fundamentally living matter, while agreeing with “ancient Spinozists” as to their tenets (Diderot and D’Alembert 1751–80: XV, 474). The latter claim, to which I shall return below, is a distinctive and new characterization of materialism – as vital materialism – whether or not it really matches up with Spinoza’s own intentions (see Smith, Chapter 29 in this volume).

Leibnizianism seems rather less familiar in this context, given its apparent distance from any form of materialism. Yet Leibnizian metaphysics and theories of generation had a great impact on eighteenth-century thought and are considered to be major influences in the formulation of Diderot’s materialism, among others.13 In a pattern familiar from the controversies over Cartesian physiology (when some of Descartes’s disciples such as Regius steered his system towards materialism) or thinking matter (when Locke’s skeptical approach was deliberately misread as an explicitly materialist credo), Leibniz’s insistence that one not confuse or blend the physical and the metaphysical levels of his system – that mechanical science and monadic metaphysics were distinct (Leibniz 1978: IV, 434f., VII, 343; 1962: VI, 134f, 242f.) – was disregarded. Thus Leibniz’s idea of the organism as a “machine of nature” was turned into a biological concept. For example, the Montpellier physician Théophile de Bordeu (one of the prominent members of the school known as “Montpellier vitalism,” associated with the Montpellier Faculty of Medicine, where the word “vitalist” was first used in the late eighteenth century; significantly, these medical vitalists hardly ever appealed to the existence of a vital force understood as existing apart from arrangements of material, organic components), named monads, along with Buffon’s “organic molecules,” in his list of the main “hypotheses on the elements of bodies” (Bordeu 1775: 333–34).

An important conceptual point about materialism follows from these various elements and their lineages: the presence of an enduring, and often fertile, tension between a more deflationary project – sometimes tinted with skepticism, or appeals to remain within the bounds of experience – and a more overtly metaphysical project to replace previous systems with a more scientifically valid world picture (despite the occasionally speculative form materialism could take in the period, as in Diderot’s D’Alembert’s Dream or Erasmus Darwin’s Zoonomia), both often in conjunction with the life sciences. I shall now sketch out this tension, which is one way of presenting core claims of eighteenth-century materialism while not denying their historical complexity.

Core claims

Despite the diversity of sources, genres, backgrounds, geography and influences, three core materialist claims or common theoretical features of materialism can nonetheless be specified. These include shared ontological commitments concerning the nature of the physical world, claims about the reduction of soul or mind to brain and body, and an emphasis on the role of the life sciences and medicine in informing the nature of the ontology and the reduction (in that sense, despite an overall commitment to the causal closure of the space-time world, with deterministic implications and monistic metaphysical extensions, eighteenth-century materialism was rarely physicalist). As a comprehensive account of human behavior, materialism also comprised diverse ethical and social doctrines, from hedonism to utopian communism, which I will not focus on here, despite their import: one noteworthy feature of these theories is the way they waver on whether a doctrine of socio-political egalitarianism requires a materialist metaphysics to bolster the ultimate “sameness” or equality of all humans, or all living beings in some cases; another feature worthy of more attention is the way in which the consequences of hedonism can be presented as immoralism (La Mettrie at times, Sade definitely), social determinism (Helvétius) or a critique of both of these (Diderot) (further moral dimensions as well as the importance of determinism are discussed in Harris’s Chapter 13, in this volume).

The core claims run as follows:

(1) Everything that exists is material, or the product of interaction between or relations between material entities. This often took the form of a “cosmological” thesis – i.e. concerning the constitution of the universe as a whole. For example d’Holbach declared “the universe, this vast sum of all that exists, offers us everywhere just matter and motion,” in the first section of his Système de la nature (System of Nature) (d’Holbach 1770: I, ch. 1, 44). The cosmological thesis was initially framed as an attribution of basic properties such as motion to matter. For instance, Toland rejected the strong distinction between matter and motion: “Matter is but Motion under a certain Consideration” (Toland 1704: C 4). The fifth of the Letters to Serena (ibid., 163f.) is explicitly entitled Motion essential to Matter, and in it Toland states that “All the Matter in Nature, every Part and Parcel of it, has bin ever in motion, and can never be otherwise” (167), and “there’s but one sort of Matter in the Universe” (174), in a ceaseless process of transformation. In addition – as La Mettrie and Diderot emphasized more dramatically – matter is not just in some sort of “intestine” motion (Toland speaks later on of its “autokinesy”), it is also fundamentally, inherently active: “Activity ought to enter into the Definition of Matter, it ought likewise to express the Essence thereof” (165), “action is essential to Matter” (160).14 Contrary to the common accusation that materialists reduce the world, life and mind to a heap of dead, passive matter, Toland is explicit that “Matter neither ever was nor ever can be a sluggish, dead and inactive Lump, or in a state of absolute repose” (C 3); “I deny that Matter is or ever was an inactive dead Lump in absolute Repose, a lazy and unwieldy thing” (159).

However, it is not as if materialism progresses by simply adding further and further properties to Galilean or Cartesian extension like layers in a millefeuille. Indeed, active matter, or thinking, sensing, living matter was a consequence of criticisms of the Cartesian/Malebranchian notion of inert matter and theory of mechanism that went with it. As Diderot put it, reacting to the classic mechanist metaphor of the watch or clock in his unfinished Elements of Physiology (written during the later 1760s and 1770s), “What a difference there is, between a sensing, living watch and a golden, iron, silver or copper watch!” (Diderot 1975–: XVII, 335). The key property of living matter was organic sensitivity (see Gaukroger’s discussion of sensibility in Chapter 16 of this volume).

There are several ways to describe this increasing complexity in matter theory. One reading emphasizes the shift from substance dualism to a theory in which matter takes on some of the explanatory role that “soul” had previously (see Ahnert in Chapter 12 of this volume and Vartanian 1982; Wright 1991; Wolfe and van Esveld, forthcoming). But in addition to this metaphysical shift, there are also crucial interactions with medicine and the life sciences, notably via physicians-turned-materialist philosophers such as La Mettrie or Abraham Gaultier (unknown at the time), or Cabanis at the end of the century. The Montpellier vitalist physician Ménuret de Chambaud, in his Encyclopédie entry “Mort,” described the separation of the soul from the body as a “theological dogma” which was both in contradiction with “the lights of reason” and not “based on any medical observation” (Ménuret de Chambaud 1765a: 718b). In addition to medicine, physiology, natural history and other disciplines that partly cover the area that we associate now with “biology” (a term and a discipline that became defined in the late eighteenth century) all informed the understanding of matter, which was viewed as being composed of living molecules, and defined by its animate properties (“from the elephant to … the sensing, living molecule, there is not a single point in all of nature that is not experiencing suffering or pleasure”; Diderot 1975–: XVII, 140). This will be further discussed in (3).

This core claim was closely connected with the next, that

(2) every mental phenomenon is just a corporeal (or sometimes just a “physical”) phenomenon or process, or reducible to it, or a consequence thereof. I have intentionally left the expression vague both because there are a wide range of interpretations of “just” (identity, reduction, complete causal explanation) which are materialist, and because many eighteenth-century authors were quite vague. The particularly corporeal dimension is nicely conveyed in the rather free rendering of Lucretius we find in The Material Soul: “The soul is to the body as scent is to incense,” or Diderot’s statement, in the Elements of Physiology that “the action of the soul on the body is the action of one part of the body on another, and the action of the body on the soul is again that of one part of the body on another” (Anon. 1725: 174; Diderot 1975–: XVII, 334–35). The form of materialism that stressed the importance of organic bodies in explaining mentality, with the status of the brain being that of an organ amenable to analysis like other bodily organs, gained further (if exaggerated) currency in the next century, with the biochemical reductionism of the German Vulgärmaterialismus, as in Carl Vogt’s assertion that knowledge of the nervous system fully explains mental life, namely, “thought is to the brain what bile is to the liver or urine to the kidneys.”15 Here the thesis that brain states are necessary (and even necessary and sufficient conditions of mentality) is supplemented with a detailed medical or physiological account of the nerves, animal spirits or cerebral processes.

The fear that (1) would lead to reductionist forms of (2) (or, perish the thought, identity claims about mind and matter!) was central to early modern physico-theology, in particular to the Boyle Lectures which Robert Boyle had endowed in his will (the title of Richard Bentley’s second Boyle Lecture for 1692 is quite explicit: Matter and Motion Cannot Think). As Henry More put it, targeting Francis Glisson’s metaphysics of an “energetic substance,” “only those who deny God and all incorporeal substance, strive to seek the origin of motion and all life which gleams in the universe in matter itself” (More 1679: 607, cited in Henry 1987: 31). The same accusation, in much the same language, runs through eighteenth-century physico-theology, from John Ray’s Wisdom of God in the 1690s to Bernard Nieuwentijt’s The Religious Philosopher, or, The right use of contemplating the works of the Creator (1715; first English translation 1719), until William Paley’s Natural Theology of 1802 (see Antognazza, Chapter 5 in this volume, for an extended discussion of this tradition).

This is why Newton was so adamant that gravity should not be understood as a property of matter:


It is inconceivable that inanimate brute Matter should, without the Mediation of something else, which is not material, operate upon, and affect other Matter without mutual Contact, as it must be, if Gravitation in the Sense of Epicurus, be essential and inherent in it.16



Thus he wrote to Bentley that he “desired you would not ascribe innate Gravity to me”:


That Gravity should be innate, inherent and essential to Matter, so that one Body may act upon another at a Distance thro’ a Vacuum, without the Mediation of any thing else … is to me so great an Absurdity, that I believe no Man who has in philosophical Matters a competent Faculty of thinking, can ever fall into it.

(Ibid.)



But quickly, the issue shifted from the attribution of motion or gravity to matter, to a yet more grievous attribution: thought. No one saw or expressed this more clearly than Fontenelle, the long-time Secretary of the Académie des Sciences, in his 1752 Théorie des tourbillons cartésiens (Theory of Cartesian Vortices), late in his long career and life. Fontenelle reflected critically on what he saw as the arbitrariness of Newtonian attraction, and added that attributing attraction to matter in terms of God’s will (“wholly arbitrary”) was a small step away from granting it the power to think: “If we grant this arbitrariness, we destroy any philosophical proof of the spirituality of the soul. God could just as well have granted thought to matter, as attraction” (Fontenelle 1752: §3; 1829 ed., 71, emphasis mine).

The most celebrated discussion of matter and thought in the early eighteenth century was the pamphlet exchange known as the Clarke-Collins correspondence (Uzgalis 2003). Briefly, Clarke had sought to prove in his Letter to Dodwell that consciousness cannot be the property of a system of material parts. According to Clarke, a material thing was divisible. An individual consciousness must be indivisible (“indiscerptible”) and hence immaterial and immortal. Collins responded in his Reply to Mr Clarke’s Defence that a divisible system of matter taken as a whole may have a quality not equal to the sum of the qualities of the separate parts (Clarke 1738: III, 769): a rose is a divisible thing, yet its smell cannot be reduced to the sum of the powers of the parts17 – and thinking might be like this, too. While consciousness, thought, or the rose’s smell may not be the properties of individual parts of these respective systems, they are properties of the whole.

For Clarke, if matter were conscious, then every particle of matter would have a distinct indivisible consciousness. A system of matter made up of such particles could not have an individual consciousness, but would have to be at best a cluster, bundle or “complex of consciousnesses” (O’Higgins 1970: 71). Collins replied that Clarke just assumed that thinking was an individual power. For Collins, thinking was a mode of matter: “human consciousness or thinking is a mode of some generical power in matter … it has generation, succession and corruption like all other modes of matter” (in Clarke 1738: III, 807). In his Answer to Mr Clarke’s 3rd Defence, Collins further insisted on a connection between the empiricist account of the origin of ideas in sensation, and the materialist account of how “ideas of sensation” originate in the process of “bodies operating] upon us” (Clarke 1738: III, 863). Here, Collins added the other characteristic (and at the time quite new) materialist claim that thinking is a kind of motion in the brain (866).

Clarke was seen for the most part as having won the debate, but Collins’s position persisted. Hume’s discussion of substance in A Treatise (1739–40: 1.4.5) takes the position associated with Collins at least as seriously as that associated with Clarke, and his famous bundle theory of self (ibid.: 1.4.6) seems to show the plausibility of denying the unity of mind or soul – even if he is neutral as to the ontological questions that materialists were interested in (see Ainslie and Ware, Chapter 10 in this volume). Forty-five years after the Clarke-Collins debate Diderot and Maupertuis debated the status of the entity they called the “molecule,” namely, whether it possessed complex properties such as thought, memory and appetition or whether these were properties of the whole, the “organization” in their terms (Wolfe 2010a). Diderot argued the latter position, which was associated with Collins and taken up by Priestley a generation later. For Priestley, it was not the tiniest particles of matter which could think, but their organized whole: “an organized system, which requires a considerable mass of matter” (Priestley 1777: 89).

In addition to these metaphysical questions there were explorations of the relation between mental experience and its putative material base. The classical empiricists – Locke, Berkeley and Hume – distinguished the sources of knowledge or experience from ontological commitments of the sort described above (as do we today: Armstrong 1978). The claim (a) that all of our thoughts come from our sensations is indeed independent of the claim (b) that our body, which is the material basis of our sensations (and our capacity to sense), is the cause of our thoughts, or otherwise identical with them.

Locke’s bracketing off of ontological questions and scientific explanations from an analysis of ideas was one of the main things that distinguished classical empiricism from earlier forms of empiricism such as Hobbes’s (Locke 1689: 1.1.2, 2.21.73). But many of the texts in this period, whether by prominent figures such as Hartley or Condillac, or by anonymous (and sometimes known) authors such as Boulainvillier, recast anti-innatist and sensationist themes from Locke (and from medical discussions of sensation and the nervous system) as descriptions of brain and mind; Le Camus explicitly justifies his program for a “medicine of the mind” with reference to Locke’s doctrine of the association of ideas, which, he argues, is only missing a physiological basis (Le Camus 1753: 15). Indeed, even though Locke had been attacked by theologians earlier, it was clearly noted by Jansenist critics of the Encyclopédie such as Abraham-Joseph Chaumeix that materialists such as Diderot forced Locke’s claim (a), which was unproblematic, into his own claim (b), which was not (Chaumeix 1758–59: I, 238).

Sometimes these claims were given a metaphysical foundation as well. Beginning with Hartley and Condillac the functioning of ideas is treated more “physiologically” than in Locke. Condillac innovated by exploring the implications of Lockean sensationism with his celebrated thought experiment of the statue in the 1754 Traité des sensations (Treatise on Sensations), which builds on the 1746 Essai sur l’origine des connoissances (Essay on the Origin of Human Knowledge; see Falkenstein, Part II, Chapter 15 in this volume). Condillac has us imagine that we have stripped an animate being of all data except what is received through the senses. Once the statue possesses the five senses, it becomes an animal capable of self-preservation (1746 Essai sur l’origine des connoissances, in Condillac 1948: I, 222). The more the statue evolves, in a process of sensory intermodality, the more it moves from being passive to being active (1779 letter to Count Potocki, in Condillac 1948: II, 553).18 This does not in and of itself offer an account of perception and mentality as identical to or directly caused by the brain, but it brought brain and mind closer than in Locke for Condillac’s inheritors (see Gaukroger on sensibility in Chapter 16 of this volume). Condillac’s statue experiment also brought to the fore another aspect of Locke that could be given a materialist spin. In his 1780 Logique, Condillac asserted that sensitivity is caused by the communication between sense organs and the brain, and – in a doctrine drawing on Berkeley (see Falkenstein, Part II, Chapter 15) and also held by Diderot – that all of our senses reduce to that of touch. This emphasis on touch and thereby the embodied nature of sensory information is more marked in authors such as Diderot and d’Holbach (as well as in more Epicurean writings such as those of La Mettrie but also the earlier Âme matérielle). For them, touch was a potential unifying nexus between physiology and experience, something far from Locke’s intentions.

Hartley similarly viewed his project as extending Locke’s account but in an enhanced form as a “Newtonian neuropsychology” centering on an analysis of mind (Smith 1987). This was explicitly not meant as a materialist reduction of soul (“I do not, by ascribing the performance of sensation to vibrations excited in the medullary substance, in the least presume to assert, or intimate, that Matter can be endowed with the power of sensation”; Hartley 1749: I, 33) but had both a general materialist outlook (I, 500) and a specifically materialist account of mind according to which small vibrations (“vibrunticles”) are impressed in the solid filaments of the nerves by external objects; these sensations are transmitted by aetherial vibration to the infinitesimal particles that make up the substance of the brain. By their differences in degree, kind and place, these vibrations represent different primary sensations, or “simple ideas” in the brain, which can become complex ideas through associations with other chains of vibrations (ibid.: I, 13–16).19 In fact one might go so far as to say that the (often unreflective) interconnection of (1) and (2)20 was central to and productive for eighteenth-century materialists insofar as over the course of the century more and more particular and scientifically informed analyses of matter were seen as providing more nuanced explanations of how corporeal phenomena give rise to mental processes.

In general when materialists appropriated empiricism they either further expanded the thinking-matter claim – i.e. towards panpsychism – or tightened empirical focus on the cerebral level, so that an analysis of sensation and cognition included an account of material, cerebral substructure. Yet the two were not exclusive. Toland and Collins, for instance, pointed early on to the role of the brain, but without any appeal to experimental evidence (Toland 1704: IV, §7, 139; Collins, Reflections on Mr Clarke’s Second Defence, in Clarke 1738: III, 818). And seventy years later, Priestley reiterated this claim, again as a conceptual point without empirical detail:


I rather think that the whole man is of some uniform composition, and that the property of perception, as well as the other powers that are termed mental, is the result (whether necessary or not) of such an organical structure as that of the brain.

(Priestley 1775: xx)



But from the early eighteenth century onwards, texts notably belonging to the clandestine manuscript tradition do embed the empiricist claim that the source of our ideas is the senses into more detailed accounts of the nerves and the animal spirits, thus disregarding the empiricist stricture against specifying what sort of material substructure enables processes such as the association of ideas. Thus the Dissertation sur la formation du monde (Dissertation on the Formation of the World, 1738), when it discusses thinking matter, insists that if sensations are the source of our ideas, it is because they are ultimately material: if the cause of our ideas is material (e.g. brain traces), and “the effect cannot be essentially superior to the cause producing it,” then “ideas are material” (ch. 7, in Stancati 2001: 127, 130). The Essais sur la recherche de la vérité (Essays on the Search for Truth, dated sometime before 1728), acknowledge that some “mechanical and indeed very plausible explanations of the sense organs” have already been given, but most philosophers have not known how to account for the “action of the sense organs” on a “bodiless entity,” the immaterial soul (pt. 2, in Mori and Mothu 2005: 235). In contrast, the author holds that “the sense organs genuinely act on the animal spirits … pushing them along certain little channels rather than others” (ibid.); the “interrelation” between the various senses “is material or, which amounts to the same thing, is a mechanical action of the sense organs on the animal spirits” (236). Crucially, knowledge about the brain was gradually presented as a legitimate source of knowledge (or knowledge constraint) about the mind. Hence the boundary between “mental” or “cognitive” states and “physical” states was often blurred. Minimally, knowledge of the brain was a constraint on knowledge of the “soul,” and the soul was not independent from the brain. This led to the second of the two tendencies described above – localizing thought to particular features and functions of the brain, not to generic features of matter or the body as a whole. For example, Diderot claimed that “Man’s key characteristics lie in his brain, not in his external constitution” (Elements of Physiology, in Diderot 1975–: XVII, 326) and described the brain as a highly plastic, modifiable entity:


The soft substance of the brain [is] a mass of sensitive and living wax, which can take on all sorts of shapes, losing none of those it received, and ceaselessly receiving new ones which it retains. There is the book. But where is the reader? The reader is the book itself. For it is a sensing, living, speaking book, which communicates by means of sounds and gestures the order of its sensations.

(Ibid.: XVII, 470)



This led to the naturalization of the “soul,” as just that material organ or part of us which thinks:


The soul is just a pointless term of which we have no idea and which a good mind should only use to refer to that part of us which thinks. Given the slightest principle of movement, animate bodies will have everything they need to move, feel, think, repent and in a word, behave in the physical realm as well as the moral realm which depends on it.

(La Mettrie 1748, in 1987: I, 98)



“Soul” for La Mettrie is the locus of mental activity, of which the brain is the physical substrate, not the metaphysical opposite of matter, or something that survives the body after death.21

(3) In conjunction with (1) and (2), in fact guiding and motivating these positions, many philosophers were committed to a synergistic, anti-foundationalist form of philosophical reductionism, both at the explanatory and at the ontological levels. The word “reduction” needs to be tempered by “synergistic” and “anti-foundationalist,” however, insofar as the particular features of the ontology (1) were often populated by particular natural-philosophical and medical-experimental practice, and phenomenology and the analysis of the mental (2) often guided the ontology as well (as described above in (1)). In addition prior materialist traditions (like Epicureanism) or models that could be utilized to organize and present experimentally informed ideas (like Locke’s conjectures, Condillac’s sensationism and even those antithetical to materialism such as Leibniz’s monads) were all part of the ferment. For example Diderot sometimes suggested that “sensitivity or touch is common to all beings” and attributed sensitivity to the molecule, or to matter as a whole, even once identifying Aristotle’s entelechy and Leibniz’s monads with “sensitivity as a general property of matter.”22 So although the end result was reduction, the process was far more open-ended, eclectic and experimental.

Initially reduction was conceived in terms of the familiar scientific revolution program that causality – and by extension causal explanations – should be reduced to efficient causality alone, and final causes rejected. Explanations were accordingly mechanistic (and this endured amongst some thinkers such as d’Holbach, although he tended to incorporate the chemical properties of matter therein). But gradually the focus shifted to the “action and reaction” within living beings, e.g. in the vitalist medicine of the Montpellier School that was influential on authors such as Diderot, in which life and health were understood as depending on a “continuous antagonism of actions” (Ménuret de Chambaud 1765b: 435b). This process of organic chemical transformation was also described as a “circle of action” in the organism, which made it impossible to clearly demarcate causes from effects: “at any time, effects therein become causes, and causes in turn become effects” (La Caze 1755: 68), and it became a dominant non-mechanistic trope, which nicely exemplifies how the synergistic and open-ended nature of reduction became more pronounced with changes in natural history and medicine.

Diderot was exemplary of a non-mechanistic, indeed anti-mechanistic, materialism. That this was a dominant strand in those who took materialism as a positive position runs almost wholly contrary to the common understanding we have of “mechanistic materialism” as expressed classically by Friedrich Engels (Marx and Engels 1982: 278) and repeated in scholarship more generally. It is not that there was no such thing as mechanistic materialism, a term that could profitably describe thinkers such as Hobbes earlier on, and possibly Hartley (although his “Newtonian” vibratory properties of matter went beyond strict mechanism) and d’Holbach. Rather, much of what was novel about materialism in the period pertains to the ways in which it was non-mechanistic: embodied, or vital, without this conversely being at all identical with a more Romantic, anti-scientific attitude (Reill 2005; Kaitaro 2008; Wolfe 2012).

Consider for instance the biomedically and chemically motivated critiques of mechanist explanations from such materialist authors as Bernard Mandeville and Diderot. Mandeville expressed a skeptical attitude towards quantitative approaches in medicine, in his 1711 dialogue Treatise of Hypochondriack and Hysterical Diseases (revised 1730 ed., Mandeville 1711: see 175, 201). He grants that “All Fluids likewise are subject to the laws of Hydrostaticks” (Mandeville 1711: 179), but if we do not know the exact nature of the elements of these entities, calculations are pointless (183). What physicians want to know and they lack is (a) the causes of diseases and (b) the properties (“virtues”) of each remedy in the materia medica (ibid.). A mathematical model in which the dose of the remedy is proportionate to the quantity of blood in the individual is not forthcoming, since temperaments or individual natures as encountered by the physician do not obey such laws (187). Mandeville the physician was deeply aware that individual cases cannot be explained by a uniform mechanism, and his attitude was shared by philosophers inspired by medical practitioners and experimental life scientists such as Abraham Trembley. Trembley’s experiments on the regenerative faculties of worms and freshwater polyps (or hydras) in the early 1740s23 had immediate implications for the border between animal and plant kingdoms, traditional theories of generation, but also, in metaphysical terms, for the relation between body and soul and, in the eyes of observers such as Diderot, for the vision of the self-organizing potentialities of matter (which he extended speculatively, having characters in D’Alembert’s Dream imagine the possibility of “human polyps on Jupiter or Saturn!”; Diderot 1975–: XVII, 125).

Correspondingly, matter was not a metaphysical extensa to be assumed in theory, but instead open to experimental investigation into the particular properties of distinct types of living matter – the plasticity of the cerebellum or the regenerative properties of Trembley’s polyp or in Mandeville’s case, the particular illnesses of patients and their relation to individual constitutions – all of which served as evidence of the sorts of properties and powers possessed by matter. Diderot – whose matter theory centered on epigenetic, living, sensing, self-transforming matter – stated this point as a chemically motivated critique of mathematical abstraction, in his 1770 Principes philosophiques sur la matière et le mouvement:


You can practice geometry and metaphysics as much as you like; but I, who am a physicist and a chemist, who takes bodies in nature and not in my mind, I see them as existing, various, bearing properties and actions, as agitated in the universe as they are in the laboratory where if a spark is in the proximity of three combined molecules of saltpeter, carbon and sulfur, a necessary explosion will ensue.

(Diderot 1975–: XVII, 34)



More broadly, he opposed the novelty and conceptual significance of the life sciences to what he (incorrectly) judged to be the historical stagnation of mathematics, here in his Pensées sur l’interprétation de la nature:


We are on the verge of a great revolution in the sciences. Given the taste people seem to have for morals, belles-lettres, the history of nature and experimental physics, I dare say that before a hundred years, there will not be more than three great geometricians remaining in Europe. The science will stop short where the Bernoullis, the Eulers, the Maupertuis, the Clairaut, the Fontaines and the D’Alemberts will have left it. … We will not go beyond.

(Diderot 1753: §4, in 1975–: IX, 30–31)



There are echoes here of Buffon’s criticism, in the first discourse of his Histoire naturelle (1749), of our “over-reliance on mathematical sciences.” Buffon, himself a trained mathematician before he moved into natural history, felt that mathematical truths were merely “definitional” and “demonstrative,” and thereby “abstract, intellectual and arbitrary,” “just abstractions of the mind with no reality” (Buffon 1749: I, 53).

What is notable in this attitude is the effort to conceptualize a new ontology for the emerging life sciences as part and parcel of the reduction. This was very different from both the mechanistic models of Life and the “animist” appeals to the soul as an explanatory or even genuine ontological principle (as in Georg-Ernest Stahl) in the late seventeenth and early eighteenth centuries, which either failed to account for specifically living, goal-directed features of organisms, or accounted for them in supernaturalistic terms. What I described above as reductionism with an embodied focus is also apparent here in the anti-mechanistic, anti-mathematical attempt to provide a successful reductionist model of explanation relying on natural history. Thinking matter in the French context was more likely to be embodied, living matter (Yolton 1991: 194), possessed of cognitive properties; it was a form of materialism frequently nourished by vitalist medical arguments, and conversely, some proclamations of vitalist physicians in the period (notably Bordeu, Ménuret and Fouquet) have an unmistakably materialist content. Consequently, claims such as “Materialists make the ultimate principles matter and motion; vitalists, the soul or an irreducible life force” (Wellman 2003) should be taken with a few grains of salt.

There were a whole range of positions in between an extreme vitalism – in which the material substrate is indifferent to the claims about a vital force or anima – and an extreme materialism – in which the properties of the components exhaustively explain the properties of the whole. In the shared medical and natural-philosophical culture, agreements along these lines were far more important than ideological differences. The main explanatory target of materialism was biological reality; the materialist project was inseparably linked to the project of natural history and the experimental and eclectic attitude of the practitioners of materialist explanation made for many combinations of doctrines. Concepts such as the “circle of action” mentioned above, even if they were motivated by empirical practice (namely, the conviction that causal relations within a living organism could not be grasped strictly in accordance with mechanistic causality), were also rather vague (or alternatively flexible) by our contemporary standards. This was also the case with statements of reduction, such as this one from the eminent Dutch physician and professor of medicine Herman Boerhaave, who was both La Mettrie and Albrecht von Haller’s teacher:


If our knowledge of the structure of the organs were exact, if the perceptible nature of the humors was thoroughly known, mechanics would show that various phenomena presented as mysterious and as a source of wonder, in fact derive from simple principles.

(Boerhaave 1703: 109)



That Boerhaave was more open-ended and vague than a twentieth-century physicalist is unsurprising though, given an intellectual context that lacks an idea of theory reduction, or any sense that the “explanatory adequacy of physics” should be the foundation on which materialism should build “its superstructure of ontological and cosmological doctrines” (Lewis 1966: 105). Although this should not be overstated, it points to a virtue of these theories: they drew on working experimental concepts and situated their arguments within experimental contexts, not solely within a theoretical account of how exemplary science works.

That said, d’Holbach was closer to this twentieth-century ideal of physicalism than most other thinkers of his century. In typically plain language, d’Holbach asserted that “there are only physical causes; moral causes [by which he means mental, affective, cognitive causes – CW] are physical causes which we have failed to understand” (d’Holbach 1770: I, ch. 1, 38, 40); “if we consult our experience, we will find that our minds are subject to the same physical laws as material bodies” (ibid.: I, ch. 11, 220). But such ontological uniformity would prove to be too crude for philosophers like Diderot to account for specific mental properties – here we can see how there was a reciprocal relation between (2) and (3) in addition – and would require more specific explanations, drawing on particular features of bodies and explanations particular to the life sciences. One implication of this tension between more physicalist and less experimental, and more experimental and organicist forms of reductionism was that unlike its later versions, materialism here is often an irreducibly embodied project, whether in Boerhaave’s sense that the mysteries of the body should be reductively explained in terms of organs and humors, or in the more familiar philosophical sense that the soul or mind should be accounted for in terms of the body or whole organism, as in La Mettrie’s description of the soul as “just that part of us which thinks” (La Mettrie 1748, in 1987: I, 98).

One should not understate, though, how speculative the use of experimental evidence and natural philosophy was, and how interested materialists were in turning it to surprising purposes; they were indeed often as motivated by the radical ends that the concepts gave rise to as by any empirical evidence. A case in point is the appeal to epigenesis in the evolving matter theory of the period. Consider Collins’s usage of the epigenetic theory as a way to challenge the idea of an immaterial, immortal soul:


That the Matter of which an Egg consists, doth intirely constitute the young one, and that the Action of Sensation began under a particular Disposition of the Parts by Motion, without the Addition of an Immaterial and Immortal Soul, as the Powers of Vegetation, Gravitation, of producing the Sensation of Heat, Cold, Red, Blue, Yellow, are performed without the Addition of an Immaterial and Immortal Soul.24



This could be seen as contentious, and empirically is based on nothing more than the observation of an egg, but it is a neat instance of a materialist thinker’s moving from an empirical claim, itself connected to shifts in theories of generation (here, epigenesis) to the deflation of any hypothesis concerning immaterial souls – and potentially, to a monist metaphysics of living matter.

Consequently it should be strongly stressed that materialism was not anti-metaphysical, but rather anti-foundationalist. And at least some of its advocates selfconsciously made use of highly speculative concepts (or appropriations of purportedly empirical evidence), from epigenesis and spontaneous generation to the polyp, monstrous births and other illustrations of a kind of Lucretian chaos at the heart of biological life, which were sometimes connected to metaphysics, as in the above case of the “modern Spinozists” described in Diderot’s Encyclopédie article “Spinosiste.” Although this is an idiosyncratic invocation of Spinoza, it is in keeping both with the way in which materialists took over and altered older concepts which might not seem amenable to materialism (or were positively hostile) and the partially speculative nature of the enterprise.

Discussions of epigenesis often connected apparently empirically based accounts of the self-organization of matter with a concept, epigenesis, which was in fact less a biological theory than a part of a revised metaphysics of matter. If Cudworth and Bentley had feared the idea that matter could think, by the mid-eighteenth century the fear is primarily directed towards living, self-subsisting, self-organizing matter. Kant, in the 1786 Metaphysische Anfangsgründe der Naturwissenschaft (Metaphysical Foundations of Natural Science), and subsequently, argued at length against this view, which he called hylozoism, and sought to eliminate its possibility from our concepts of nature; he viewed it as “the death of all philosophy of nature.”25

A passage from Diderot’s D’Alembert’s Dream makes evident how speculative (as well as potentially radical) such concepts were:


Do you see this egg? With this you can overthrow all the schools of theology, all the churches of the world. What is this egg? An unsensing mass, prior to the introduction of the seed [germe]; and after the seed has been introduced, what is it then? Still an unsensing mass, for the seed itself is merely an inert, crude fluid. How will this mass develop into a different [level of] organisation, to sensitivity and life? By means of heat. And what will produce the heat? Motion.

(Diderot 1975–: XVII, 103–4)



The attack on theology is a familiar materialist motif, but what is more unusual here is the expansion of the concept of matter to include, not just sensitivity, thought and life, but self-organization, to the extent that it can fully account for the emergence of genuine individuals. This was meant as a challenge to all and any orthodoxy. The dumbest matter has the power of self-organization and can give rise to all complexities of mind without recourse to external authority, as Kant feared.

This autopoietic character of matter in much of the period’s discussions was often missed by the Romantics, who ironically shared Engels’s later vision of “mechanistic materialism” as a bugbear. Consider Goethe’s reaction to d’Holbach’s System of Nature:


I recollect particularly the Système de la Nature, which we laid hold of with curiosity. We could not understand how such a book could be dangerous. It seemed to us so gloomy, so Cimmerian, so deathly [so grau, so cimmerisch, so totenhaft], that we could hardly endure its presence, and shuddered before it as before an apparition. … But how vacant and desolate our souls grew in this sad atheistic twilight [tristen atheistischen Halbnacht]! – in which the earth vanished with all its forms of beauty, and the heaven with all its stars. Only matter remained, moved from eternity hither and thither, right and left, with no other power, on all sides producing the endless phenomena of existence.

(Poetry and Truth XI, in Goethe 1887–1919: 69–70)



Goethe is describing a reaction that was also common in Coleridge and other authors who were deeply invested in the philosophy of nature: that materialism was a dehumanizing form of reduction that stripped Nature of life and meaning (a criticism also reminiscent of the more recent charge that materialism is “disastrous” when applied to the inner life; Hill 1968). Goethe missed the point that the stress on living, self-organized matter and the criticisms of mechanism in French materialism (and differently, in Collins and others) were meant to supersede the dichotomy of inert matter/active thought.

Similarly Diderot’s epigenetic point was not strictly that a commitment to understanding biology entails atheism, again as many of the critics had it, but rather an anti-essentialism. d’Holbach clearly granted that he did not know the origin of our species: “From whence comes man? From which initial origin? Was the first man the effect of a random encounter of atoms? … I know not. I would have no better an answer to the question, from whence came the first stones, the first trees, the first lions, the first elephants, the first ants, the first acorns?” (d’Holbach 1772: I, §42). It was rather a commitment to anti-foundationalism which Diderot saw as underlined and furthered by the open-ended investigation of matter which showed its potentially endless self-organizing properties. Goethe was correct that the materialist rejected the foundational character of mind (as in Cudworth’s conviction that mind is “senior to the world”; Cudworth 1678: bk. 1, ch. 4, 729, 736–37; bk. 1, ch. 5, 853), but the materialist also rejected ultimate knowledge of essences (à la Locke), or of the beginning of the universe, and of the ultimate nature of matter. As the Dissertation on the Formation of the World put it, “isn’t it in vain that we seek to define the original form of matter?” (ch. 2, in Stancati 2001: 96). A variety of texts, from Meslier’s Mémoire (written in the 1720s but unknown until a generation later) to the Encyclopédie article “Matière,” speak out against “first principles.” Émile Littré commented in his nineteenth-century medical dictionary that ancient materialism was a metaphysics which sought to explain the origin of the world, whereas modern materialism forgoes any speculation on the nature or origin of matter (Littré and Robin 1863: 908), although as we have seen in Toland, Deschamps or Diderot this did not imply an aversion to speculation or metaphysics. Yet it was definitely anti-foundationalist.

There were other notable doctrines in this deliberately eclectic combination (which was often directed against the systems of the previous century). It was known to be “a fundamental principle for this kind of philosophers [sc. materialists, CW] that animals are barely different from humans” (Chaumeix 1758–59: I, 200). Building on suggestions made earlier by Spinoza and Hume (that animals can feel, and then by extension, that their cognitive states differ from ours only by degree), and stimulated also by anatomical and anthropological observations on “orang-utans” (the catch-all eighteenth-century term for primates), materialists such as La Mettrie asserted that “from animals to man, the transition is not violent” (La Mettrie 1748, in 1987: I, 78). La Mettrie represented a characteristically extreme form of this view when he claimed that an operation on an orang-utan’s larynx would allow it to go to school with human children and developmentally progress as they do. Others who accepted that the difference between animals and humans was for the most part one of degree, not of kind, were more skeptical. Some seventy years prior to La Mettrie’s reflections on speaking apes, in a 1674 report to the Académie des sciences, Fontenelle had already commented on a proverb he attributed to tribal peoples (“monkeys could speak if they wanted to”), that this might be true, but if “monkeys do not articulate sounds and establish a language amongst themselves,” it is not (as La Mettrie was to suggest later on) “due to a defect in their organs” but rather “because they are deficient in intellect [esprit]” (cited in Boullier 1737: II, 213n).

Conclusion

Materialism spanned several conflicting positions, sometimes in the same author: (i) a robust naturalistic project to identify (rather than locate, localization being more specific to nineteenth-century neuroscience) mental functions with particular bodily and/or cerebral organs or organ systems, which was sometimes presented as a more experimentally founded outgrowth of empiricist investigations into the origins of knowledge in sensation; (ii) a speculative, sometimes programmatic attempt to go beyond the limitations of mechanistic empirical science, itself building on the transformations in matter theory, physics, medicine, etc. (as in the above example of the integration of Spinozism and epigenesis); and (iii) a more skeptical project to demystify metaphysical systems, insisting on the finite and provisional character of our knowledge, even if its extension of empiricism and exploration of hedonistic ethics also led to its anti-skeptical descriptions of our relation as living agents to the physical world surrounding us.

As noted, materialism was not necessarily committed to one particular definition of matter – if it had been, it would then be much easier to refute, notably with appeals to further developments in physics. Indeed, the way in which materialism was more speculative, or conversely more skeptical than what we might imagine as the philosophical facilitator for scientific progress, goes well with its radicalism – which was sometimes presented as flowing from a materialist metaphysics, sometimes not (from the Deist-type desire to reform religion and metaphysics [Collins, Toland], projects for social reform [Meslier and Helvétius, d’Holbach and Priestley] to attacks on the sanctity of norms and values [La Mettrie]).

But the more surprising implication is (iv) that the relation of materialism to experimental science is less self-evident than we might expect. While some scholars, going back to Lange, view materialism as re-emerging due to Renaissance interest in science, it was at least as much a partial product of the revived interest in Greek texts, as concerned with religion and ethics as it was with “science” and the attendant problems of the latter disciplines (Mijuskovic 1974: 13n). Materialism in this period was an emancipatory project, at least as far back as the Treatise of the Three Impostors – and this is a crucial difference from later forms of the doctrine, which tend to either just reduce to scientism (in the nineteenth century) or focus on metaphysical rather than ethical, social and political issues (in the twentieth century).

Indeed, contrary to the forms of materialism we encounter in the nineteenth and twentieth centuries, materialism here does not view its role as being a handmaiden or underlabourer of science. That would amount to “passing [one’s] life observing insects” (La Mettrie, L’Homme-plante, in 1987: I, 300). One can also see this in the speculative character of many of the life science examples (epigenesis, not to mention spontaneous generation), sometimes for want of experimental evidence. As Jacques Chouillet noted, “if we say that materialism is a useful hypothesis, notably in biology, where it leads to better results than the reverse hypothesis, that is fine”; if on the contrary, we say that, e.g. Diderot’s materialism is experimentally proven, or based on the experimental method, “we run into grave objections: neither the shift from inert to active sensitivity, nor spontaneous generation belong to the experimental method” (Chouillet 1984: 52–53).
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Notes



  1 All translations are my own unless otherwise indicated.

  2 This claim may seem overstated given the existence of earlier forms of naturalism such as Averroism. I am using “naturalism,” though, in the restricted sense above, with a frequently medical emphasis, as we shall see; this is different from earlier monistic arguments that the world or the universe are wholly natural, as in Epicurus, Lucretius and Spinoza, although these were common to eighteenth-century materialist discussions as well.

  3 Bloch 1995 is the basic source here, to which one can add Benítez 1998: 355 (where he signals an earlier usage of the term in French, in Friedrich Spanheim’s 1676 L’Impie convaincu). In 1698, the royal police discovered at the home of one Bernard de Fourcroy an anonymous manuscript entitled La croyance des matérialistes (The Creed of the Materialists, Adam 1967: 34).

  4 See Bloch’s classic 1978 paper “Sur les premières apparitions du mot ‘matérialiste,’” reprinted in Bloch 1998.

  5 The chapter on Locke had circulated in clandestine form separately, under the title “Lettre sur Locke” or “Lettre sur l’âme,” from 1728 onwards.

  6 Des Maizeaux 1720: I, 241–350; Collins’s text was retranslated by the blind philosopher Pierre Lefèvre de Beauvray under the title Paradoxes métaphysiques sur le principe des actions humaines (at “Eleutheropolis,” 1754), with additional annotations defending materialism and determinism.

  7 See Thiel and Wunderlich’s recent work, notably in Klemme et al.’s (2013) edited volume.

  8 The belief that Christians are truly dead until the bodily resurrection. As Mandeville put it, “Nor is it clashing with Christianity to affirm … that Man is wholly mortal…. The Resurrection of the same person … must necessarily include the Restitution of Consciousness” (Mandeville 1711: 51).

  9 Something Descartes does not say, but which sounds like a radicalization of various passages in Le monde (esp. chs. 6–7). Authors including Formey, Voltaire, Maupertuis and Kant credit it to Descartes. Diderot cites the formulation in the article “Chaos” (Encyclopédie III, Diderot and D’Alembert 1751–80: 158b), and d’Holbach gives variations on it in the System of Nature (the first chapter of which is an extended commentary on the theme).

10 Gassendi, Syntagma philosophicum II: Physica, §I, iv, 8, in Gassendi 1658: I, 337a.

11 One indication: Diderot’s 1769 experimental philosophical dialogue D’Alembert’s Dream, which he valued highest of his works together with an essay on probabilities, was first entitled Democritus’s Dream (Naigeon 1821: 213).

12 We do encounter actual Spinozists in the less-known corners of this century, e.g. figures such as the radical Benedictine monk Dom Deschamps, who authored a then-unpublished treatise of Spinozist metaphysics in the 1760s, centering on “the Whole” and its relations which he presented to (a rather startled) Diderot on one visit. Deschamps criticized anti-metaphysical materialists of his day such as d’Holbach as grasping the “branches” of the system of nature, not its “roots” (Deschamps 1993: 166, 83–84).

13 See (with some reservations) the essays on this topic in Belaval 1976.

14 Toland assures the reader that it is the all-powerful God himself who, in his perfection, created matter as active (and not merely extended) (Toland 1704: 234–35).

15 Vogt 1847: XIII, 323 (a lecture from 1845); the original formulation is actually from Cabanis 1802: 151 (the lectures forming the basis of the latter publication were given in the late 1790s).

16 Newton to Bentley, 25 February 1693, letter 3 in Newton 1756: 25, also in 1958: 302. He adds that “Gravity must be caused by an Agent acting constantly according to certain Laws; but whether this Agent be material or immaterial, I have left to the Consideration of my Readers.” (For a more detailed treatment of Newton and Newtonianism in this context see Schliesser, Chapter 2 of this volume.)

17 Collins, in Clarke 1738: III, 770 (this controverts Clarke, letter to Dodwell, in Clarke 1738: III, 759). For further discussion on the divisibility of matter here, see Holden 2004: esp. 120–21.

18 Neither Locke nor Condillac have a vision of the mind as inherently passive as is sometimes claimed of empiricism (see Taylor 1964: 92).

19 Hartley’s way of “fleshing out” Lockean associationism influenced, through Priestley, figures such as Erasmus Darwin (the grandfather of Charles), who wrote in his philosophico-naturalist poem The Temple of Nature (1803) that “in thick swarms Associations spring / Thoughts join to thoughts, to motions motions cling” (canto 1,ll. 276–77, in Darwin 1803: 25).

20 The Encyclopédie combined (1) and (2) and defined materialists as “those who argue that the human soul is composed of matter” (Anon., “Matérialistes,” 1765, in Diderot and D’Alembert 1751–80: X, 188). The entry on “Materialists (Atheists)” in the revolutionary-era Encyclopédie méthodique distinguished between variants of (1) and (2), but observed that they are often collapsed: “materialists argue either that man’s soul is matter, or that matter is eternal and is God; or that God is just a universal soul distributed throughout matter which moves and arranges it, either to produce beings or to create the various arrangements we see throughout the universe” (Naigeon 1794: III, 208).

21 The reduction of “soul” to a psychological definition here prefigures Bonnet’s reworking of the concept in his 1755 Essai de psychologie (subtitled Considerations on the Operations of the Soul) and his 1760 Essai analytique sur les facultés de l’âme; Bonnet ends up using âme and esprit interchangeably. For more on the shift from “soul” to “mind” overall, see Ahnert in Chapter 12 of this volume; the extent to which this process is strictly one of naturalization remains open to discussion.

22 Éléments de physiologie, in Diderot 1975–: XVII, 308; “Leibnitzianisme,” 1765, in Diderot and D’Alembert 1751–80: IX, 371.

23 Trembley, Bonnet (who was his cousin) and the prominent naturalist Réaumur conducted such experiments notably by cutting the polyp into sections lengthwise, revealing the creature’s remarkable regenerative features. One major motivation for the experiments was the nature of the polyp: animal or plant? Trembley determined that the polyp moved like an animal, yet upon dissection regenerated into a wholly new body, like a plant. Réaumur was excited by the results and immediately announced them to the Paris Académie des sciences. By the time Trembley’s discoveries appeared in print in the Philosophical Transactions of the Royal Society, most of the scientific community was already familiar with them, and they were replicated on other organisms. Scientific support and wide confirmation of his results led to Trembley’s election to the Royal Society in 1743, with full publication in Trembley 1744.

24 Collins, Reply to Mr Clarke’s Defence of his Letter to Mr Dodwell, in Clarke 1738: III, 768.

25 Metaphysische Anfangsgr ünde III.3, in Kant 1786: Ak IV, 544. Prior to the first Critique, in a 1773 letter to Marcus Herz, Kant already insisted that in his anthropology lectures he would avoid “eternally futile inquiries as to the manner in which bodily organs are connected with thought” (Ak X, 145, discussed in Huneman 2008: ch. 6), as opposed to what he would call pragmatic anthropology
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IMMATERIALISM

Jasper Reid

 

 

The term “immaterialism” was introduced by George Berkeley in the third of his Three Dialogues (1713), to designate his own opinion that there was no such thing as material substance, and that bodies were not to be understood in terms of qualities that inhered in an independent, unthinking substratum, but rather as collections of mind-dependent ideas. The term “idealism” would subsequently come to be used for positions of this kind, especially among German philosophers, first introduced by Christian Wolff in 1721 and first applied to Berkeley’s own position by Christoph Matthaeus Pfaff in 1725 (Bracken 1965: 19–21). Both terms are ambiguous–witness the case of Joseph Berington’s “immaterialism” below–but “idealism” has been used over the centuries to designate a far wider range of theories than “immaterialism,” and it is the latter term that I shall use here. Now, whereas the history of most philosophical positions can be traced back almost as far as the discipline itself, immaterialism is unusual in that its birth can be pinpointed to a precise moment in time, in the first decade of the eighteenth century. There are, it is true, a few candidates for earlier precursors; but they really are very few indeed.

In a well-known 1982 article, Myles Burnyeat argued not only that immaterialism was not endorsed in (Western) antiquity but that, for philosophical reasons, it could not have been (Burnyeat 1982: 3–4). Admittedly, it has been pointed out that Burnyeat’s thesis might not be entirely correct, at least if one allows “antiquity” to extend as far forward as the fourth century AD. Two of the Cappadocian Fathers, the brothers Gregory of Nyssa and Basil of Caesarea, did develop between them a position that was, on the face of it, not a million miles from Berkeley’s (see Sorabji 1988: ch. 4). Gregory argued that there was nothing more to a body than color, resistance, quantity and other such properties–take these away, he claimed, and the whole idea of the body would thereby be dissolved. But, as he also claimed, these properties were intelligible “thinkables,” whose reality was only properly to be found in an intellectual being. His goal was to explain how it should be possible for an incorporeal God to produce bodies, and this was his solution: “what trouble can it be to such a thinking agent to produce the thinkables whose mutual combination generates for us the substance of that body?” (Gregory of Nyssa 1994: 458; see also 414). Basil also seems to have fallen in line with his brother’s opinion (see Basil of Caesarea 1996: 56); and somewhat similar moves recur in the ninth century, in the works of John Scotus Eriugena (see Moran 1999 and 2006), who had in fact translated and been directly influenced by these Cappadocians.

There is room, however, to contest even these candidates for immaterialist status (see, for instance, Hibbs 2005); and, besides these exceptional cases, philosophers of antiquity and the Middle Ages simply did not propose anything comparable to Berkeley’s theory. Sir William Hamilton, writing in the nineteenth century, suggested that some of the medieval schoolmen might actually have been willing to embrace immaterialism, had they not faced an insurmountable theological obstacle in the doctrine of tran-substantiation (Hamilton 1839: 196–98). Hamilton’s suggestion has occasionally been taken up since (see Muirhead 1931: 107; Brown 1997: 200), and there might be something to it. It is certainly hard to see how one can make sense of a transfer of the substance of the body of Christ without its sensible qualities, if one opts simply to identify that body with that very bundle of qualities. It is also worth just noting that, when the more unambiguous immaterialists of the eighteenth century did begin to appear, they were mostly if not exclusively Protestants. Indeed, one of them, Arthur Collier, went so far as to present it as one of the most important benefits of his doctrine, that it provided the sort of conceptual apparatus that would enable him fully to refute the doctrine of the real presence (Collier 1713: 95–96).

Before we properly begin to examine Berkeley, Collier and other eighteenth-century immaterialists, however, it is worth saying a few words about certain seventeenth-century currents that might also, though in different ways, be thought to have some affinities with immaterialism–in order to distinguish these from the doctrine that really concerns us. First, there were several authors in that century who (drawing on much older traditions) did deny the existence of material substance if that was understood to mean something wholly passive and dead, preferring instead to characterize the created world as a smooth continuum of more or less spiritual beings. The notion that some rudimentary form of life and even perception might be attributable to absolutely every real being can be found in such authors as Tommaso Campanella, Francis Glisson, Margaret Cavendish, Henry More, Francis Mercury van Helmont and Anne Conway. Campanella might not have attributed the same kind of life and perception to (what we would ordinarily regard as) inanimate things as he attributed to higher spirits–their perception was as inferior to the sensation of an animal as this was in turn to the intellection of an angel–but he did nevertheless insist that absolutely everything was indeed endowed with life and perception of some kind or other (Bonansea 1969: 156–61). For Glisson, one of the century’s leading anatomists, it was his medical research and his dissatisfaction with the explanatory power of a sharp Cartesian dualism of mind and body that led him to the conclusion that the bodies themselves were equipped with the faculties of perception, appetition and self-motion (Henry 1987). As for Cavendish and More, they both rejected (what they took to be) another Cartesian position: that motion could literally pass out of one body and enter another in a mechanical impact. Instead, they preferred to say that one body could merely “occasion” (Cavendish) or “remind” (More) another body to stir itself into motion by drawing on its own vital resources. This power of self-motion, from their point of view, demonstrated that “there is life and knowledge in all parts of nature” (Cavendish 1664: 98–99), or that “all that is called ‘body’ is really a stupefied and sottish life” (More, in Descartes 1964–76: AT V, 383). In a like manner, van Helmont and Conway would also maintain that spirit and body were interconvertible, being merely two levels in a smooth and continuous hierarchy of reality. Van Helmont called the basic units in this monistic continuum “monads,” and he held that, even in their most degraded and corporeal state, “every Body is in some degree or measure Animal and Spiritual, i.e. hath Life, Sense and Knowledge; or at leastwise capable of those Attributes” (Helmont 1693: 12). Although corporeal monads might, again, not get to enjoy the same kind of sense perception as the more eminently spiritual ones, “yet some such like thing, and what is Analogous thereunto, even the Scriptures do ascribe to them” (Helmont 1677: 17; on the overall system of van Helmont, which Conway largely shared, see Coudert 1999). Completely “dead matter,” as Conway put it, “is completely non-being, a vain fiction and Chimera, and an impossible thing” (Conway 1690: 46; on Conway’s system, also see Hutton 2004). It should be noted that More’s position did shift over the course of his career, from a denial of dead matter in the 1640s to a direct and explicit refutation (in his Fundamenta philosophiae, 1675) of that very denial as it had by then come to be developed in the work of van Helmont and Conway.

Now, van Helmont’s position in particular is an important one, given the influence that it appears to have had on the development of the far better-known monadology that one finds in Leibniz (see Coudert 1995). For Leibniz, as for van Helmont, absolutely everything was in some sense alive, endowed with appetition as an intrinsic principle of internal change. Moreover, Leibniz endowed all things with perception, an internal representation of the entire universe. In these respects, Leibniz and his hylozoist forebears (as Ralph Cudworth dubbed those who made some form of life intrinsic to all bodies; see chapter 3 of Cudworth 1678) might be regarded as having embraced a certain kind of immaterialism. If matter is being understood (as it had often been defined) as an essentially dead and wholly passive thing, then these authors countenanced no such thing. But what should be appreciated is that these theories were quite unlike the sort of immaterialism that one finds in Berkeley. Berkeley and the other eighteenth-century immaterialists most certainly did countenance a world of wholly passive bodies, as those seventeenth-century vitalists did not: what he denied was their mind-independent substantiality. Where the seventeenth-century gradual monists had sought to turn bodies into perceivers, at least in some minimal sense, the eighteenth-century immaterialists sought to turn them into the dependent objects of perception. Far from treating body as merely a lowlier, more attenuated form of spirit, Berkeley and the others retained a very sharp division indeed between the two categories, in order to explain how the existence of the former was underpinned by the perception of the latter.

There is, however, a different respect in which Leibniz might be regarded as sharing some common ground with Berkeley and the other immaterialists. After all, the matter/ spirit distinction had been drawn up in several different ways by different authors, and to define it as a contrast between passive, dead stuff and active, vital principles was, if anything, rather old-fashioned. What about the Cartesian distinction between res extens a and res cogitans? Descartes, for his part, was about as staunch a dualist as they come. As for those seventeenth-century gradual monists, they would often tend to muddy the waters in both directions, not only ascribing some minimal form of perception to bodies, but also ascribing extension to more eminently spiritual beings. Leibniz, however, was rather closer to Berkeley on this point. For Leibniz as for Berkeley, extension was only properly to be found within the realm of perception. In itself, a Leibnizian monad was wholly devoid of extension: had it been genuinely extended, he felt, there would have been no way to preserve it from divisibility; but monads were defined by their indivisible simplicity. Extension, for Leibniz, was phenomenal, merely a matter of the way the universe of monads appeared in the perception of any given one. Admittedly, this phenomenon was at least a “well-founded” one. Even if the perception did not reflect the way things truly were in themselves, Leibniz did nevertheless regard it as a perception of things that continued to maintain their own substantial reality, quite independently of their being thus perceived. Moreover, much as every monad might have possessed its own perception, Leibniz understood “perception” very differently from how Berkeley understood that term. For Berkeley, perception was a matter of conscious awareness. For Leibniz, although some monads did possess consciousness (“apperception”), and thereby rose to the level of “souls,” most of them did not. In Berkeley’s terms, Leibnizian bare monads were not really to be regarded as perceivers at all. And, given that their existence was also supposed to be independent of (or at least prior to) their being perceived, Berkeley simply had no place for them in his ontology.1

Later on, in the 1770s, an English author, Joseph Berington would adopt something very close to the Leibnizian scheme, and his version does merit a brief mention, if for no other reason than that he did actually call it an “immaterialist” system. In his Immaterialism Delineated (1779), a reply to the materialism of Joseph Priestley (see Wolfe, Chapter 3, and Harris, Chapter 13, in this volume)–itself a rather hylozoic system, as it happens–Berington began by proposing that the term “body” should be allowed to designate any being with a finite power to produce sensations in us (Berington 1779: 25–28). But, crucially, he maintained that extension as such was merely one of these sensations, on a par with ideas of the supposed secondary qualities such as color, and that it could bear no more resemblance to anything outside our minds than those other sensations did (Berington 1779: 87–93). Berington noted that Berkeley’s “ideal system” was “nearly coincident with what I have just advanced.” But the difference, as he saw it, was that Berkeley, believing that body ought to be understood as a wholly inert substance, had rejected it from his ontology altogether, because he correctly recognized–as Malebranche had failed to see (see below)–that a God who did nothing in vain could have had no reason to create such a useless medium, given that he was perfectly capable of directly producing all the same ideal effects in our minds without it (Berington 1779: 28–32). Elsewhere, Berington cited Leibniz with approval, and he adopted the characteristically Leibnizian terminology of “monads” and “phenomena” (Berington 1779: 52, 154, 179, and passim). His own opinion was that the true elements of bodies–the monads–were not inert after all, but were endowed with active powers. Indeed, although most of them were unconscious, they were nevertheless not categorically different from our own conscious minds. Aggregates of these monads would collectively operate to give us phenomenal sensations of extension, and hence we would regard those aggregates as material: but individually, since they were both active and intrinsically unextended, the monads themselves would turn out to be immaterial.


It is evident, my ideas greatly tend to establish a general system of Immaterialism. For, to my mind, all that is real, all that is positive in matter, is simple and indivisible: composition is but its relative essence. The simple elements which unite to form that complex substance, matter, are themselves, as has been seen, intrinsically immaterial: they constitute matter, but are not matter itself: so, intrinsically they are not either solid, or hard, or extended, which appearances however, they are calculated to exhibit. … I may be allowed to say what the relative nature of bodies is, because I may speak from my own perceptions; and in this sense the external world is certainly material. The superior Being will not speak the same language.

(Berington 1779: 143–44)



Again, someone like Berkeley would no doubt have regarded these unconscious, active, unextended, simple elements of bodies as wholly unintelligible and spurious abstractions. But what the case of Berington, together with that of Leibniz himself, goes to show is how just finely nuanced the issues can become in this area. Berington’s position was certainly not the same as Berkeley’s: but he was surely correct to say that it was similar, and it would be going much too far for us to suggest that it somehow failed to earn the “immaterialist” title that he himself chose to give it.

Before we arrive properly at Berkeley himself, and returning to the late seventeenth century, one more author is worth just a few words. This was a decidedly obscure Parisian doctor by the name of Jean (or sometimes “Claude”) Brunet. In a 1686 article, Brunet did indeed claim that corporeal objects only had reality in the mind, as various combinations of particular sensations of color, warmth, shape and other such qualities. Thus far, he certainly did have the character of an immaterialist in the full Berkeleyan sense. But Brunet did not stop there. His chief concern was not to explain the mind-dependent existence of bodies, but rather to suggest that it was upon his mind that the whole universe depended, not just bodies but everything: Brunet was a solipsist (McCracken and Tipton 2000: 70–75; Robinson 1913). It was not until the eighteenth century that authors would begin to appear who, while making corporeal reality their primary focus, sought to resolve that corporeal realm entirely into the ideas of perceiving minds. But, after the philosophical world had had to wait many centuries for somebody willing to execute such a maneuver, the remarkable thing is that three suddenly came along at once: Berkeley, Collier and Jonathan Edwards.

The most famous among these immaterialists was, of course, George Berkeley, the originator of the word itself. (For a discussion of Berkeley’s theory of perception see Falkenstein, Part I, Chapter 14 in this volume.) Berkeley hit upon his new theory remarkably early in life, the basic outline being firmly in place by about 1708, as the Philosophical Commentaries, the extant notebooks from his salad days at Trinity College Dublin, make clear. The dominant figure who overshadows these notebooks, and the published works that followed them, is John Locke. In the Philosophical Commentaries, we get to watch as Berkeley makes his way, fairly sequentially, through Locke’s Essay concerning Human Understanding, noting down his thoughts about those theses he found cause to question. Berkeley clearly had a tremendous respect for Locke: but, feeling that Locke had erred on certain fundamental points, Berkeley sought to push Locke’s general philosophical approach further than its author had himself been willing to push it.

In the case of body, Locke had followed Boyle and other corpuscularians in drawing a distinction between primary and secondary qualities. He argued that our ideas of the latter–colors, sounds, flavors, etc.–could not properly be regarded as resembling anything in a material object. Among other arguments, he observed that one and the same body could produce contrary ideas of secondary qualities according to the alterations in the state of the observer alone. The same basin of water, for instance, might feel warm to one hand, while cold to another; but surely the same water could not resemble both of these simple ideas at once, given how dissimilar they were from one another; and yet neither of them seemed to have any greater claim than the other to reveal the true, intrinsic nature of the water; hence, Locke concluded, neither of them could do so. By contrast, Locke was satisfied that our ideas of primary qualities–the mechanical properties that Descartes had called “modes of extension,” such as size, shape and motion–did reveal the way that bodies really were in themselves. Here, he felt, the same sort of relativity was not to be discovered. A single body, he wrote, would not feel square to one hand and round to the other. (Locke 1689: 2.8.21).

Secondary qualities, insofar as they subsisted in bodies merely as powers to produce certain ideas in perceiving minds, would rest upon the primary qualities of the bodies’ microscopic parts. But then Locke felt that these primary qualities would themselves need something even more fundamental upon which to rest. Qualities, or “accidents” in general, did not seem to be the sorts of things that could just float freely. It seemed that something else was required, to do the job of upholding them in existence, and, indeed, of uniting several different qualities to make them all various qualities of the same thing. It was thoughts such as these, Locke contended, that had led philosophers– or people in general–to postulate a material substance, to stand as the ultimate foundation of the whole set of an object’s qualities together. But the trouble was that material substance as such could never be perceived. Locke’s epistemology was entirely grounded in experience, which, in the corporeal case, would mean sensual experience. But the senses could only ever give us ideas of the qualities of things, and never of the substratum that allegedly underlay them all. Locke felt that, even if it was possible to achieve a confused and obscure idea of the metaphysical work that such a substratum would be doing, we could achieve no idea at all of what it was that was doing this work (Locke 1689: 2.13.19). Substance was just “something, he knew not what” (2.23.2).

Now, Locke did not actually commit himself to the thesis that there was such a thing as a pure substratum, underlying all corporeal qualities. The question he was addressing in these discussions was rather that of how and why people had come to suppose that there was (Locke 1689: 2.13.17–20, 2.23.1–4). The reduction of secondary qualities to primary qualities was, in Locke’s opinion, a major victory of the new science: but it was a physical theory, not a metaphysical one. Likewise, if subsequent research could establish a comparable physical theory about how the primary qualities might themselves be reduced to something still more fundamental (for instance, explaining the union of parts outside parts–that is, explaining extension itself–in terms of some as-yet-unknown “cement” between these parts), that would certainly be another great achievement. But it would just raise new questions of how to explain that explanans, whatever it might turn out to be (2.23.26). Locke did not rule out the possibility that there might in fact be an infinite hierarchy of qualities, each one resting on, and in principle reducible to and physically explicable in terms of, the next one down, but without any base at all–and hence no need for an irreducible metaphysical substratum to be located at such a base. Part of Locke’s project was to delineate the proper limits of human understanding, precisely in order to guard against inadvertently overstepping them, and he was consequently extremely reticent when it came to committing himself one way or the other on metaphysical questions like that.2

Berkeley, however, certainly read Locke as if he was indeed postulating the real existence of material substance, that mere “something, he knew not what.” And he felt that Locke was indeed exceeding the epistemological constraints that he had set himself, and should never have suggested that there could be so much as something there. In A Treatise concerning the Principles of Human Knowledge (1710), following a critique of Locke’s account of abstract ideas in the Introduction, the first plank in Berkeley’s positive argument for immaterialism drew on the observation that our ideas of primary qualities did in fact vary just as much as those of the secondary ones, according to changes in the observer alone (Berkeley 1710: I, §§9–15). Hence, he concluded, the likenesses of these could not be attributed to mind-independent bodies either. But then what else remained that could be ascribed to such bodies? In the words of Berkeley’s widow, Anne:


The Bishop of Cloyne pursues Mr Locks own way of reasoning–& thereby proves that the first qualities of matter must from their mutability be rejected as well as the secondary qualities –And he saith that if Matter hath neither first or secondary qualities it is nothing. He only presses his (Locks) Argument as far as truth and experience leads.

(Berman 1977: 18)



Drawing upon that introductory polemic against abstract ideas, Berkeley dismissed as a thoroughly unintelligible abstraction what he took to be Locke’s notion of a material substance, distinct from all of the qualities it was supposed to uphold (Berkeley 1710: I, §§16–18). Berkeley felt that the postulation of such a substance was entirely vacuous–we could not even grasp what it would mean for there to be such a thing, let alone get any evidence for it–and hence that a rejection of this philosophical fiction could do nothing to undermine the reality of the corporeal world. He was at pains to stress: “Let it not be said that I take away Existence. I onely declare the meaning of the Word so far as I can comprehend it” (Berkeley 1707–8: §593). For Berkeley, no abstract idea of existence in general could be framed at all. The word “existence,” for Berkeley, was equivocal, to be explicated differently in relation to the specific objects whose existence was being asserted. For a mind, “to exist” would mean “to perceive” or “to act”; for a body, it would mean “to be perceived.” Berkeley dismissed the Lockean distinction between sensible qualities and our sensual ideas of these qualities, and he identified bodies with bundles of such ideal qualities, primary and secondary alike. Although Berkeley did indeed believe that such qualities required a substance to support their existence, he felt that this substance could only be an immaterial one, defined by its vital powers of perception and activity.

Now, although Locke’s influence–positive or negative, and rightly or wrongly interpreted–did clearly permeate Berkeley’s early writings, his was certainly not the only presence therein. The Philosophical Commentaries also reveal that Berkeley was carefully studying the works of (among several others) Descartes, Bayle, Newton and, perhaps most importantly, Nicolas Malebranche. Indeed, it is worth noting that, in the earliest notices of Berkeley’s works, it was with Malebranche that he was most frequently associated, while no mention whatsoever was initially made of Locke. Samuel Clarke and William Whiston, for instance, instinctively ranked Berkeley with Malebranche and his English supporter, John Norris. Likewise, the Mémoires de Trévoux of 1713 had no hesitation in declaring him to be “a bona fide Malebranchist.” Or again, The Tribune described Berkeley’s Principles in 1729 as going “pretty much upon the principles of the famous Father Malebranche” (McCracken and Tipton 2000: 164–65, 178, 188; also Bracken 1965: 1, 29). It should certainly be noted that Berkeley himself was not at all happy with this association, and he took care explicitly to disavow many of Malebranche’s central tenets. But, after all, the same is true of Locke, and we know that some of Locke’s influence was positive. It does seem plausible that, despite their differences, some genuinely constructive inspiration from Malebranche might indeed have found its way through to Berkeley. And such an inspiration then becomes very much more explicit when we start to examine some of the other immaterialists of the period.

The problem of the existence of an external world had been set up by Descartes in the First Meditation. Given a distinction–common to both Locke and Descartes– between a mind-independent body on the one hand, and the idea we have of such a body on the other, difficulties will arguably arise over bridging the epistemological gulf between the two things. Berkeley himself alluded to this problem in the Principles. Having already concluded that there was in fact no real distinction to be drawn between our ideas of bodies and those bodies themselves, he identified such a purported distinction as having been “the very root of scepticism; for so long as men thought that real things subsisted without the mind, and that their knowledge was only so far forth real as it was conformable to real things, it follows, they could not be certain that they had any real knowledge at all” (Berkeley 1710: I, §86). Now Descartes, for his part, was satisfied that this gulf could be traversed after all, thanks to the non-deceiving nature of God. God, he felt, built us in such a way that our sensations would induce us to believe in material things, while also not providing us with any evidence to discredit such a notion; but then, if this belief had been false, then the act of giving us the propensity to form it would have amounted to an act of deception on God’s part: therefore, it was not false, and material things really did exist. Malebranche, however, was not satisfied with the force of Descartes’s proof. In his Sixth Elucidation, appended to the 1678 edition of The Search after Truth, Malebranche acknowledged that God did indeed endow us with an instinctive inclination to believe in material things when presented with sensual experience. But this inclination, he observed, was not irresistible. It was still possible for us to withhold judgment: that was, after all, precisely what Descartes himself had been doing for five sixths of his book. If God had given us an irresistible belief, then the falsity of such a belief would have convicted him as a deceiver; hence, we were justified in our certainty of anything that we could not help but believe. If, however, God merely gave us a weaker inclination to believe something, this only showed that it was probably true. The existence of the external world was as probable as our inclination to believe in it was compelling; but it did not lend itself to philosophical demonstration. It was only through faith that Malebranche could find absolute certainty on this matter.

But, even if he did not make full use of it himself, Malebranche also provided subsequent authors with further ammunition to use against material substance. For Malebranche as for Descartes, there was no need for matter to exist in order to stand as the object of our sensual perceptions, since the only objects these really required were ideas (as it happened, God’s own ideas in Malebranche’s case). But Malebranche was also an occasionalist, wholeheartedly committed to the thesis that created beings could not affect one another by efficient causation. Instead, he felt, God was the immediate agent of everything that happened to us. Thus, matter did not need to exist in order to cause our sensual perceptions either. Malebranche additionally insisted that God, in his wisdom, would always act to achieve his goals in the simplest possible ways. But it is not very plausible to suppose that God would wish to create matter for its own sake: being utterly incapable of ever receiving any kind of benefit, it is hard to see how it can have such a thing as a “sake” at all. And it is equally hard to see why he would create it for our sake, given that we could not experience it or be affected by it at all. All in all, there did not seem to be any good reason for God to create matter at all; a fact which, given that God always acted in the simplest ways, would itself seem to constitute a reason for him not to create it.

Even if Malebranche himself did not fully draw out this line of thought, others who followed him did so. For just one example, the Abbé François de Lanion (writing as Guillaume Wander) explicitly argued in Méditations sur la métaphysique (1678) that the hypothesis of the existence of matter was undermined by the simplicity of God’s ways. For Lanion, the mind-independent reality of the corporeal world was, from a philosophical point of view, not merely uncertain: it was in fact decidedly improbable. Nevertheless, Lanion continued to maintain the existence of such a world as an article of faith (Lanion 1678: 300–1). But Pierre Bayle (who knew Lanion’s book well, having himself edited a 1684 reprint thereof) went further still. In notes G and H to the article on Zeno of Elea in his Historical and Critical Dictionary (1697), Bayle actually went so far as to claim that, from a strictly philosophical point of view, the existence of the external world was not merely uncertain, nor even merely improbable: it was positively impossible. He did nevertheless continue to hold that such a belief could be justified by faith, thereby illustrating the superiority of faith over philosophy. But, after such a progression of theories–on which, see McCracken 1986 and 1998, and Parigi 1997–it was really only a matter of time before someone came along who was prepared to take the final step.

As we have already noted, Berkeley was familiar with at least some of these authors, and they probably did play some role alongside Locke in shaping the development of his immaterialist thoughts around 1707–8. But, as it happens, Berkeley had already been beaten to the mark by another figure, the aforementioned Arthur Collier. Now, Collier’s theory did not actually make it into print (in his Clavis Universalis) until 1713, three years after Berkeley’s Principles. There is no hint of any kind of personal relationship between them, so it seems that Berkeley hit upon his own ideas entirely independently of Collier. He would eventually refer to Collier, but not until after the publication of the latter’s book (Berkeley 1948–57: VIII, 67). But it does not appear that Collier was influenced by Berkeley either. In time, he would also refer to Berkeley, and acknowledge similarities between their views, but the earliest such reference dates from 1714 (Benson 1837: 32, 37; Collier 1730: 114). There is no evidence that Collier knew Berkeley’s work while he was writing his Clavis, and there is evidence that he had first begun to develop the ideas contained therein as early as 1703. In the Introduction, Collier remarked: “I am at last, after a ten years pause and deliberation, content to put myself upon the trial of the common reader” (Collier 1713: 1). There is nothing to suggest that any thoughts of this nature had occurred to Berkeley as early as that.

The affinities between Berkeley’s and Collier’s respective positions are surely to be explained not by any direct link, but rather by the fact that they were both reading and being influenced by the same authors from the preceding generation. But a point that is well worth noting is that there is no discernible presence of Locke in Collier’s work. Instead, Collier was firmly, if not exclusively, embedded in the Malebranchean tradition sketched above. This is already plain enough from the title page of Clavis Universalis alone: its subtitle is “A New Inquiry after Truth,” and its motto is drawn from De inquirenda veritate, the Latin version of Malebranche’s Search. The same impression is further confirmed by the body of the text, wherein Collier cited the authority of Malebranche directly, alongside that of his English disciple, John Norris. (As a matter of fact, Collier and Norris were near neighbors, the rectors respectively of Langford Magna and Bemerton, just a few miles apart in Wiltshire.)

Clavis Universalis is in two parts. In the first, Collier argued in various ways that the visible world had no existence independently of its being seen. He cited, for instance, the indiscernibility between those perceptions that were commonly taken to be perceptions of real things and those that were regarded as mere illusions or hallucinations. For example, he observed, if one presses one’s eyeball whilst looking at the moon, one’s perception of the moon will be doubled. Both of these apparent moons will look external; but all would agree that at least one of them was not really so; hence, apparent externeity could be no proof of real externeity (Collier 1713: 17). But Collier then continued by arguing that, if one of the apparent moons was allowed to be merely apparent, then the other one would have to be so too, on account of their indiscernibility. “If any one will affirm, that only one of these moons is external, I must desire him to give me one mark or sign of the externeity of one, which is not in the other” (ibid.: 21). In the second part of the work, Collier then proceeded to argue that it was absolutely impossible that there should be some other material world, maybe distinct from the visible world, but nevertheless neither an immediate object of perception nor itself a perceiver. Collier identified a number of–as he saw them–contradictions inherent in the hypothesis of a material world, for instance that such a world would turn out to be both finite and infinite (ibid.: 47–52). In any case, even if the hypothesis was allowed to be “possible with regard to the thing itself,” the simplicity of God’s ways would still rule it out: “an useless creature cannot possibly be made, when we regard its cause, viz. God, who can do nothing to no purpose, by reason of his wisdom” (ibid.: 46). As for the appeal to faith, to produce the justification that philosophy failed to provide, Collier responded (here following Norris) that it was without merit. When scriptural texts described the creation of material things, he insisted, they were merely referring to visible, and consequently mind-dependent, things (ibid.: 76–80).

As for the third independent formulation of immaterialism in the early eighteenth century, this came from the American theologian, Jonathan Edwards. Whereas Berkeley and Collier both started to devise their respective systems in their early twenties, Edwards was actually still in his teens. During the first half of the 1720s, as his early, posthumously published philosophical manuscripts make clear, Edwards was rapidly working his way towards an immaterialist position that he would never renounce thereafter.3 Although the younger man was conducting his research about fifteen years after that of his seniors, Berkeley and Collier, he does nevertheless appear to have been doing so in isolation from them. As his reading catalog indicates, Edwards did eventually become aware of both: but not until after his own system was already firmly in place (see Edwards 1957–2008: XXVI, 107–111, 184, 192, 298).

The evidence does, however, suggest that Edwards, like both Berkeley and Collier, was familiar with Malebranche’s theories; and he also came early into a particular admiration for Locke and Newton. Edwards sided with Locke and Newton, against Malebranche and Descartes, in regarding not extension but rather impenetrability or solidity as the defining attribute of bodies. But the question he asked himself was this: precisely what is it that is getting kept out, when such a solidity resists penetration? Initially, he seemed content to say that “solidity surely is nothing but resistance to other solidities” (Edwards 1957–2008: VI, 202), but he soon recognized the circularity in this answer. “It is ridiculous to say that resistance is resisted. That does not tell us at all what is to be resisted. There must be something resisted before there can be resistance, but to say resistance is resisted is ridiculously to suppose resistance before there is anything there to be resisted” (ibid.: VI, 351). Recognizing, however, that colors would resist penetration by one another–red and green patches cannot be seen in the same place at the same time–Edwards concluded that these patches of color ought to qualify, under the definition, as bodies. But Edwards, like Berkeley, also rejected the primary/secondary quality distinction. Therefore, since it was generally agreed that colors, as perceived, had no mind-independent reality, Edwards concluded that the extensions and solidities of these colored patches could have none either. And he straightforwardly declared: “there is no such thing as material substance truly and properly distinct from all those that are called sensible qualities” (ibid.: VI, 398). Nevertheless, Edwards did feel that something needed to ground such qualities. For him, this was none other than the immaterial substance of God himself. Alluding to Locke’s notorious “something, he knew not what,” Edwards wrote: “All therefore agree that there is something that is there, and upholds these properties; and it is most true, there undoubtedly is. But men are wont to content themselves in saying merely that it is something; but that ‘something’ is he by whom all things consist” (ibid.: VI, 380). Edwards was, however, no pantheist. Although he felt that God upheld sensible qualities in a causal sense, they did not inhere in him as modifications of his own substance. Edwards made it very clear that corporeal creation was a creation ad extra; but, nevertheless, the items thus created were ideal.

With Berkeley, Collier and Edwards all coming independently to immaterialist conclusions in the first quarter of the eighteenth century, there must have been something in the air. The groundwork that had been done in the seventeenth century, by Descartes, Malebranche, Bayle, Locke and others, had so effectively prepared the stage for immaterialism that, to some philosophers, it seemed almost obvious that this was the natural next step to take in metaphysics. For, although Berkeley, Collier and Edwards would appear to be the only philosophers who independently devised immaterialist systems during this period, there were several others who subsequently followed their lead. Collier and Edwards, it is true, had few if any disciples. In Edwards’s case, this was probably just because he never actually published a treatise on the topic, and his manuscript notes did not start to see the light of print until 1829. In Collier’s case, it was probably–and unfortunately–a reflection of the comparatively poor quality of his argumentation. Berkeley, however, did find rather more support–although, even there, it took a little while to arrive.

Berkeley himself named John Arbuthnot as “the first proselyte” he had made in England. But there is no real evidence that Arbuthnot himself would have concurred with this description, and Berkeley did subsequently back-pedal, admitting that Arbuthnot had merely “acknowledged that he can object nothing” against his thesis (Berkeley 1948–57: VIII, 65, 70). Again, Jonathan Swift claimed of Berkeley that he “became the Founder of a Sect called the Immaterialists, by the force of a very curious book which he had written upon that Subject. Doctr Smalridge and many other eminent Persons were his Proselytes” (Swift 1963: III, 31). But this shaky anecdotal evidence is about all we have, regarding the case of (Bishop George) Smalridge. Over in Germany, following a mention of Berkeley in a 1727 dissertation by Johann Christian Gottsched, we know that he did gain some support from one Johann Heinrich Meister (known as Le Maître), a Swiss-born preacher of the Reformed Church at Bayreuth (Breidert 1987: 233). As a matter of fact, Germany was one of the few places where Collier’s Clavis was also noticed. In 1717, Acta Eruditorum offered “a copious and able abstract of its contents,” prompting Wolff and Bilfinger to take notice, and leading in 1756 to a full translation by Christian Ehrenfried Eschenbach of Rostock, bound together with a translation of Berkeley’s Three Dialogues. But still not a whole lot of firm support.

It is to France that we must turn, to find an important case of someone who, drawing direct inspiration from Berkeley, constructed his own idiosyncratic version of an immaterialist position. The Newtonian scientist, Pierre-Louis Moreau de Maupertuis, approached the issue via a consideration of what we mean–and, it would seem, all that we could mean–by our words and sentences. In his Philosophical Reflections on the Origin of Languages, and the Signification of Words (1748), Maupertuis argued that words like “tree” or “horse” were imposed as names for complex perceptions, and that the concept “substance” was merely the category under which we classified those elements of perceptions that were common to many such complexes. Since we perceived all bodies as extended, it was only to be expected that we should regard extension as constitutive of material substance: but, had we instead perceived all bodies as green, we might equally well have taken greenness for their substance (Maupertuis 1748: I, 271–72). (Berington actually makes exactly the same point about greenness; Berington 1779: 92–93.) And, crucially, extension did still remain a perception for Maupertuis, and there was no suggestion of its having any absolute existence, independently of its being perceived. Once we had gathered enough repeated experience of resembling perceptions, and had thereby come to develop expectations of getting further such resembling perceptions in the future too, we might finally abbreviate the whole set of the corresponding linguistic expressions together (“I see a tree,” “I saw a tree,” “I shall see a tree,” etc.), by simply saying, “There is a tree.” We would thereby have formed a proposition about the existence of the object as if it was independent of us. But, as Maupertuis continued to insist, each of the preceding propositions signified only a perception and nothing more, and one would be hard pressed to discover any more content in the latter proposition than in the set of those preceding ones taken together (Maupertuis 1748: I, 279–80; on Maupertuis in relation to Berkeley, see Gossman 1960; Beeson 1992: 1–2, 159–60; McCracken and Tipton 2000: 244–51).

Across the Atlantic, Berkeley won an important convert in the American cleric and academic Samuel Johnson, DD (not to be confused with the English stone-kicking lexicographer, Samuel Johnson, LLD). Although Johnson had been at Yale College at the same time as Jonathan Edwards, there is no evidence of a close connection between the two. (The college was split at the time into an array of rival tutorial groups, based in different Connecticut towns: Johnson was a tutor at Guildford, while Edwards was a student at Wethersfield [Morris 1991: 60, 62].) But Johnson did become personally acquainted with Berkeley when the latter traveled to America in 1729. Indeed, he already knew him through his work: Johnson’s book list indicates that he first read the Principles in 1727 or 1728, and reread it in 1728 or 1729. After Berkeley arrived in Rhode Island, he provided Johnson with copies of his other works, which Johnson eagerly devoured (Johnson 1929: I, 506–9, 512–13, 521).

In their correspondence of 1729–30, Johnson expressed his strong admiration for Berkeley’s philosophy, assuring him “that this way of thinking can’t fail of prevailing in the world, because it is likely to prevail very much among us in these parts, several ingenious men having entirely come in to it” (Berkeley 1729–30: 271). But, he admitted, there were a few outstanding concerns that he and his friends desired to have cleared up. The most important of these concerned the issue of archetypes. Berkeley had always admitted that our ideas did correspond to something external to and independent of all created minds, but he insisted that this was not an unthinking, unperceived material substance. Rather, God’s own mind contained ideal archetypes of all things, and he would present us with our own ideas on the model of these. But Berkeley had also always stressed that the reality of an idea could not be abstracted from its being perceived; and God certainly did not perceive things in the same passive, sensual manner as we did: so (Johnson wanted to know) what were his ideas supposed to be like?

Berkeley did not present a detailed account of the nature of the divine ideas in this correspondence, although he would say a bit about them in his later, more Platonic work, Siris (1744). Johnson, for his part, conducted his own study into them in his own subsequent philosophical work. In Elementa Philosophica (1752), a book dedicated to Berkeley, Johnson presented his own version of an immaterialist account of the nature of bodies. The things we call “man,” “horse,” “tree,” “stone,” “apple,” “cherry” and so forth, he explained, are merely compound ideas received through sensation: “these ideas, or immediate objects of sense, are the real things, at least all that we are concerned with, I mean, of the sensible kind” (Johnson 1752: ch. 1, §8; Berman 1989: II, 131; Johnson 1929: II, 375; McCracken and Tipton 2000: 227–28). In his presentation of this position, Johnson borrowed heavily from Berkeley, and he explicitly cited the New Theory of Vision, Principles of Human Knowledge and Three Dialogues in his footnotes. As Johnson then proceeded to explain, since we are passive in the reception of these ideas, and if there is no material substance to produce them, they will need to come to us from an intelligent and active cause, namely God. Moreover, this divine intelligence will need to possess its own archetypal ideas, in order to be in a position to give us our ideas on the model of these. But, he wrote:


then those archetypes or originals, and the manner of their existence in that eternal mind, must be entirely different from that of their existence in our minds; as different, as the manner of His existence is from that of ours. In Him they must exist, as in original intellect; in us, only by way of sense and imagination; and in Him, as originals; in us, only as faint copies; such as he thinks fit to communicate to us, according to such laws and limitations as he hath established, and such as are sufficient to all the purposes relating to our well-being, in which only we are concerned.

(Johnson 1752: ch. 1, §10)



From this point, the footnotes start to change. As Johnson began to elevate his attention from human sensation to the divine intellect, he stopped citing Berkeley, and shifted instead to citing such Platonists as Malebranche, Norris, Fénelon and Cudworth, not to mention Plato himself. The trouble was that a strictly empiricist epistemology, such as one finds in Berkeley’s early works, was always bound to run into difficulties in coming up with anything substantive to say about the nature of the divine wisdom. For this, as both Johnson and (in Siris) Berkeley himself appreciated, the proper people to turn to were the Platonists.

Back in England, an especially intriguing figure in this second generation of immaterialists was Thomas Daniel (probably born 1719; see J. Reid 2001). Daniel was a customs officer at Sunderland and an amateur philosopher, who entertained himself for a while by writing letters on various topics to The Gentleman’s Magazine, signing himself “T. D.” From 1750 to 1752, he engaged in a debate on Berkeley’s philosophy with one “W. W.,” a debate which included, in addition to Daniel’s letters to the magazine, the anonymous publication of his An Essay on the Existence of Matter (1751). (This essay and some–though not all–of the associated letters are reprinted in Berman 1989.) Now, the first thing to observe is that Daniel was actually setting himself up as an opponent of Berkeley. It was W. W. (whoever that was) who was endeavoring to defend Berkeleyan immaterialism. But the curious thing is the way in which Daniel sought to oppose Berkeley. Daniel distinguished three opinions concerning the origins of our ideas. The first, which he called the “common opinion,” was that they were impressions of mind-independent, unthinking material substances. The second, which he wrongly attributed to Berkeley, was that they were excited directly in our minds by God, but did not correspond to any archetypes outside created minds (“wrongly” because, even if there were gaps in Berkeley’s early account of the nature of the archetypal divine ideas, he had always insisted that there had to be such things). The third, which Daniel claimed as his own, was: “That our sensations (properly so called) exist indeed in our own minds alone, but that the immediate causes of them are external, and are indeed no other than the divine ideas.” He described the second opinion as “partly false, and partly imperfect, contradictory and indigested.” But his most vociferous criticisms were reserved for the “utterly inconceivable” first view (Daniel 1751: II, 120). It is quite striking that someone who was deliberately setting out to refute Berkeley should have done so not by defending the notion of a mind-independent material substance, but rather by endeavoring to develop his own alternative version of an immaterialist position.

The details of Daniel’s version of immaterialism are also interesting, and rather uniquely positioned in the philosophical debates of the day. One figure whom Daniel cited as an authority was Isaac Newton, and specifically his conception (as presented in the queries appended to his Optics) of space as (“as it were”) the sensorium of God. Now, Newton himself was satisfied that the bodies located in this space were mind-independent material substances. The analogy he was proposing was not with the mind and its ideas but rather with the brain (or the organs of the individual senses) and the corporeal images contained therein. But Daniel read the analogy in the former way, so that the bodies would turn out to be ideal, albeit identified with God’s ideas rather than our own. “It matters not,” he wrote, “whether these originals be called bodies or divine ideas, these are only different names for things whose essence is unknown; the single point in view, and all that is necessary is to shew that … the originals of our sensations are external to our minds, i.e. external bodies do exist” (Daniel, in The Gentleman’s Magazine 21 [1751], 452). As for our own perception of such “bodies,” Daniel explained this on the model of Malebranche’s theory of vision in God. In An Essay on the Existence of Matter, he drew a distinction between “sensations” and “ideas,” the former being modes of created minds and the latter belonging to God himself. The secondary qualities of things were resolved into the sensations, and the primary into the divine ideas. But sensations, for Daniel just as for Malebranche, were not mental objects, as Berkeleyan ideas were supposed to be. Rather, they were just different ways of apprehending the divine ideas. The creation of the corporeal world, for Daniel, did not involve God’s producing an independent matter, distinct from spirit, but simply in his allowing us a sensual apprehension of the ideal objects that inhered in his own immaterial substance. After following Malebranche by explaining perception as vision in God, and accepting that God acted in the simplest ways, Daniel simply did away with Malebranche’s otiose material substance.

As we have already observed, Malebranche does seem to have had at least some influence on all three of Berkeley, Collier and Edwards. And yet none of them actually accepted his theory of vision in God. As far as they were concerned, although our ideas might indeed have been created on the model of God’s own, they were nevertheless distinct from them. Berkeley expressly disavowed Malebranche’s theory, insisting that it “is evident that the things I perceive are my own ideas” (Berkeley 1713: 214–16, here 214; also 1710: I, §148). Likewise Collier: “the visible world, which I see, exists immediately in my particular mind or soul” (Collier 1730: 116). Or this from Edwards: “None will suppose that God has any such ideas as we [have], that are only as it were the shadow of things and not the very things” (Edwards 1957–2008: XIII, 257). Or, again, see Johnson’s description above, of our ideas as “faint copies” of God’s. For all of Daniel’s exegetical and argumentative shortcomings–which are con-siderable–he does deserve some credit for coming closest to realizing the natural immaterialist conclusion of the philosophical path that Malebranche had opened up. The other immaterialists all rejected mind-independent material substance, just as Daniel himself did, and they all agreed that bodies were ideal; but he was the only one who understood the nature of that ideality on a faithfully Malebranchean model.

Meanwhile, north of the border, another author who was also drawn to imma-terialism, but who took it in yet another direction, was a Scotsman by the name of William Dudgeon. Dudgeon developed his position in the course of a correspondence of 1735–36 (published 1737) with John Jackson, a supporter of Samuel Clarke. Although Dudgeon did not refer to Berkeley explicitly by name, the tone and details of many of his arguments lend support to the notion that he probably knew Berkeley’s work at first hand. But, if Berkeley was an influence on Dudgeon, he was not the only one. Although, again, Dudgeon did not refer to Spinoza by name, his presence can also be felt in the system that Dudgeon laid out for Jackson. The infinity of God, as far as Dudgeon was concerned, precluded the creation ad extra of other substances distinct from him. But, as he proceeded to explain, bodies were not merely insubstantial in that Spinozistic sense: they were also ideal. Dudgeon realized that he could not find any intelligible way of abstracting bodies, or sensible objects, from the fact of their being perceived:


That Ideas exist in the Self-existent Mind, and in the Minds of all dependent Beings, without my Mind I allow; but that there are material unthinking Substances, or Objects existing without all Minds, I rather think that we deceive ourselves, by inferring the Existence of any such Objects from Ideas, which can only exist in the Mind, and which one Mind can only excite in others.

(Dudgeon 1737: pt. 1, p. 40)



But a far greater Scottish philosopher for us to consider is, of course, David Hume. Hume, for his part, reduced all reality–at least to the extent that we could understand it–to various bundles of impressions and ideas. He was not keen on the philosophical notion of “substance” at all; but, to the extent that any sense could be made of it, he felt that its only intelligible application could be to these perceptions themselves (Hume 1739/40: 1.4.5.2–5; SBN 232–33). Our ideas of bodies were simply bundles of sensible qualities, without any underlying substratum to support and unite these. At any rate, any such substratum was bound forever to escape our cognition, given that our ideas could not reach beyond our impressions, and our impressions could not reach beyond the superficial appearances of things:


’tis impossible for us so much as to conceive or form an idea of any thing specifically different from ideas and impressions. …The farthest we can go towards a conception of external objects, when suppos’d specifically different from our perceptions, is to form a relative idea of them, without pretending to comprehend the related objects.

(Hume 1739–40: 1.2.6.8–9; SBN 67–68)



Now, the claim that we could not conceive of a material object “specifically different” from our ideas and impressions did not necessarily entail that we could not conceive of such an object that was numerically distinct from these. Indeed, Hume regarded our belief in distinct bodies, enduring objects that would continue to exist even when we were not looking at them, as one of those things that it was simply not in our power to escape. Our minds were not built in such a way that they could suspend judgment on such a notion; or, even if we might manage this for a few fleeting moments of deep philosophical contemplation, a good game of backgammon would allow such a belief to flood inexorably back in. It did make sense for us to enquire into how we formed such a belief, and Hume did precisely that, giving his answer in terms of the three principles of association of ideas: resemblance, contiguity and causation. But what did not make sense was to ask whether we ought to believe in such continuous and distinct bodies–for we had no real option but to do so (Hume 1739–40: 1.4.2.1; SBN 187). The point that Hume particularly wished to stress was that our conviction in the continued and distinct existence of bodies could neither arise in us directly as a result of experience alone (for, clearly, there could be no such thing as the experience of an unexperienced body), nor be derived from any rational demonstration (for there was no logical contradiction in the denial of that continued and distinct existence), but that it instead had its origins in the natural habits of the imagination. When we looked away from a certain object, temporarily interrupting the vivid impression we had just been having of it, our imaginations– conditioned by our experience of the return of things after similar interruptions in the past–would fill in the gap by conjuring up an idea that more faintly resembled that impression, with the anticipation that, if we were to look back again, our new impression would resemble this or, if it differed, that it would at least cohere with it in a familiar, causal way.

Hume also gave a closely analogous account of the nature and origins of our idea of the self. The mind was also reduced to a bundle of perceptions, bundled together by the natural habits of the imagination, but with no underlying substratum to be discovered in that case either. Maybe some of the perceptions that went into making up the mind (such as the purely internal impressions of passions) might have differed in their content and character from those that made up bodies, and maybe they were bundled together in different arrangements; but nevertheless the basic building blocks of both bodies and minds were ontologically on a par. In view of that fact, any characterization of Hume as an immaterialist does start to seem a little onesided. If anything, perhaps he might better be regarded as a neutral monist, with impressions and ideas no more truly mental than they are corporeal. (As a matter of fact, at least with respect to this one issue, and at least in some of his later writings, much the same point can also be made about Jonathan Edwards; see J. Reid 2006: esp. 63–66.)

Subsequent Scottish philosophers, however, were not keen on Hume’s philosophy. The principal driving force behind the so-called Common Sense school that arose in Hume’s wake was Thomas Reid, and it was precisely the fact that Hume had effectively done for the human mind what Berkeley had done for bodies that led Reid to conclude that it was necessary to pull back. In his Essays on the Intellectual Powers of Man (1785) Reid recalled that he had actually been drawn to Berkeleyan immaterialism as a young man (T. Reid 1785: 2.10; 142). (He was also aware, at least, of Collier’s Clavis Universalis [ibid.: 2.10; 151].) But, however content he might once have been to reduce bodies to ideas, he was not prepared to follow Hume in leaving absolutely “nothing in nature but ideas and impressions, without any subject on which they may be impressed” (T. Reid 1764: 1.5; 20). Consequently, he sought to oppose what he diagnosed as the root cause of what he now regarded as an unfortunate false step in philosophy.

He identified this root cause as the new way of ideas that had been developed in the seventeenth century by such figures as Descartes, Malebranche and Locke. According to their account, as Reid interpreted it, perception would involve three different objects: the perceiving mind, the idea of which it was immediately conscious, and finally the material body (or, in the case of reflection, the mind itself) that this idea was supposed to represent. But, just as Berkeley had recognized, once one brought this intervening ideal object into the story, as something distinct from the material substance that it was representing, a skeptical problem would arise over securing even so much as an indirect epistemological access to the latter. However, whereas Berkeley had responded by dispensing with the supposed material substance, Reid responded by eliminating the ideal object and allowing the human mind a direct perceptual acquaintance with the material thing itself.

Reid maintained that there was no evidence for the existence of ideas, thus understood as objects distinct from the acts of perception, intervening between the perceiving mind and the external object. He considered the relativity arguments–the fact that the same thing could appear in different ways to different observers– that had been instrumental in leading some earlier philosophers to conclude that sensible qualities, maybe including the supposedly primary ones, could not properly pertain to the public objects themselves but only to the observers’ own private ideas thereof. In the cases of figure and magnitude, for instance, Reid distinguished between what he called “real” and “apparent” (or “visible”) figure and magnitude (T. Reid 1764: 6.7–8; 1785: 2.14; 180–84). Each body would have one and only one real magnitude, which could be perceived directly by touch. Apparent magnitudes were perceived by sight, and these would indeed differ for observers in different positions. But Reid felt that this did not mean that the object did not possess any of these various apparent magnitudes, so much as that it possessed the whole lot of them together. It would have the property of appearing quite large when viewed from close up, and it would also have the property of appearing quite small when viewed from farther away. But there was no incompatibility between those two properties. Indeed, such extrinsic properties of bodies could be adequately defined without even needing to refer to minds at all, let alone to ideas, in terms of the physical angle subtended at a certain point by light rays arriving from the object. It should be observed that Berkeley’s own discussion of these issues had involved a certain philosophical sleight of hand. Berkeley would begin by observing that the apparent qualities of bodies would change “as the frame or position of the organs of sense varies,” and would appear various “to the same eye at different stations, or eyes of a different texture at the same station,” but he would then leap immediately from this observation to the conclusion that such qualities “exist nowhere without the mind,” and “cannot therefore be the images of anything settled and determinate without the mind” (Berkeley 1710: I, §11, §14, emphasis added). But the fact that some sensible qualities should be extrinsic features of a body, defined in relation to other possible bodies, was not enough to demonstrate that these qualities were mind-dependent. They could still be fully objective features of a material world, and Reid was satisfied that they were.

Philosophy, Reid insisted, must ultimately rest on some axiomatic first principles, which are taken for granted without requiring further justification in terms of something yet more fundamental. But why limit such first principles to the dictates of pure reason alone? Reid felt that perception had an equal right to be regarded as authoritative on matters pertaining to its own proper domain, i.e. the real existence of things. Although particular perceptions might mislead us once in a while, there was no evidence or argument that perception in general would offer us a false picture of the world. Reid felt that sensual perception did indeed put us in direct contact with external, material objects; that a belief in the existence of those objects was intimately bound up with the very fact of perceiving them; and that all this was an immediate dictate of human nature, eminently worthy of inclusion among the first principles of common sense (T. Reid 1764: 6.20; 172–74; 1785: 6.5; 476–77). And Reid, together with his like-minded colleagues in this Common Sense school, largely came to dominate Scottish philosophy, in just the same period as the Scots largely came to dominate British philosophy. The heyday of immaterialism was drawing to a close. Even in America, where immaterialist notions had continued to hold some modest sway, their days were numbered. For instance, Joseph Periam, a Presbyterian minister and tutor, had been teaching immaterialism at Princeton, and had apparently successfully persuaded his pupil, Samuel Stanhope Smith, later president of the College, of the truth of the doctrine. But the new philosophy was sweeping in from Scotland, and Smith did not cling to his immaterialist views for very long before another president of the College, John Witherspoon of East Lothian, “recalled him to the solid ground of common sense” (Harrison 1980: 42–51, here 42; see also McIntyre 1976: 399–402; and Lyon 1888: 440–43).

Meanwhile, over in Germany, another new broom was simultaneously sweeping out old philosophical cobwebs and changing the face of the subject in a rather different way. Immanuel Kant, in the Fourth Paralogism of the first edition of his Critique of Pure Reason (Kant 1781/1787: A344–52), sought to vanquish skepticism about the existence of the objects of the outer senses. Berkeley had pursued precisely the same goal before him, and Kant’s solution to the problem was itself pretty close to Berkeley’s. Kant maintained that, even if things in themselves, understood in a “transcendental” sense, were entirely unknowable, it was still possible to maintain an empirical realism– that is, to preserve the reality of empirically external, spatial objects. But space, as such, was treated as a form of sensibility, a structure that our minds brought to objects in perception, rather than something that pertained to things in themselves. So these phenomenal objects in space, notwithstanding their empirical reality, would still be mind-dependent in a sense–a somewhat different sense from Berkeley’s, perhaps, but mind-dependent nevertheless. As for how real things differed from illusions, Kant made it a rule that whatever was connected with a perception by empirical laws was actual; and, of course, this too was the same answer that Berkeley had given.

Following that first edition, however, a review of the Critique appeared, composed by Christian Garve and revised by J. G. Feder. In the course of this 1782 review, the authors associated Kant with Berkeley in such a way as to make the former feel that it was now important to put some clear water between himself and the latter. The Paralogisms were entirely rewritten in the second edition (1787), and several new passages were inserted, both there and in the Prolegomena to Any Future Metaphysics (1783). In these new passages, Kant attacked various forms of “idealism,” as (following the German tradition) he was accustomed to call theories in this area. He set himself up in opposition to both (i) the “empirical” or “problematic” or “skeptical” idealism of Descartes, where the separation between extended objects and the ideas thereof had rendered the existence of the former uncertain; and (ii) the “mystical” or “visionary” or “dogmatic” idealism of Berkeley which, as Kant saw it, turned bodies into illusions. In opposition to both of these, Kant presented his own “transcendental” or “critical” idealism, explaining the various contributions that the mind made to its experience of spatial objects–not least, their very spatiality–while at the same time insisting that their empirical reality was as firm as it could possibly be. For instance, in the “refutation of idealism” from the second edition of the Critique (Kant 1781/1787: B274–79) (directed primarily against Cartesian problematic idealism), Kant argued that the very possibility of consciousness itself demanded the existence of external objects. Consciousness, he explained, was determined in time; all determinations of time presupposed something permanent; but nothing in the mind itself displayed such permanence: therefore, there had to be something else that was permanent. And, moreover, this external thing, an object in space, needed to be genuinely public. It could not be identified with the fleeting perceptions within this or that mind, precisely because those were so ephemeral. Berkeley, for his part, had sat squarely on the fence when it came to the question of whether different minds could perceive the same body, dismissing this as merely a trifling dispute about the word “same” (Berkeley 1713: 246–48). Kant certainly would not have been satisfied with this evasion.

Now, there has been intense scholarly discussion about whether, when, what and how much of Berkeley’s work Kant actually read for himself, as opposed to relying on potentially inaccurate secondary sources such as James Beattie (or, for that matter, relying on Eschenbach’s 1756 translation of the Three Dialogues, itself not as accurate as one might wish). And then there has also been much debate on whether and how he actually understood whatever he did manage to pick up about Berkeley’s views; and on whether, how and why he might have misrepresented them in his own discussions, deliberately or otherwise. One would presume that, if Kant had actually known Berkeley’s work in any real depth, he could surely not have failed to spot Berkeley’s account of the stark difference between real bodies and illusions. Or was it that his suggestions that Berkeley had no such account meant simply that he did not regard it as an adequate account? (In fact, Johann Gottfried Herder defended Berkeley against Kant’s criticisms on precisely these grounds. For Herder, it was Berkeley who provided a firm underpinning for the reality of bodies, and Kant who turned them into illusions. See Breidert 1987: 237–38; and McCracken and Tipton 2000: 260–67.) And then, of course, quite aside from the issue of whether, how and why Kant believed that his position differed from Berkeley’s, there is also the issue of whether, how and why their positions actually agreed or disagreed.

These debates are rehearsed at considerable length in the articles anthologized by Walker 1989, and I do not propose to settle such vexed questions here. But what I will say is this: even if Kant’s views on the nature of bodies were considerably closer to Berkeley’s than Kant himself recognized or admitted, this particular element of his own philosophy was embedded within a radically different conceptual framework. Where Berkeley (and Collier, and Edwards, and probably all of the other immaterialists we have surveyed) had stressed the mind’s passivity in the reception of those ideas that constituted bodies, Kant, with his “Copernican revolution” in philosophy, was keen to stress just how much the mind itself contributed to its outer experience, first imposing a spatial framework onto it, and then subsuming the resulting spatial objects under the categories of the pure understanding (including the category of “substance” itself). Maybe Kant did successfully refute the immaterialist version of idealism, or maybe he simply preserved it; but, even if we opt for the latter interpretation, what must certainly be admitted is that he changed its character dramatically. Kant’s work inaugurated an age of idealism in Germany, one that would soon spread to other parts too. But the terms in which this idealism were set up were no longer terms that the true immaterialists of the eighteenth century would have recognized or approved. If anything, their versions of the doctrine began to seem rather quaint.

Notes



  1 For two important comparisons of Berkeley and Leibniz, see Wilson 1987 and chapter 9 of Adams 1994.

  2 It should be noted, though, that, even if Locke had positively committed himself to an endless hierarchy of qualities, each dependent on those at the next level down, although it is true that there would then have been nothing substantial–i.e. independent–in a body, we would still not have been dealing with mind-dependence, and hence such a scheme would still not have qualified as an immaterialism in the narrower sense of the term with which we are currently concerned.

  3 The chief surviving texts of Edwards that present his immaterialism are “Of Being” and The Mind (mostly composed during the 1720s; first published 1829); and The “Miscellanies,” a-500 (composed during the 1720s; first published in full 1994).
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REASON, REVELATION, AND ARGUMENTS FOR THE DEITY

Maria Rosa Antognazza

 

Reason and revelation: setting the scene

In 1710 the Essais de théodicée (Essays on Theodicy) by G. W. Leibniz appeared in Amsterdam. Leibniz’s vindication of the justice and goodness of God, despite the existence of evil, opened with a “Preliminary Discourse on the Conformity of Faith with Reason”:


I begin with the preliminary question of the conformity of faith with reason, and the use of philosophy in theology, because it has much influence on the main subject of my treatise, and because M. Bayle introduces it everywhere. I assume that two truths cannot contradict each other; that the object of faith is the truth God has revealed in an extraordinary way; and that reason is the linking together of truths, but especially (when it is compared with faith) of those whereto the human mind can attain naturally without being aided by the light of faith.

(Leibniz 1710: §1 [GP VI, 49]; 73)



The debate about faith and reason, theology and philosophy, had raged throughout the previous century. The pleasing harmony between faith and reason, in which reason provided the praeambula fidei (preambles of faith) by demonstrating the existence of God and some of his attributes, and thereby ushered in the truths of faith knowable only by divine revelation, had been questioned by the Protestant Reformation. Some Protestant strands embraced a more dramatic philosophical anthropology according to which Adam’s original fall had deeply damaged the natural light of reason. Was it possible for such weak and fallible instruments to judge of divine matters? From this standpoint the centuries-long barrage of objections to the proofs of God’s existence could simply be swept aside by acknowledging the utter inadequacy of reason unaided by revelation in grasping supernatural truths. According to this view, rather than proving God’s existence, let alone proving his attributes, fallen human reason had proved its inability to reach any certainty on such issues. For religious truth one had to turn to revelation. To know about God one had to read Scripture alone, not the obscure philosophical speculations of councils and scholastics. Some pressed the further point that natural reason was not merely agnostic about the divine realm: it led to conclusions opposite to those of revelation. In the early seventeenth century, for instance, a furious debate had divided German Lutherans about the legitimacy of the use of philosophy in theology and the so-called doctrine of double truth, one philosophical, the other theological (see Antognazza 1996).

Pierre Bayle, at least officially a Calvinist, had been at the forefront of the party which denied that human reason had the power to settle any substantive question regarding God. In his widely read Dictionaire historique et critique (Historical and Critical Dictionary) (1702), Bayle maintained that as soon as reason built something it showed how to demolish it, as “a true Penelope which during the night unravels the fabric weaved during the day” (1702 ed., Bayle 1697: 740). Reason was “a way which leads astray” (ibid.: 2432) due to its weakness and its constant doubting. It could show errors but would soon attack truths, confusing the mind and corroding the very core of everything (ibid.: article “Acosta,” G). It was “a principle of destruction, and not of edification” (ibid.: 2026). In particular, Bayle maintained, human reason was incapable of reconciling the existence of an immensely good, all-knowing and all-powerful God with the presence of so much evil in the world (ibid.: article “Manichéens,” D). The fact that reason raised insoluble objections against the truths of faith should not result, however, in a rejection of faith. One must instead silence reason, recognizing its inability to reach truth (ibid.: articles “Bunel,” E; “Pyrrhon,” G).

The separation between faith and reason had been explicitly maintained also by a contemporary whose impact on Bayle is a matter of wide discussion. In chapter 14 of the Tractatus Theologico-Politicus anonymously published in 1670, Baruch Spinoza had claimed that “between faith and theology on the one side and philosophy on the other there is no relation and no affinity.” Indeed, according to Spinoza, they “are as far apart as can be. The aim of philosophy is, quite simply, truth, while the aim of faith … is nothing other than obedience and piety” (Spinoza 1670: 519). Faith was not concerned with truth but with practice. The faithful were not those who believed some true doctrines but those who behaved in a certain way, that is, those who followed “justice and charity.” To know the truth about God, one had to read Spinoza’s Ethica, not the Bible. The latter needed to be studied as any other historical text. This approach would uncover that the Bible was not the word of God but a collection of books and documents produced by an array of authors guided by basically political aims. Miracles were just “unusual works of Nature,” the causes of which were unknown (ibid.: ch. 6); prophecy depended solely on the imagination (ch. 1); and the prophets’ teaching “concerning the attributes of God was in no way singular. Their beliefs about God were shared by the vast majority of their time, and their revelations were accommodated to these beliefs” (ibid.: ch. 2; 410); Moses was an astute leader who managed to present his own law as divine commands. The bottom line was the complete separation between the rational inquiry of philosophy and the faithful approach of theology. In the Appendix to Part 1 of the Ethica, Spinoza explained the common anthropomorphic conception of God as a result of ignorance and slavery to passions.

For his part, Thomas Hobbes had endorsed the view that the gods were first born out of fear due to the ignorance of causes, and stressed the role played by emotions as sources of belief:


they that make little, or no enquiry into the natural causes of things, yet from the fear that proceeds from the ignorance itself, of what it is that hath the power to do them much good or harm, are inclined to suppose, and feign unto themselves, several kinds of Powers Invisible; and to stand in awe of their own Imaginations; and in time of distress to invoke them; as also in the time of an expected good success, to give them thanks; making the creatures of their own fancy, their Gods.

(Hobbes 1651: pt. 1, ch. 11, 51; see also pt. 1, ch. 12, “Of Religion”)



Whether or not Bayle was sincere in the fideistic outcome of his own assessment of the gulf between faith and reason, Leibniz was quick to point out in the Theodicy that “M. Bayle” wanted “to make reason be silent, after having made it talk too much” (Leibniz 1710: pref.; GP VI, 39). Bayle wrote eloquently and extensively concerning the ways in which human reason was baffled and scandalized by the opposition that it seemed to uncover at every turn between its conclusions and the conclusions of revelation; and these writings convinced many that traditional religion needed to be purged of various doctrines in order to become a respectable source of knowledge about God.

This conclusion was also reached by the members of a multifaceted religious movement which had started its journey from the premise of the conformity between faith and reason still shared by many Catholic and Protestant, including Leibniz himself. Antitrinitarianism, chiefly represented in the seventeenth century by Socinianism,1 had found in the Bible no explicit mention of the Trinity – no wonder, in the Socinians’ view, since they regarded this doctrine as clearly against reason and therefore not to be expected in God’s revelation. By rejecting the Trinity, they also denied the dogma of the divinity of Jesus Christ, which therefore joined the steadily growing list of allegedly irrational doctrines to be expurgated from Christianity. By the late seventeenth century, Socinianism had gained a firm foothold in England under the name of Unitarianism. The violence with which it was opposed by members of the established Church, and the facility with which the charge of Socinianism was hurled at anyone suspected of heterodoxy, were measures of the pervasiveness of its perceived threat to orthodoxy. Persecution did not, however, prove particularly effective. Unitarianism spread throughout Britain not only amongst Scots Presbyterians and Christian denominations which did not conform to the Church of England: even the Anglican Church saw prominent members leaning toward antitrinitarianism.

Although neither an antitrinitarian nor (more specifically) a Socinian, the Dutch jurist and political theorist Hugo Grotius had also been accused by his enemies of commending a Socinian-like, drastically minimalist Christian creed which was silent about key Christian dogmas. His hugely successful and influential De veritate religionis Christianae (On the Truth of the Christian Religion), published in 1627, argued for the truth of the Christian religion by showing “the reasonableness of believing and embracing” it (Clarke 1743: pref.). This claim was based on three main considerations: the agreement of the Christian religion with the conclusions of natural reason concerning the existence of God and his attributes; the authenticity and reliability of scripture; and the morally excellent teaching contained especially in the New Testament. The typically Protestant emphasis on scripture as the source of what a Christian should be required to believe did not disturb prominent Roman Catholics, who were pleased with Gro-tius’s effective defense of the Christian religion. Ironically it was hard-line Calvinists who took offense at the work of this thinker from a different brand of the Reformed tradition. They denounced the lack of an explicit defense of the dogma of the Trinity in Grotius’s work as a sign of crypto-Socinianism. In fact, rather than covert anti-trinitarianism, Grotius’s approach to the Christian religion in De veritate was in line with his long-standing view that division amongst Christians could and should be overcome by distinguishing between fundamental and non-fundamental articles of faith. Since, according to this view, all fundamental articles were explicitly contained in scripture, Christians should simply be encouraged to read the Bible instead of engaging in sterile doctrinal controversies.

By the end of the seventeenth century, the majority of the Church of England’s divines had embraced the same approach. The so-called “Latitudinarians” maintained that theological agreement needed to be reached only on a few, fundamental articles of faith clearly contained in scripture. The rest could be left to individual opinion and interpretation. No less a philosopher than John Locke shared this view. Yet the problem still remained of agreeing on the shortlist of fundamental articles. In his Reasonableness of Christianity (1695), Locke combed the New Testament in search of what it said needed to be believed in order to be a Christian. Locke’s answer pared down to a minimum the Creed requirements: the only article of faith expressly required to become a Christian was to recognize Jesus of Nazareth as the Messiah. The shortness of the list did not fail to cause trouble for Locke. It was soon his turn to rebut the charge of having removed central planks of the Christian revelation such as the doctrine of the Trinity.

On the other hand, it is beyond doubt that Locke had defended both the need for revelation and the epistemic space for a class of truths above human reason. So had Leibniz. Truth can never be against reason but it can be above (finite human) reason. This is the specific realm of revelation.2 Other thinkers, however, followed Locke only part of the way. They espoused his (fully traditional) view that truth cannot be against reason but did not assign any space to truths genuinely above (human) reason. In the wake of the Socinian project of expurgating from Christianity all the incomprehensible doctrines which, in their view, could not but be against reason, and galvanized by a trend which had already reduced the specific content of the Christian revelation to a minimum, a broad range of thinkers summoned revelation before the tribunal of reason. Convinced by Bayle’s plethora of purportedly irresolvable objections raised by reason against many traditional articles of faith, they entrusted reason with the last word on what could or could not be accepted in religion.

The tribunal of reason

The label commonly assigned to thinkers who regarded natural reason as the ultimate judge of what counts as true religion is that of “Deists.” Like any label, it cannot capture the full complexity of positions advanced by very diverse sets of authors spanning various European countries. Typically, however, Deism was associated with acceptance of natural religion (that is, a religion with purely rational tenets fully reachable by human reason unaided by revelation) at the expense of revelation. It ranged from moderate positions – which still acknowledged revelation and its usefulness, but saw it as reducible to natural religion – to more radical views which rejected the need for revelation altogether, denied that any authentic divine revelation had ever in fact occurred, and denounced all alleged revelations as dangerous and vulgar deceptions. Some authors conceived of God as an absentee divinity who was the cause of the world but was neither needed for the running of the mighty world-machine nor caring toward its inhabitants.3 Whereas not every “Deist” was equally vociferous in his anticlericalism, a notable common feature was acrid criticism of ecclesiastical institutions and their perceived abuse of power. The refusal to recognize, let alone submit to, church authorities earned them the (far from universally applauded) reputation of “freethinkers.”

One of these controversial “freethinkers” was John Toland. “I hold nothing as an Article of my Religion,” Toland declared in Christianity not mysterious, “but what the highest Evidence forc’ed me to embrace” (Toland 1696: pref.). A self-professed disciple of Locke and admirer of his Essay, he clothed his own views in Lockean terms. In the process, he managed to create serious problems for Locke, who found himself forced to defend himself from supporting views he had never proposed. The two-line title of Toland’s famous Christianity not mysterious: or, A Treatise Shewing, That There Is nothing in the Gospel Contrary to Reason, Nor above It made short work of the carefully drawn distinction between “above reason” and “contrary to reason” tenaciously defended by Locke, Leibniz, and others. In his hasty notes on Toland’s book, Leibniz put his finger precisely on this distinction as the keystone that, once removed, caused the collapse of the epistemic space proper to revealed truths. Although it was perfectly appropriate, Leibniz argued, to maintain that nothing contrary to reason, that is, nothing absurd, should be part of the Christian religion, the same did not apply to what was above reason, that is, to revealed truths which our finite mind could not comprehend (Leibniz, Annotatiunculae subitaneae; 1701: Dutens V, 142–43). Toland, on the other hand, did not really distinguish between above and contrary to reason, or between being incomprehensible and being absurd. In his view, alleged incomprehensible truths were simply absurdities concocted by the clergy. There were none of these in the genuine evangelic message. He did not deny that truths had been divinely revealed in the Gospel, but crucially claimed that, once revealed, they could be understood “as any other Matter in the World” (Toland 1696: 140). Alongside revelation, miracles as well were still admitted but merely as events “produc’d according to the Laws of Nature, tho above its ordinary Operations” (Toland 1696: 150).

These claims were not unprecedented. Joachim Stegmann the Elder – a leading exponent of late, more radically rationalistic Socinianism – had already maintained in his posthumously published De judice et norma controversiarum fidei Libri II (Concerning the Judge and Rule of Controversies of Faith in Two Books) (1644) that nothing in the original Christian revelation is above reason. In 1633, the book De veritate4 by Herbert of Cherbury listed five notitiae communes (common notions) which constituted, in his view, the fundamental tenets of true religion. According to Herbert these notions were a common inheritance of humankind. No special, historical revelation was needed for their discovery, since they were known by people of all times and places through natural reason. For salvation it was enough to acknowledge that there is a supreme Deity, that worship is due to this supreme Deity, that the most important aspect of this worship was a life of virtue and piety, that vices and wicked actions must be expiated by repentance, and that there is reward or punishment after this life (Herbert of Cherbury 1633: 208–21). The true catholic or universal church was defined by these common notions. In turn, Charles Blount’s Miracles no Violations of the Laws of Nature, published in London in 1683, had defended a naturalistic explanation of miracles, while his Summary Account of the Deists Religion (Blount 1686) represented a manifesto of early Deism. “The Deists Opinion of God” was summarized as follows: “Whatsoever is Adorable, Amiable, and Imitable by Mankind, is one Supream [sic] infinite and perfect Being” (Blount 1686: 88). The final words “satis est nobis Deus unus [one God is enough for us]” implicitly attacked Trinitarianism in favor of the purer rational religion embraced by the Deists. By the time Toland was writing, Spinoza’s naturalistic explanation of miracles and prophecies in the Tractatus had also percolated through European anti-establishment communities. Toland’s theses fell on fertile soil, in which they could rapidly put down roots, grow, and multiply.

Amongst the contretemps of Deist and anti-Deist pamphlets, Matthew Tindal’s Christianity as old as the Creation: or, The Gospel, a republication of the Religion of Nature (1730) offered a classic statement of the explicit reduction of religion to natural religion, of which the Gospel was supposed to be a mere reiteration. The trouble was that the Gospel turned out to be a rather bad copy of the original, not least due to the obscurity of scripture. The problem was further compounded by the “Ecclesiasticks” – “the real Encouragers of Immorality” (Tindal 1730: 145) – who had used revelation as a tool of power. Clearly, it was better to dispense with the “republication” and just rely on the “religion of nature” which, free from the weight of clerical accretions and institutional paraphernalia, could bask in the light of reason. This religion consisted “in observing those Things, which our Reason, by considering the Nature of God and Man, and the Relation we stand in to him, and one another, demonstrates to be our Duty.” Since “God, at all Times, has given Mankind sufficient Means, of knowing whatever he requires of them,” and such requirements included neither worship nor faith; there was no need for revelation and worshiping churches. Since “the Religion of Nature is an absolutely perfect Religion; and … external Revelation can neither add to, nor take from its Perfection,” anything which deviated from or added to this religion of reason was actually detrimental and could only lead to “superstition, and those innumerable Mischiefs, that Mankind, on the Account of Religion, have done either to themselves, or one another” (Tindal 1730: v–vii).

The British debates on religion fed directly into the French Enlightenment. Voltaire’s Lettres philosophiques or English Letters (1734) – written after his forced sojourn in England in 1726–29 – depicted a vivid and often hilarious picture of the British religious sects in which Quakers, Anglicans, Presbyterians, Socinians, and Antitrinitarians were the target of the irrepressible satirical wit of the French philosophe. The credibility of revelation was skewered by agile rapier thrusts of irony and sarcasm rather than being pounded by the heavy artillery of biblical criticism and syllogistic logic which had characterized the seventeenth-century attacks. Voltaire exposed and lampooned the hypocrisy and pettiness of organized churches and religious communities. So in the “land of sects” in which “an Englishman, as a free man, goes to Heaven by whatever route he likes,” “you cannot hold office in England or Ireland without being one of the Anglican faithful, and this, which is an excellent proof, has converted so many Nonconformists that today there is less than a twentieth of the nation outside the bosom of the dominant Church” (Voltaire 1734: letter 5). As for the Quakers, “they date from Jesus Christ who, according to them, was the first Quaker” (ibid.: letter 3). The article “Foi” (Faith) of Voltaire’s Dictionnaire philosophique (1764) combined anticlericalism with contempt for the very notion of religious faith, since it incited, in his view, to irrationality: “What is faith? Is it to believe what appears evident? No. It is evident to me that there is a necessary, eternal, supreme, intelligent being. This is not a matter of faith, but of reason. I have no merit in thinking that this eternal, infinite being, who is virtue, goodness itself, wants me to be good and virtuous. Faith consists in believing, not what appears to be true, but what appears to our understanding to be false” (ibid.: 208). In other words, reason – not revelation – was the way to both God and morality. Miracles, such as “a dead man” walking “two leagues carrying his head in his arms,” did not fare better. Even apart from the question of whether miracles were supposed to violate immutable laws which, as such, could not be violated, was it not “the most absurd of follies to imagine that the infinite being would invert the eternal play of the immense engines which move the entire universe for the sake of three or four hundred ants on this little heap of mud?” (ibid.: 312).

While Voltaire was amplifying objections to revelation common in English Deism, the Scot David Hume dealt one of the most long-lasting blows to miracles as key credentials of revealed religion. In his Enquiry concerning Human Understanding (first published under the title Philosophical Essays concerning Human Understanding in 1748),5 the attack was launched on epistemological grounds. After declaring that “a wise man … proportions his belief to the evidence” (Hume 1748: 10.1.4; SBN 110), Hume proceeded to show that no one was ever justified in believing reports of miracles because the evidence in favor of miracles was always outweighed by the evidence contrary to miracles. “A miracle,” as defined by Hume, was “a violation of the laws of nature” or, more accurately, “a transgression of a law of nature by a particular volition of the Deity, or by the interposition of some invisible agent” (Hume 1748: 10.1.12; SBN 114–15). Since, on the one hand, “a firm and unalterable experience has established these laws” and, on the other hand, there must always be “a uniform experience against every miraculous event” in order for this event to count as a miracle, the weight of this uniform experience would always be superior to the weight of the testimony upon which a miracle is founded, no matter how well attested the miracle might be (ibid.; see also 10.2.35; SBN 127). Moreover (Hume continued in the second part of his essay on miracles), “it is easy to show … that there never was a miraculous event established on so full an evidence,” for “there is not to be found, in all history, any miracle attested by a sufficient number of men, of such unquestioned good-sense, education, and learning, as to secure us against all delusion in themselves” (ibid.: 10.2.14–15; SBN 116). Such delusion, Hume charged on, was fueled by the human tendency toward beliefs which give rise to the agreeable emotion of surprise and wonder. The fact that reports of miraculous events were particularly abundant “among ignorant and barbarous nations” further weakened the case for miracles, exposing them as typical results of ignorance (ibid.: 10.2, esp. 16, 20; SBN 117, 119, 121). Finally, the miracles reported by different religious traditions in order to establish their different particular systems counted as contrary evidence opposite to each other (ibid.: 10.2.24; SBN 121). Prophecies did not help either as credentials of revealed religion since, according to Hume, they also fell under the category of miracles. Hume’s conclusion was that belief in revealed religion could only amount to fideism: “Mere reason is insufficient to convince us of its veracity: And whoever is moved by Faith to assent to it, is conscious of a continued miracle in his own person, which subverts all the principles of his understanding, and gives him a determination to believe what is most contrary to custom and experience” (ibid. 10.2.41; SBN 131).

In France, Jean-Jacques Rousseau joined his voice to the chorus castigating revelation for adulterating the pure religion of reason with its absurd doctrines: “The greatest ideas of the divinity come to us from reason alone. View the spectacle of nature; hear the inner voice. Has God not told everything to our eyes, to our conscience, to our judgment? What more will men tell us? Their revelations have only the effect of degrading God by giving Him human passions. I see that particular dogmas, far from clarifying the notions of the great Being, confuse them” (Rousseau 1762: OC IV, 607; 295). By this time, the clandestine literature circulating in Europe had already made abundantly clear that it regarded the chief figures of the three main revealed religions – Moses, Christ, and Mohammed – as straight “impostors.”6

The Deist agenda continued to be pursued across different countries. In Germany, the publication by Gotthold Ephraim Lessing between 1774 and 1778 of seven fragments from the Apologie oder Schutzschrift für die vernünftigen Vereher Gottes (Apology or Defense for the Rational Worshipers of God) of Hermann Samuel Reimarus caused a wave of polemics. Reimarus’s fragments advanced the typically deistic view that the true religion was natural religion, that is, the rational universal religion with which the original teaching of Jesus coincided. The German Enlightenment, however, was a complex phenomenon of which Deist rejection of revelation was far from being a common trait. Theological rationalism took also the shape of the self-assigned task assumed by Christian Wolff of “taking theology to incontrovertible certainty” through the application of mathematical methods (Wolff 1841: 121). In his Vernünftige Gedanken von Gott, der Welt und der Seele des Menschen (Rational Thoughts on God, the World, and the Human Soul) Wolff listed the signs which distinguished divine revelation from pseudo-revelations.7 First of all, the content of an authentic revela-tion must be something highly necessary for human beings to know but which they could not reach by unaided natural reason. “It is clear,” Wolff ruled, “that God does not reveal anything which we can discover by reason,” although such natural truths might be mixed with supernatural truths which are, strictly speaking, the object of revelation (Wolff 1738: 624–25). Moreover, revelation could never contradict necessary truths or command actions contrary to natural law, but could be contrary to contingent truths (Wolff 1738: 625–27). As for the way in which God would reveal himself, Wolff peremptorily claimed that God would neither resort to superfluous miracles nor perform something directly that he could carry out through ordinary means. In addition, a genuine revelation must not use “more words than those necessary” for revealing the matter at hand, and “the words themselves must be intelligible” (Wolff 1738: 628–29). For its part, the German movement known as “Neology” (“new doctrine”) emphasized the urgent need of revising dogmas, perceived as historically and culturally conditioned doctrines in need of rational reinterpretation. Although “neologist” thinkers accepted revelation, their “scientific” examination of scripture and tradition with the tools of philosophy, history, and philology produced a radically revised version of the Christian doctrine which was not far away from the Deist reduction of revealed theology to a set of fully comprehensible rational truths.

The existence and the nature of God

The fortune of Voltaire’s “necessary, eternal, supreme, intelligent” God, whose existence was evidently known by natural reason, did not last long. To be sure, stacks of books duly demonstrated his existence, including Wolffs ponderous scientific treatment of natural theology in Theologia naturalis, methodo scientifica pertractata (Natural Theology Treated According to the Scientific Method) (1736–37). Widely adopted as a textbook, Wolff’s treatise defined natural theology as the “science of those things which are possible per Deum [for and through God]” (Wolff 1736–37: pt. 1, 1). According to Wolff’s influential taxonomy, natural theology was a branch of metaphysics which depended for its principles on the other three branches, namely psychology, cosmology, and ontology (Wolff 1728: §99). In turn, psychology was based on cosmology and ontology, and cosmology depended on ontology. This idea of a systematic, hierarchical order of the branches of metaphysics inspired Kant’s later critique of rational theology and its arguments for the existence of God. In fact, not only Wolffs taxonomy of the sciences, but also his exposition of the arguments, set the terms of the debate in Germany. Wolff’s main distinction in the panoply of traditional proofs was between a posteriori and a priori arguments. The first kind of arguments, starting “from the contemplation of the world” and concluding with the world’s “utter dependence on God” (Wolff 1736–37: pref. to pt. 2) was expounded in the first part of the Theologia naturalis, which confidently demonstrated a posteriori God’s existence as well as his attributes. The first, key step was proving the existence of a necessary being which, as such, was an ens a se, whose existence did not depend on anything else, and whose essence contained the reason of its existence. It was only after unpacking the attributes of such a being that Wolff finally concluded in paragraphs 67 and 69 of the first chapter that “[b]y God we understand ens a se”; and given the existence of the ens a se, “God is given [Datur Deus].” The second part of the Theologia naturalis turned to the classic a priori argument, namely the demonstration of God’s existence “from the notion of ens perfectissimum,” followed by the deduction of his attributes “from the contemplation of our soul” (Wolff 1736–37: pref. to pt. 2).

In a much more light-hearted way, Voltaire also argued for God’s existence. In the first of his Homélies delivered in London in 1765, the so-called “design argument” was pressed into service.8 Voltaire’s was the most popular argument circulating in churches and religious congregations because it was devoid of weighty, Wolffian metaphysical considerations and more easily accommodated to the average, philosophically untutored intelligence. Interestingly, its eighteenth-century version was propelled by the discoveries of the new science. Architects of the “scientific revolution” of the previous century such as Robert Boyle and Isaac Newton were enthusiastic proponents. They saw their scientific advances as progressively uncovering undeniable evidence of intelligence and design. The complexity and purposiveness of organisms discovered by the era’s fast-moving biological and botanical research seemed to point toward an analogy between organisms and artifacts. The amazing microcosm revealed by microscopists such as Antonie van Leeuwenhoek and Jan Swammerdam supported this trend. Meanwhile the telescopists were peering into the Heavens revealing the equally marvelous intricacies of the macrocosm. The discovery of the beautiful mathematical regularities of the laws of nature seemed to suggest the existence of an omniscient and omnipotent mathematician in chief. The majestic Pantokrator presented by Newton in the General Scholium added to the second edition of his Principia Mathematica (1713) epitomized the blossoming physico-theology of the eighteenth century: “This most beautiful system of the Sun, Planets and Comets, could only proceed from the counsel and dominion of an intelligent and powerful being.… This Being governs all things, not as soul of the world, but as Lord over all: And on account of his dominion he is wont to be called Lord God Pantokrator, or Universal Ruler” (Newton 1713: II, 389). In the same year, the prestigious Boyle Lectures, preached in 1711 and 1712 by William Derham, appeared in London under the title of Physico-Theology: or, A Demonstration of the Being and Attributes of God, from the Works of Creation (Derham 1713). They were destined to undergo many editions and several translations. A thinker of the caliber of George Berkeley gave his own highly original slant to the design argument, employing it not only to support theism but to advance his immaterialist metaphysics: “if we attentively consider the constant regularity, order, and concatenation of natural things, the surprising magnificence, beauty, and perfection of the larger, and the exquisite contrivance of the smaller parts of the creation… and at the same time attend to the meaning and import of the attributes, one, eternal, infinitely wise, good, perfect, we shall clearly perceive that they belong to the aforesaid spirit, who works all in all, and by whom all things consist” (Berkeley 1710: I, §146).

Voltaire’s version of the argument, by contrast, contained little that was original; but the trademark wit of the French philosophe did more than hefty refutations to undermine the facile discovery of all manners of divine purposes and designs in the world of nature. For instance, the entry “Fin, causes finales” (“End, Final Causes”) in Voltaire’s Philosophical Dictionary famously declared that “it is as true to say that noses were made to wear glasses, and fingers to be decorated with diamonds, as it is true to say that ears were formed to hear sounds, and eyes to receive light” (Voltaire 1764: 205). Yet despite the absurdities into which the argument seemed prone to slide, Voltaire continued to maintain that the world was the product of a divine power. Rousseau’s rational inquiry brought him to the same conclusion. Having “resolved to accept as evident all knowledge to which in the sincerity of my heart I cannot refuse my consent” (Rousseau 1762: OC IV, 570; 269–70), Rousseau observed that “the first causes of motion are not in matter. It receives motion and communicates it, but it does not produce it.” Since “to suppose an infinite regress of causes is to suppose no cause at all,” and “every motion not produced by another can come only from a spontaneous, voluntary action,” he concluded that “a will moves the universe and animates nature” (ibid.: OC IV, 576; 273). From the discovery that “moved matter shows me a will,” he rapidly progressed to the view that “matter moved according to certain laws shows me an intelligence” (ibid.: OC IV, 578; 275). In short, his deepest intuitions told him that “the world is governed by a powerful and wise will. I see it or, rather, I sense it; and that is something important for me to know. But is this same world eternal or created? Is there a single principle of things? Or, are there two or many of them, and what is their nature? I know nothing about all this, and what does it matter to me?” (ibid.: OC IV, 580–81; 276–77).

The Newtonian Samuel Clarke had thought, on the contrary, that a good deal more could be known, and should be said, about God. His highly influential Demonstration of the Being and Attributes of God (1705), reworking eight sermons delivered the year before for the Boyle Lecture, marked the eighteenth-century debate about the existence and nature of God. Clarke saw the main danger for religion in naturalism, that is, in that brand of atheism which, rather than directly denying the existence of God, identified God with nature. Hobbes and Spinoza, explicitly named in the title page of his book, loomed large as the targets of Clarke’s attack against “all those… who deny the Principal Attributes of the Divine Nature, and suppose God to be an Unintelligent Being, which acts merely by Necessity” (Clarke 1705: 1–2). Against such writers he endeavored to show “that the Being and Attributes of God, are not only possible or barely probable in themselves, but also strictly demonstrable to any unprejudiced Mind from the most incontestable Principles of Reason” (Clarke 1705: 14). Clarke’s aim was to convince unbelievers on purely rational grounds. Although Clarke acknowledged the existence of other valuable arguments for the existence of God, he did not regard them as having the conclusive force of demonstration required by his ambitious project. Instead of proposing a variety of merely probabilistic arguments, he focused therefore on “[o]ne clear and plain Series of Propositions necessarily connected and following one from another, to demonstrate the Certainty of the Being of God, and to deduce in order the Necessary attributes of his Nature” (Clarke 1705: 16). The first “evident and undeniable” proposition was that “something has existed from all Eternity… For since Something Now Is; ’tis manifest that Something always Was: Otherwise the Things that Now Are, must have risen out of Nothing, absolutely and without Cause… Whatever Exists, has a Cause of its Existence, either in the Necessity of its own Nature; and then it must have been Eternal: Or in the Will of some other Being” (Clarke 1705: 18–19).

This first proposition constituted, according to Clarke, the starting point of a chain of necessary deductions. From the first proposition followed the second, according to which “There has Existed from Eternity Some One Unchangeable and Independent Being. For since something must needs have been from Eternity… Either there had always existed One Unchangeable and Independent Being, from which all other Beings that are or ever were in the Universe have received their Original; or else there has been an infinite Succession of changeable and dependent Beings, produced one from another in an endless Progression, without any Original Cause at all” (Clarke 1705: 23–24). The second scenario was judged by Clarke “an express Contradiction and Impossibility” because such infinite succession of “merely Dependent Beings” would be a series of beings which has no “Reason at all of its Existence” (Clarke 1705: 25–26). It followed that: “(III) That Unchangeable and Independent Being, which has Existed from Eternity, without any external Cause of its Existence, must be self-existent, that is, Necessarily existing” (Clarke 1705: 27). Having thus reached the existence of a Necessary Being, Clarke pressed on with propositions 4–12. This Self-Existent Being “must of Necessity be Eternal,” “Infinite and Omnipresent,” and “One” (props. 5–7). Moreover, it “must be an Intelligent Being” (prop. 8).

The latter attribute, Clarke conceded, could not be “Demonstrated strictly and properly a priori,” as the other attributes necessarily implied in the notion of a self-existent being had been. As Clarke indicated with pellucid clarity, it constituted, however, the crux of the matter in the dispute with the atheists: “For that Something must be Self-Existent; and that That which is Self-Existent, must necessarily be Eternal and Infinite and the Original Cause of all things; will not bear much dispute. But all Atheists… have always asserted and must maintain, either directly or indirectly, that the Self-Existent Being is not an Intelligent Being, but either pure inactive Matter, or (which in other words is the very same thing) a mere Necessary Agent” (Clarke 1705: 101–2). Old and new atheists alike could easily agree on a being endowed with metaphysical attributes deducible a priori from the notion of self-existent or necessary being. The real issue was that of the moral attributes of such a being. To have a “God” who was not just “Nature,” one needed to show that the self-existent being was endowed with the kind of intelligence which supported “Power of Will and Choice” (Clarke 1705: 102). Luckily for Clarke, such intelligence was demonstrable a posteriori since “the World, and all things therein” could be shown to be “the Effects of an Intelligent and Knowing Cause” (Clarke 1705: 103). There followed the attribution to this Intelligent Being of liberty and choice (prop. 9), infinite power (prop. 10), infinite wisdom (prop. 11), and “infinite Goodness, Justice and Truth, and all other Moral Perfections” (prop. 12). In short, Clarke presented a version of what would be later called (following Kant) the “cosmological argument,” combined with considerations of order in the world to attribute intelligence, power of choice, and goodness to the self-existent cause of all things. Like Kant, Clarke realized that the design argument was not self-standing. To be fully effective it needed to rest on previously established metaphysical premises.

David Hume nevertheless remained unconvinced. Hume’s attack was not, however, a direct attack against the being of God. “Surely,” Philo said in Hume’s posthumously published Dialogues concerning Natural Religion (1779), “where reasonable men treat these subjects, the question can never be concerning the being, but only the nature of the Deity. The former truth… is unquestionable and self-evident. Nothing exists without a cause; and the original cause of this universe (whatever it be) we call God” (Hume 1779: pt. 2; 44).9 As Clarke had seen, the crucial issue was not the existence of “God” intended as the cause of the universe. The crucial issue was the nature of God. It could turn out that God was neither intelligent nor good – “God” could turn out to be the blind casual force of nature.

Of course some French philosophes had already circumvented Hume’s ambiguous formulations and religious skepticism and headed straight to the conclusion that talking of “God” was just an anthropomorphic way of talking of “Nature.” In chapter 4 of the second part of his Système de la nature (1770), Paul-Henri Thiry, Baron d’Holbach, examined Clarke’s arguments for God’s existence precisely to show that the metaphysical attributes referred to nature. d’Holbach conceded the evidence of Clarke’s first proposition – “something existed from all eternity” – but only to add straight away: “We will say to Mr Clarke that it is matter, that it is nature acting by its own energy… which has always existed” (d’Holbach 1770: II, ch. 4, 101–2; see also Wolfe, Chapter 3 in this volume). Hume’s skeptical stance, however, proved perhaps the most effective of all in undermining confidence in the traditional arguments for the existence of God. In Part 2 of the Dialogues concerning Natural Religion, Cleanthes asserted with gusto a mechanistic, updated version of the design argument’s claims which continued to strike a chord with the Deism contemporary to Hume:


Look round the world: Contemplate the whole and every part of it: You will find it to be nothing but one great machine, subdivided into an infinite number of lesser machines,10 which again admit of subdivisions, to a degree beyond what human senses and faculties can trace and explain. All these various machines, and even their most minute parts, are adjusted to each other with an accuracy, which ravishes into admiration all men, who have ever contemplated them. The curious adapting of means to ends, throughout all nature, resembles exactly, though it much exceeds, the productions of human contrivance; of human design, thought, wisdom, and intelligence. Since therefore the effects resemble each other, we are led to infer, by all the rules of analogy, that the causes also resemble; and that the Author of Nature is somewhat similar to the mind of man; though possessed of much larger faculties, proportioned to the grandeur of the work, which he has executed. By this argument a posteriori, and by this argument alone, do we prove at once the existence of a Deity, and his similarity to human mind and intelligence.

(Hume 1779: pt. 2; 45)



All three main characters of the Dialogues – Cleanthes, Philo, and Demea – granted the adaptation in nature of means to ends, but Philo swiftly pointed out that “wherever you depart, in the least, from the similarity of the cases, you diminish proportionably the evidence; and may at last bring it to a very weak analogy, which is confessedly liable to error and uncertainty” (Hume 1779: pt. 2; 46). Hume had already made a similar point in the Enquiry concerning Human Understanding: “when we infer any particular cause from an effect, we must proportion the one to the other, and can never be allowed to ascribe to the cause any qualities, but what are exactly sufficient to produce the effect” (Hume 1748: 11.12; SBN 136). Although (as noted by early critics) such a strict proportion between cause and effect might well not be typical of generally accepted inferences from effects to their causes, Hume’s point did not fail to raise far-reaching doubts regarding the legitimacy of identifying the cause of the universe with a singular, intelligent being endowed with attributes similar to those of human beings. Apart from the objectionable anthropomorphism of such an inference, the presence of different “springs and principles” in nature seemed to point to a multiplicity of designers or artisans in a way indeed similar to what we experience with human artifacts. Similarity with this experience would also suggest that “many worlds might have been botched and bungled, throughout an eternity, ere this system was struck out” (Hume 1779: pt. 5; 69). Moreover, the very question of whether the world was really similar to an artifact was not so easily settled. The evidence coming from experience supported equally well (if not better) the view that the universe was similar to an organized body or vegetable. One could therefore infer that the world “is an animal, and the Deity is the SOUL of the world, actuating it, and actuated by it” (ibid.: pt. 6; 73). Given our ignorance of the essence of matter and mind, Hume remarked further, there was also no basis in experience for establishing the priority of thought over matter: “In all instances which we have ever seen, thought has no influence upon matter, except where that matter is so conjoined with it, as to have an equal reciprocal influence upon it” (ibid.: pt. 8; 88). Thought could have resulted from the ordering of matter, rather than the order of matter resulting from thought. If, in addition, one accepted Hume’s account of causation as the observation of constant conjunction, the uniqueness of this particular effect – the world – rendered any causal inference structurally impossible due to the impossibility of observing the constant conjunction with a putative cause. The last nail in the coffin of the design argument was the ever-returning problem of evil. With so much evil in the world how could one infer the goodness of the world’s cause? On the contrary, “the whole presents nothing but the idea of a blind nature, impregnated by a great vivifying principle, and pouring forth from her lap, without discernment or parental care, her maimed and abortive children” (ibid.: pt. 11; 113). In summary, although experience supported the conclusion that there was some kind of design in nature in the sense of an adaptation of means to ends, it could not go any further in establishing the design’s cause, let alone the nature of such a cause.

Hume knew, however, that natural theologians had other weapons in their arsenal. One could indeed think that by undermining the design argument he had barely made a dent in their reserves. After all Clarke had not led his charge by trumpeting design discernible a posteriori but by reaching the notion of “necessary being” and deducing from it metaphysical attributes of the Deity through conceptual analysis. It was on that basis that he had built his arguments for the intelligence and moral attributes of God. Although Hume did not seem to appreciate that the design argument was not meant to be self-standing,11 he saw that the core of Clarke’s argument still needed addressing. In the face of the objections plaguing the design argument, Demea urged in Part 9 of the Dialogues the abandonment of ineffective a posteriori efforts and the pursuit instead of the “simple and sublime argument a priori.” Such a description did not refer (as Wolff would have done) to a version of the so-called ontological argument, but to a muddled version of Clarke’s “cosmological” argument:


Whatever exists must have a cause or reason of its existence; it being absolutely impossible for any thing to produce itself, or be the cause of its own existence. In mounting up, therefore, from effects to causes, we must either go on tracing an infinite succession, without any ultimate cause at all, or must at last have recourse to some ultimate cause, that is necessarily existent… What was it, then, which determined something to exist rather than nothing, and bestowed being on a particular possibility, exclusive of the rest?… Was it nothing? But that can never produce any thing. We must, therefore, have recourse to a necessarily existent Being, who carries the REASON of his existence in himself; and who cannot be supposed not to exist without an express contradiction. There is consequently such a Being, that is, there is a Deity.

(Hume 1779: pt. 9; 90–91)



The nerve of Hume’s critique anticipated Kant’s famous blow to the ontological argument as well as the view that the cosmological argument failed because it depended on the ontological argument, that is, it depended on the coherence of the concept of “necessary being.” Existence, Hume pointed out, was a matter of fact. As such it could not be proved a priori, that is, it could not be deduced by conceptual analysis, since existence was not included in the concept of something. As Hume had written in A Treatise of Human Nature (1739–40): “the idea of existence is nothing different from the idea of any object, and… when after the simple conception of any thing we wou’d conceive it as existent, we in reality make no addition to or alteration on our first idea” (Hume 1739–40: 1.3.7). Ergo, the notion of a “necessarily existent Being” could not be a coherent concept. In the Dialogues Hume concluded that “[t]here is no Being, therefore, whose non-existence implies a contradiction”; the words necessary existence had “no meaning; or, which is the same thing, none that is consistent” (Hume 1779: pt. 9; 91–92).

In the short term, Hume’s skeptical qualms did not encounter much favor. His fellow countrymen, known as the Scottish “common-sense” philosophers, entered the fray defending the evidences of natural theology. In particular, Thomas Reid maintained that it is part of the human constitution to judge powers by their effects. Such judgments are common to all men and absolutely necessary for our life. It is therefore just an application of this general rule that from marks of intelligence and wisdom in effects, a wise and intelligent cause may be inferred (see Reid 1780: lecture 7; see also Reid 1785: 6.6.6; 508–12). The most influential new version of the design argument, based on the scientific advances of the day especially in anatomy and biology, was offered by William Paley in his Natural Theology: or, Evidences of the Existence and Attributes of the Deity, collected from the Appearances of Nature (1802). Although Paley mentioned Hume’s Dialogues only en passant (Paley 1802: 548), Hume’s objections to the design argument were parried in the very first chapter of the book. The chapter opened with the famous example of a watch found upon the ground while “crossing a heath.” Surely, Paley wrote, “I should hardly think… that, for any thing I knew, the watch might have always been there” (ibid.: 1–2) as the stone my foot encountered a moment before. The reason for this was that “when we come to inspect the watch, we perceive (what we could not discover in the stone) that its several parts are framed and put together for a purpose” (ibid.: 2). Having observed its mechanism, “the inference, we think, is inevitable; that the watch must have a maker” who designed it for its purpose (ibid.: 2–4). The objections raised by Hume against the extension of this inference to cases in which we have no experience of the constant conjunction between observed “effects” and their alleged, unobserved “cause” were implicitly brushed aside by Paley’s remark that we routinely extend the validity of such inference precisely to that kind of cases: “Nor would it… weaken the conclusion, that we had never seen a watch made; that we had never known an artist capable of making one; that we were altogether incapable of executing such a piece of workmanship ourselves, or of understanding in what manner it was performed: all this being no more than what is true of some exquisite remains of ancient art, of some lost arts, and, to the generality of mankind, of the more curious productions of modern manufacture” (ibid.: 4). In the ensuing chapters Paley proceeded to show the analogy between the watch mechanisms and the sophisticated structures of bodies and vegetables, comparing in particular (in ch. 3) an eye with a telescope. Until a better explanation could be found for the plain “manifestation of design” (ibid.: 20) in the anatomy of the eye, Paley’s simple (and therefore broadly appealing) arguments seemed to tip the balance in favor of a divine designer. Needless to say, some fifty years later, Darwin was precisely to claim that there was in fact a better, natural explanation.

The moral turn

Supporters of natural theology might well have thought that Paley’s valiant and seemingly successful efforts opened the nineteenth century on a high note. By this time, however, plenty of people had reached the conclusion that, all considered, theoretical or speculative reason did not lead to God. Despite the Enlightenment’s high praises for the power of reason and the Deists’s fanfare proclaiming the virtues of rational religion over dubious revelations, the warnings of the limitations of natural reason sounded by Bayle’s fideistic register continued to resonate throughout the eighteenth century. The fideistic aspect of Bayle’s polymorph legacy converged with worries about the sorry state of human reason due to the fall, the emphasis on the centrality of grace and election, the acute awareness of the distance between God and creatures, and the role of emotions and feeling in religion. Far from regarding reason as the source of truth which leads to salvation, a broad range of thinkers saw theoretical reason as structurally incapable of leading anywhere near the divine realm. Morality rather than dogmas and doctrines paved the way to God. The distinction between above reason and contrary to reason did not matter either, not because (as in the case of theological rationalism) all doctrines above (human) reason had been discarded as straight absurdities, but because all divine matters were above the proper compass of natural reason. Whether the latter declared them contrary to its judgments was of no consequence, owing to its incompetence to judge in the first place.

The Protestant world seemed particularly receptive to this warning, although the Roman Catholic camp did not lack its own skeptical voices toward the possible contribution of reason to religion. The Jansenists – named after the Flemish Catholic bishop, Cornelius Jansen – denounced the dangers for religion of Cartesian rationalism, on the one hand, and of Jesuit Aristotelian scholasticism, on the other hand. Doubts were raised by a Sorbonne theologian, Nicolas l’Herminier, about the merits of the arguments for the existence of God. But where speculative reason seemed to fail, practical reason and morality appeared to fare better. Pietism – a religious movement which was marked by the publication in 1675 of the Pia desideria by Philipp Jakob Spener, and which grew strong in Lutheran Germany – stressed practice over doctrine (Spener 1675). What mattered in Christianity was not the assent to abstract doctrines but love of God and the neighbor. Reacting against the intellectualist approach of the so-called Schulphilosophie, Pietism tended to detach religion from philosophical speculations. In his Vernunftlehre of 1691, the influential German author, Christian Thomasius, exhibited a hostility toward metaphysics, which he shared with Pietism (Thomasius 1691a and b). Reason and philosophy should have a practical goal, namely the advancement of the common good through rational love. There was no use for abstract metaphysical discussions especially in the sphere of faith. Philosophy should instead deal with ethical questions.

Some of the views of Pietism exercised a lasting impact on Immanuel Kant. In his epoch-making Kritik der reinen Vernunft (Critique of Pure Reason) he maintained that reason “in its merely speculative use” is inadequate for the great aim of “attaining to the existence of a supreme being.”12 A demonstration of the existence of God would demand “an extension of our cognition beyond all the boundaries of experience,” employing principles of reason which are “only of immanent validity, i.e., they are related solely to objects of empirical cognition” (Kant 1781/1787: A637/B665–A642/B670).13 Kant came to this conclusion after dismantling the main arguments for the existence of God. In one of his early, pre-critical writings, Der einzig mögliche Beweisgrund zu einer Demonstration des Daseins Gottes (The Only Possible Argument in Support of a Demonstration of the Existence of God) (1763), he introduced the hugely successful terminology of “ontological” and “cosmological” proofs (Kant 1763: Ak II, 160). The ontological argument was criticized there on grounds which the Critique of Pure Reason rendered famous, namely “that existence is really not a predicate of a thing at all” and “nothing more is posited through an existent thing than is posited in a merely possible thing (for then one is speaking of the predicates of that thing)” (ibid.: Ak II, 75). In the Critique of Pure Reason Kant explained with an example: “a hundred actual dollars do not contain the least bit more than a hundred possible ones.… But in my financial condition there is more with a hundred actual dollars than with the mere concept of them (i.e. their possibility).… yet the hundred dollars themselves that I am thinking of are not in the least increased through this being outside my concept” (Kant 1781/ 1787: A599/B627). Existence “is merely the positing of a thing” (A596/B624).

Having shown “the impossibility of an ontological proof of God’s existence” (Kant 1781/1787: A592/B620), since “every existential proposition is synthetic” (A598/B626) and cannot therefore be proved a priori, the Critique pressed the “impossibility of a cosmological proof” as well (see A603/B631–A614/B642). This is a proof which is a posteriori since it “starts from experience… and because the object of all possible experience is called ‘world,’ it is therefore termed the cosmological proof” (A605/B633). Its first step, as conceived by Kant, was as follows: “If something exists, then an absolutely necessary being also has to exist. Now I myself, at least, exist; therefore, an absolutely necessary being exists. The minor premise contains an experience, the major premise an inference from an experience in general to the existence of something necessary” (A604/B632–A605/B633). So far so good, it seemed, since “in order to ground itself securely, this proof gets a footing in experience.” The problem, as Kant saw it, was that “the cosmological proof avails itself of this experience only to make a single step, namely to the existence of a necessary being in general. What this being might have in the way of properties, the empirical ground of proof cannot teach; rather here reason says farewell to it entirely and turns its inquiry back to mere concepts.” That is, in order to establish “what kinds of properties in general an absolutely necessary being would have to have” (A605/B633), the cosmological proof turned at this point from experience to the pure a priori concepts on which the ontological proof rested. The second step of the proof consisted in showing that the concept of ens realissimum (the most real being or the highest being) was “the one single concept, that fits necessary existence and is adequate to it” (A607/B635); and since a necessary being existed (first step of the proof), there necessarily existed a highest being (A605/B633–A606/B634). The cosmological argument, Kant concluded, was just “an old argument in disguised form as a new one” (A605/B633) – and that old “unfortunate ontological proof” (A604/B632) having already been shown to be impossible, it precipitated the downfall of the cosmological argument as well.

Of course one could have objected that if the problems began with step two of the proof one could just stop with the first step and rest content with the demonstration of the existence of an absolutely necessary being. According to Kant, however, the first step was not independent of the second step: “it is really only the ontological proof from mere concepts that contains all the force of proof in the so-called cosmological proof,” since only the ontological proof could provide “the conditions for the possibility of an absolutely necessary being” through the concept of ens realissimum (Kant 1781/1787: A607/B635). Clearly, if we had such an insight into the possibility of a necessary being, its existence would be established too (A608/B636). But we don’t, and “unconditioned necessity, which we need so indispensably as the ultimate sustainer of all things, is for human reason the true abyss” (A613/B641).

The third and final blow was dealt to the “physico-theological proof” (that is, roughly, the design argument), which was also declared impossible (see Kant 1781/1787: A620/B648–A630/B658). Unlike the cosmological proof, which abstracted “from every particular property of objects of experience through which this world might differ from any other possible world,” the physico-theological proof used “observations about the particular constitution of this sensible world of ours for its grounds of proof” (A605/B633). In other words, while the cosmological proof considered “any existence in general,” the physico-theological proof turned to the “determinate experience” of the order and constitution of things in the present world (A620/B648). The trouble with this argument was that it “could at most establish a highest architect of the world, who would always be limited by the suitability of the material on which he works, but not a creator of the world, to whose idea everything is subject, which is far from sufficient for the great aim one has in view, namely that of proving an all-sufficient original being” (A627/B655). In order to achieve that higher aim, the physico-theological proof “suddenly jumps over to the cosmological proof, and since this is only a concealed ontological proof,” the physico-theological proof could not but fail with it (A629/B657).

According to Kant, however, reason’s path to God was not irremediably blocked. Quite the opposite. Although reason in its speculative use could not demonstrate the existence of God, practical reason did lead to its affirmation. Already in his lectures on metaphysics of the mid-1770s, Kant proclaimed that “the main point is always morality.” Morality is “the ground and the purpose of all our speculations and investigations. All metaphysical speculations aim at it” (Kant mid-1770s: Ak XXVIII.1, 301). This primacy of practical over speculative reason was reflected in our cognition of God. In the Critique of Pure Reason, Kant defined theoretical cognition as “that through which I cognize what exists,” and practical cognition as “that through which I represent what ought to exist” (A632/B660–A634/B662). In the Kritik der praktischen Vernunft (Critique of Practical Reason) (1788), he explained that the existence of God ought to be affirmed as a postulate of practical reason (Kant 1788: Ak V, 124–32). Together with immortality and freedom, God’s existence must be postulated in order to establish reverence for the moral law and the conditions of possibility of its realization (ibid.: Ak V, 132–34). As Kant had already said in the Critique of Pure Reason, “since there are practical laws that are absolutely necessary (the moral laws), then if these necessarily presuppose any existence as the condition of the possibility of their binding force, this existence has to be postulated” (Kant 1781/1787: A632/B660–A634/B662). As a postulate of practical reason, the existence of God was not a “theoretical dogma” but a “presupposition” – “the presupposition of the highest independent good.” Practical reason furnished significance for practical purposes to the “theological concept of the original being” which speculative reason could not attain (see Kant 1788: Ak V, 132–34).

God lay for Kant beyond the limits of possible experience, that is, beyond the boundaries of our experience of this world to which theoretical reason was applicable. We could not, therefore, have knowledge of God. In the Preface to the second edition of the Critique of Pure Reason, Kant asserted that “speculative” reason should abandon “its pretension to extravagant insights; because in order to attain such insights, speculative reason would have to help itself to principles that in fact reach only to objects of possible experience, and which, if they were to be applied to what cannot be an object of experience, then they would always actually transform it into an appearance, and thus declare all practical extension of pure reason to be impossible” (Kant 1781/1787: Bxxx). In other words, the aspiration to a theoretical knowledge of God should be abandoned, not only because such knowledge was impossible (due to our structural limitations), but also because it distorted its alleged object, conceiving it as part of the world of appearances or phenomenal world – the only world of which we can have experience. In so doing it blocked the only path of reason to God: the path of morality. “Thus,” Kant concluded, “I had to deny [aufheben] knowledge [Wissen] in order to make room for faith [Glaube]” (ibid.: Bxxx). Kant, it should be noted, made room for faith but not for fideism. That is, he thought of a way to go beyond knowledge that was still rational. For Kant, our cognition of God (Erkenntniß Gottes) was a “necessary hypothesis of theoretical and practical reason” which had “practical certainty” (Kant mid-1770s: Ak XXVIII.1, 304). Practical reason grounded the subjective certainty of faith; the presumption of God’s existence was a rational presupposition.
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Notes



1 The name “Socinianism” derived from the Italian antitrinitarian theologian, Fausto Sozzini or Faustus Socinus (1539–1604).

2 See especially Locke 1689: 4.17.23–24 and ch. 18; Leibniz 1710: “Preliminary Discourse.”

3 According to Kant, for instance, Deists were those who represented God “merely as a cause of the world,” as opposed to Theists who represented God “as an author of the world” (Kant 1781/1787: A631/B659–A632/B660).

4 This is an enlarged version of Herbert’s De veritate, first published in Paris in 1624.

5 The Enquiry went through eleven editions prepared by Hume, in which various changes were introduced in section 10 on miracles. The critical edition by Beauchamp (from 2000), cited here, is based on the last edition published under Hume’s supervision in 1772; it follows the posthumous edition of 1777 in the case of substantive final changes by Hume.

6 See the famous Traité des trois imposteurs (also discussed in Wolfe, this volume). Although published in Amsterdam in 1719, this work was also circulated as a manuscript under different titles.

7 Wolff’s Vernünftige Gedanken von Gott, der Welt und der Seele des Menschen, also known as his “German Metaphysics,” was first published in Halle in 1719. Quotations are from the 1738 edition.

8 Voltaire used the blueprint of Samuel Clarke’s influential arguments in the Demonstration of the Being and Attributes of God (see below, p. 000), progressing from a version of the cosmological argument to a version of the design argument.

9 It should be noted that Hume in the Dialogues uses a metaphysically robust notion of cause which sits uneasily with his usual, deflationary theory of causation. Quotations from Hume’s Dialogues are from J. C. A. Gaskin’s edition of 1993 (Oxford University Press), based on Norman Kemp Smith’s text (Oxford University Press, 1935).

10 As noted by Stewart 2006: 718, this image of machines within machines was inspired by Cheyne 1715.

11 See Stewart 2006: 721–22.

12 According to Kant, theoretical cognition is speculative when “it pertains to an object or concepts of an object to which one cannot attain in any experience” (A634/B662). For a definition of theoretical cognition see below, p. 162.

13 See A295–96/B352: Kant called immanent principles those principles “whose application stays wholly and completely within the limits of possible experience.”
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REASON AND UNDERSTANDING

Manfred Kuehn

 

“Reason” is without a doubt one of the most central concepts of Western philosophy since at least the time of Plato. But there are some periods during which it had greater currency than others. If we can believe traditional histories of philosophy, there was no period during which reason played a larger role than in the seventeenth century or the period of “Rationalism.” The very name of this so-called “movement,” or, as some would prefer, these “movements,” derives from the Latin term for reason, that is, from ratio (Williams 1967). It is usually taken to refer to something that is also called “Continental Rationalism” and conceived in opposition to “British Empiricism.” Thus Louis Loeb, quoting Frederick Copleston, characterizes this view as consisting of the custom “to divide pre-Kantian modern philosophy into two main streams, the one comprising the rationalist systems of the Continent from Descartes to Leibniz and his disciple Christian Wolff, the other comprising British Empiricism down to and including Hume” (Loeb 1998: 26f.).

“Rationalism” in this sense is understood as a philosophical program which emphasizes innate ideas or a priori reason and provides arguments that knowledge of the world can and must be justified independently from mere sense experience. This view of rationalism as being essentially opposed to empiricism and its conception of reason is of course heavily indebted to Immanuel Kant, who in his Critique of Pure Reason argued that empiricism and rationalism pretty much exhausted the alternatives available to philosophers before his work. The critical philosophy for the first time made clear that there was a middle way, that is a way that avoided the Scylla of rationalism and the Charybdis of empiricism.

There is, accordingly, no book more important for the history of “reason” in eighteenth-century thought than Immanuel Kant’s Critique of Pure Reason of 1781. As the title of the work indicates, it is concerned not just with reason, but with pure reason. It is meant to be a critique of reason, which is at the same time a critique by reason, and a critique for the benefit of reason, showing what it can be legitimately expected to accomplish and what it cannot possibly achieve. In other words, it is a book about the limits of reason. In many ways it follows the lead of John Locke’s Essay on Human Understanding of 1689, which dealt with the understanding and the impediments that stand in its “Progress towards Knowledge.” Locke described himself somewhat facetiously as “an Under-Labourer in clearing Ground a little, and removing some of the Rubbish, that lies in the way to Knowledge” (Locke 1689: “Epistle to the Reader,” 10). Kant is more ambitious, he wants systematically to identify all the rubbish and then remove it in its entirety.

The last chapter of the Critique of Pure Reason is entitled “The History of Pure Reason.” In it, Kant gives a schematic overview over the entire history of metaphysics (Kant 1781/1787: 702–4; A852/B880–A855/B883). It is interesting, but perhaps not as interesting as some of his earlier pronouncements in the first Critique on what he takes the history of reason to be. Thus Kant claims in “The Discipline of Pure Reason in Polemical Use” that reason has historically proceeded in three steps:


The first step in matters of pure reason, marking its infancy, is dogmatic. The second step is skeptical; and indicates that experience has rendered our judgment wiser and more circumspect. But a third step, such as can be taken only by fully matured judgment, based on assured principles of proved universality, is now necessary, namely, to subject to examination, not the facts of reason, but reason itself, in the whole extent of its powers, and as regards its aptitude for pure a priori modes of knowledge.

(Kant 1781/1787: 654; A761/B789)



This passage was clearly written to situate his own Critique of Pure Reason at the apex of what is claimed to be an inevitable development from dogmatism to skepticism, and then finally to critique. Kant thought this characterized not just his own philosophical developments, but also the history of Western philosophy from Plato to the period of the Enlightenment in late eighteenth-century German philosophy. In his Prolegomena to Any Future Metaphysics, he also pressed the previous 100 years of philosophy into this mold, saying that “since the Essays of Locke and Leibniz, or rather since the rise of metaphysics as far as the history of it reaches, no event has occurred that could have been more decisive” for its fate than Hume’s attack on it. Hume, Kant claimed, “brought no light to this kind of knowledge, but he certainly struck a spark,” which ultimately led to Kant’s own critical philosophy (Kant 1783: Ak IV, 257; 7). It is clear that the two fundamental forms of dogmatism for Kant were rationalism and empiricism embodied in Gottfried Leibniz and John Locke. Skepticism is for him synonymous with “David Hume.”

This rather tendentious and schematic history of metaphysics or reason, was made even more tendentious and schematic a few years later by Kant’s follower Karl Leonhard Reinhold, whose Letters on Kantian Philosophy first appeared in the journal Der Teutsche Merkur in 1786–87 and then as a greatly expanded book in 1790: it not only did a great deal to popularize Kant’s philosophy, but also argued forcefully that Hume had already exposed the fundamental problems connected with the two basic systems of empiricism and that of rationalism. Reinhold argued that Locke was the most perfect empiricist, and that there could therefore be no further development beyond his position, that Leibniz’s rationalism was the most perfect version of this dogmatic theory which therefore had also exhausted all its possibilities, and that Hume was the most perfect skeptic.With empiricism, rationalism, and skepticism dead, only Kant’s critical philosophy remained a live option, allowing for further development by none other than Reinhold himself. It contained for him “all that is true and that is contained in the isolated and one-sided systems maintained before him,” and it “excludes what is not true.”1 It was primarily through Reinhold that this schematic view of the history of eighteenth-century philosophy came to Johann Gottlieb Fichte, F. W. J. Schelling, and Georg Wilhelm Friedrich Hegel, who then passed it on to his followers and to the German historians of philosophy. Through them it had the greatest influence on the historiography of philosophy in the nineteenth century. This picture is still with us. It may be called the “standard account” which deeply influenced the way “reason” was viewed from the eighteenth century up to the present day.

Needless to say, the traditional view of the function and meaning of reason is too schematic and is also misleading in the details. But, as I will argue, it is not entirely false either. Its schematism sometimes leads to an overly simplified version of the conceptual history of “reason” in the eighteenth century, but it is not seriously misleading. I will therefore follow this approach, and concentrate on the way reason was used by some of the more minor thinkers in the eighteenth century.2 Starting with Leibniz and Locke, I will then look at Christian Wolff and some of the Wolffians, Étienne Bonnot de Condillac, Jean Le Rond D’Alembert, David Hume, Thomas Reid, Moses Mendelssohn, Johann Heinrich Lambert, Johann Nicolaus Tetens, Immanuel Kant, and Johann Gottlieb Fichte. The relative predominance of the Germans is no accident, as I believe that the most important developments with regard to the concept of reason in the last third of the eighteenth century took place in Germany.

Locke’s Essay concerning Human Understanding, although published in the late seventeenth century, is absolutely indispensable for understanding the history of “reason” in the eighteenth century insofar as it provides the point of departure for many of the discussions in English, French, and German. Reason is explicitly discussed in chapter 17 of Book 4. Locke first took stock of what “reason” means in English and pointed out that it has no unitary meaning but “different significations” (Locke 1689: 4.17.1, 668). Sometimes it is understood to mean “true, and clear Principles,” sometimes as “clear, and fair deductions from those Principles,” and other times as “the Cause, and particularly the final Cause” (ibid.: 4.17.1, 668). Locke also rejected the usage of “reason” as the opposite of “faith.” This usage may be common, but it is improper. Faith cannot be “opposite” to good reason for him. In fact, Locke was convinced that reason is a kind of “natural revelation” (ibid.: 4.19.4, 698). Thus, he used reason in still another sense, namely as referring to the faculty that is genuinely human and distinguishes us from the animals. In other words, Locke took up reason in a specifically Aristotelian sense, according to which human beings are rational animals.

In some sense this claim is misleading, for Locke really defined reason in relation to his own account of knowledge in terms of ideas. As general knowledge consists for him in the perception of the agreement and disagreement of our ideas and knowledge of the existence of things in the world on our senses, he asks the rhetorical question as to what possible role reason could play under these circumstances. His answer is that we need it “very much; both for the enlargement of our Knowledge, and regulating our Assent” (Locke 1689: 4.17.2, 668).

Book 4 of the Essay gives a specific account of reason which involves finding intermediate ideas, whether they be demonstrative or probable. Reason has to do with inference and that is what makes it important for Locke, as “the greatest part of our knowledge depends upon Deductions and intermediate ideas” (Locke 1689: 4.17.2, 669, see also 688). Reason is the faculty of “discovering and finding out of Proofs,” “laying them out in a clear and fit Order,” “perceiving their Connexion,” and “making a right conclusion” (Locke 1689: 4.17.3, 669). But reason does not just “perceive” necessary or indubitable connections among ideas but also probable ones.

Locke distinguished four degrees of reason, namely proving, ordering, connecting, and making the right conclusions. These operations are most clearly observed in mathematical reasoning, but they are characteristic of all kinds of reasoning. After a long argument against the traditional view of reason as essentially involving syllogisms (Locke 1689: 4.17.1–8, 668–81), he turned to a discussion of how reason sometimes fails us. He distinguished five different kinds of failures: (i) reason fails where our ideas fail (ibid.: 4.17.9, 682), (ii) it fails, if the ideas it is concerned with are obscure, (iii) when the most relevant ideas are overlooked, (iv) when it starts fromfalse principles, and (v) when it is misled by “dubious words” or uncertain signs (ibid.: 4.17.13, 683). We must, therefore, be careful to avoid such mistakes.

But on the whole reason is reliable, and it is good that it is reliable since we have to rely on it most of the time. We cannot usually immediately see the agreement and disagreement of ideas. Intuitive knowledge does consist of “the perception of the certain Agreement or Disagreement of any two ideas immediately compared together” (Locke 1689: 4.17.17, 685). Rational knowledge consists in the perception of such agreements “by the intervention of one or more other ideas” (ibid.). Locke also acknowledged rhetorical strategies like the argumentum ad verecundiam, ad ignorantiam, ad hominem, and ad iudicium, and he does not reject them outright, but they are for him more tools for persuasion and silencing opposition than they are rational arguments.

Most interesting, perhaps, is the distinction he makes between things “according to, above, and contrary to reason” (ibid.: 4.17.23, 687). Propositions that are contrary to reason are “inconsistent with, or irreconcilable to our clear and distinct ideas.” His examples are characteristically taken from religion. Thus God’s existence is according to reason, the existence of more than one God is contrary to reason, while the resurrection of the dead is above reason (ibid.).

It is just as important for reason as it is for the rest of Locke’s system that reason is based on sensible ideas only and that for him there are no innate ideas. Even intuitive knowledge has to do with ideas received through the senses and does not constitute a special sort of knowledge. The “bounds of knowledge” are not in any way enlarged by reason. Reason is not a separate source of knowledge that is independent of sensation, but it remains essentially tied to it. The bounds of sense can never be overcome by reason.

This fundamental conviction represents in many ways the starting point of the discussion of reason in the eighteenth century as a whole as much as of Locke’s theory. Many thinkers followed Locke in one way or another, while a large minority continued to argue against it. Even Kant presents in the end nothing but a modification of Locke’s view of reason.

Samuel Clarke followed the lead of the Cambridge Platonists rather than that of Locke, and argued that natural religion determines what we ought to do through necessary and eternal relations of fitness (see Antognazza, Chapter 5, and Debes, Chapter 21, in this volume). This meant for him that the “original obligation of all” can be deduced from “the reasons of things” (Clarke 1706: 107). Our duties and obligations (to God, ourselves, and others) are thus prior to any consideration of personal advantages and disadvantages or reward and punishment. They are also prior to any contract. Indeed, they can be apprehended by any intelligent beings and all intelligent beings should also follow them. He argued that Plato’s theory of anamnesis is essentially correct, not just in matters geometrical, but also in matters of right and wrong. Indeed, contradiction in action and in thinking amount to the same mistake. The rules of equity demand the same consistency as the rules of thinking. Accordingly, Clarke rejected the voluntarism of Locke, Hobbes, and others, who deny the eternal and natural difference of good and evil, and mistake difficulties in determining what in a particular case may be right or wrong for the difficulty of determining right and wrong themselves. In the former there may be some latitude, but in the latter there cannot be any.

The most important philosopher to react negatively to Locke’s views on reason was G. W. Leibniz. Around 1704 Leibniz wrote the Nouveaux essais sur l’entendement humain (New Essays on Human Understanding) and it was the views espoused in this work that deeply influenced Kant’s version of the role of reason in the dispute between empiricism and rationalism. Still, Leibniz’s view did not make as radical a difference to the philosophical discussion at this time as one might have expected on the basis of the Kantian account, since Leibniz’s views on reason were already very well known at the time the New Essays were published in 1765, by R. E. Raspe. As was to be expected, Leibniz not only defends the syllogism against Locke as “one of the finest and indeed one of the most important” inventions of the human mind, as a “kind of universal mathematics whose importance is too little known” (Leibniz 1765: 4.17.4 [GP V, 460]; 478), but also offers another definition of reason in terms of what it means to be “a reason”:


A reason is a known truth whose connection with some well-known truth leads us to give our assent to the latter. But it is called a “reason,” especially and par excellence, if it is the cause not only of our judgment, but also of the truth itself – which makes it what is known as an “a priori reason.” A cause in the realm of things corresponds to a reason in the realm of truths, which is why causes themselves – and especially final ones – are often called “reasons.”

(Leibniz 1765: 4.17.1 [GP V, 457]; 475)



Reason is really the faculty that is aware of this “connection amongst truths” (ibid.). Insofar as we see these “connections between truths – connections which themselves constitute necessary and universal truths,” we are rational. Reasons are ultimately also causes. Even if we only have opinions, these opinions connect up with reality in a way in which Lockean reason never could. This has also to do with the fact that Leibniz believes that truth itself consists of “innate truths” about all possible worlds.

Locke gave an essentially epistemological account of reason. Leibniz believed himself able to provide a fundamentally ontological account of reason. Reason is not just a human faculty that makes us different from the animals, it indicates the fundamental structure of reality itself. Leibniz argued most vehemently against Locke’s view that the soul is like a blank writing tablet or tabula rasa and claims that Locke’s system is closer to Aristotle’s whereas his own is closer to Plato’s (Leibniz 1765: GP V, 42; 47f.). He also called attention to the Christian idea that God’s law is written in our heart and the Stoic notion of koinai ennoiai. “Modern philosophers give them other fine names and Julius Scaliger, in particular, used to call them ‘seeds of eternity’ and also ‘zopyra’ – meaning living fires or flashes of light hidden inside us but made visible by the stimulation of the senses, as sparks can be struck from steel” (ibid.: GP V, 42; 49). Leibniz felt he had reason to believe that these flashes reveal “something divine and eternal… Especially in the case of necessary truths” (ibid.). The senses merely give the occasion for the operation of the eternal laws of reason. Reflection is ultimately nothing but “attention to what is within us” (ibid.: GP V, 44; 51). This reflection reveals innate or intellectual ideas, like being, unity, substance, duration, change, action, perception, pleasure, and even self. They are “innate in us – as inclinations, dispositions, tendencies, or natural potentialities, and not as actions” (ibid.: GP V, 44; 52). The ideas of the senses are confused, but the intellectual ideas and “the truths depending on them are distinct” (ibid.: 1.1.11 [GP V, 77]; 81). Therefore, neither the ideas nor the truths can be derived from the senses.

Leibniz claimed furthermore that his view was close to that of Ralph Cudworth’s True Intellectual System of the Universe of 1678, which was translated by Lorenz Mosheim into Latin in 1733, i.e., shortly after the appearance of Cudworth’s Treatise concerning Eternal and Immutable Morality, which was not published until 1731. Leibniz’s pronouncements in the New Essays do indeed sound somewhat similar to those of Cudworth.

Leibniz had already published the fundamentals of his view in the New Essays in his Theodicy of 1710, in whose “Preliminary Discourse on the Conformity of Faith with Reason,” he had made a fundamental distinction between different kinds of truths or verities, namely “‘Eternal Verities’, which are altogether necessary so that the opposite implies contradiction” and “positive” or factual truths. They are the laws “which it has pleased God to give to Nature” or the laws that depend upon them (Leibniz 1710: §2 [GP VI, 103]; 74). In other words, they are based on the free choice of God and might have been otherwise. They are based on what Leibniz calls in a manner reminiscent of his opponent Clarke the “fitness of things.” Because God clearly wanted to create the best of all possible worlds, he chose those laws that would contribute to the perfection of the world. They do not have the geometrical, logical, or metaphysical necessity of the eternal verities that are based on the law of contradiction. Nevertheless, they can also be discovered a priori because they are based on the principle of sufficient reason, for God gave the laws of this world for a reason. The eternal verities together with the positive truths make up not just the subject of reason but reason itself.

Leibniz defines reason, contrary to Locke, as “the linking together of truths, but especially (when it is compared with faith) of those whereto the human mind can attain naturally without being aided by the light of faith” (Leibniz 1710: §1 [GP VII, 49]; 73; see also §23 [GP VII, 64]; 88): “For I observed at the beginning that by reason I do not mean the opinions and discourses of men, nor even the habit they have formed of judging things according to the usual course of Nature, but rather the inviolable linking together of truths.” Most importantly, however, “reason pure and simple, as distinct from experience, only has to do with truths independent of the senses” (Leibniz 1710: §1 [GP VII, 49]; 73). There is a great distance between pure reason and the senses, a distance that cannot be easily overcome. And in any case, insofar as it can be overcome, it must be reason that makes the effort. We can justify experience or what the senses tell us by reason, though the senses can never justify reason. We can justify what the senses tell us because we can have knowledge through the senses but this knowledge is confused and obscure. Indeed, Leibniz would go so far as to say that there is nothing in the intellect or reason that was not in the senses before, since the intellect is already at work in the senses: Nihil est in intellectu quod non prius fuerit in sensu, nisi ipse intellectus. The truths of reason already are present in the truths of facts:


The truth of sensible things is established by the links amongst them; these depend upon intellectual truths, grounded in reason, and upon observations of regularities among sensible things themselves, even when the reasons are not apparent. Since these reasons and observations provide us with means to make judgments about the future as it bears on our interests, and since the outcome bears out our judgments, when they are reasonable, we can neither ask for, nor, indeed, attain any greater certainty about such objects. (Leibniz 1765: 4.11.10 [GP V, 426]; 444)



And this is what Leibniz’s rationalism ultimately amounts to: it is possible in principle to justify all knowledge by rational principles even if in practice we will have to do with much less certainty.

Leibniz’s philosophy did not fare well in the eighteenth century. Outside of Germany he soon became “little more than a name.” In Germany his influence was so closely bound up with Christian Wolff and his followers that it became common to speak of the Leibniz-Wolffian philosophy (Wilson 1995). D’Alembert speaks in 1751 somewhat dismissively of “the illustrious Leibniz.” He deserves to be remembered, even if only for having a share in the “invention of the differential calculus with Newton,” but he was “less judicious than Locke and Newton” and “no more fortunate than Descartes.” Though his principle of sufficient reason is “excellent and very true in itself,” it’s not of much use to mere human beings (D’Alembert 1751: 86f.). Our reason is too weak to grasp the ultimate nature of things. Jonathan Bennett, who thinks that “Wolff had a second-rate mind” and developed Leibniz’s views inaccurately and in infinite detail, thought that “no harm will come of” ignoring Wolff (Bennett 1974: 6). But this is clearly wrong, as Wolff developed a philosophy of his own that was influenced by Leibniz, but by no means reducible to it. Furthermore, he was the most influential philosopher in Germany before Kant. Though his influence began to wane after the middle of the century, especially under the influence of British philosophers, his works still remained important.

Wolff’s view of reason was much closer to that of Locke than Leibniz’s had been, and he was much more of an empiricist than Leibniz had ever wished to be. Characterizing his own approach, he pointed out:


When I base cognition on experience,… then I am most careful that I do not surreptitiously introduce [erschleiche] anything.… However, I have also found that this carefulness is very difficult and that it is almost easier to acquire a skill in demonstration than this carefulness… I make inferences from reality to possibility… in this way I keep my concepts pure so that nothing can sneak in whose possibility has not been cognized… and in this way I provide the foundation of absolutely reliable inferences in the sciences.

(Wolff 1726: 28)



Philosophy, investigating why things are the way they are and in this way going far beyond experience, must be careful never to lose itself in mere possibilities. His philosophy was meant to be a marriage of reason and experience (connubium rationis et experientiae), and even if this was not necessarily a marriage of equal partners, reason and experience were still partners for Wolff.3 Nor is it always clear which of these partners was more dominant in his view. This can be seen clearly in his Preliminary Discourse on Philosophy in General, which was first published in Latin in 1728. It is an introduction to his so-called Latin works. In the work, Wolff divides science into three areas: history that deals with facts; mathematics, which is concerned with quantity; and, most importantly, philosophy, which investigates the reasons the facts are as they are. “The knowledge of the reason of the things which are or occur is called philosophy” (Wolff 1728: 4). Put differently, “philosophy is the science of the possibles in so far as they can be” or exist (17). It “must give a reason why the possibles can actually occur” (17). Since it is a science, it must demonstrate this by a reason, and specifically by a kind of reason from which we can understand “why a thing is” (18).

This empirical bent is also predominant in Wolff’s logical theory. His “German Logic,” titled Vernnüftige Gedanken von den Kräften des menschlichen Verstandes (Rational Thoughts on the Faculties of the Human Understanding), appeared in 1713. It is organized in accordance with the “three operations of the mind,” or the “tres operationesi.” It begins with sensation, and it ends with a reminder that we should make compatible the “use of the senses and the understanding” (Wolff 1712/1713: 248). All of logic is for him really an “art of reason,” and it observes the same rules as mathematics, but “reason is an insight into the connection among truths” (144). Though in the Preface to the first edition Wolff calls attention to the fact that Leibniz’s “Meditations on Knowledge, Truth, and Ideas” of 1684 “unexpectedly” gave him “a great illumination” on the subjects discussed in the Logic, he was also clearly indebted to Locke’s “On the Conduct of the Human Understanding” of 1706. Accordingly, logic is for Wolff a science of the human mind, and in particular of the faculty of understanding. However, it is not just a theoretical investigation of this faculty, it is also a discipline that has a practical application, and one of its main goals is to show us the proper use of its principles in obtaining the truth. It is meant to investigate the conditions of knowledge, and the means to acquire it. In this epistemological bent the account of reason is more reminiscent of Locke than of Leibniz. Thus Wolff already emphasized in 1712 that “the powers of the human understanding can only be known through experience” and that even the inferences in his logic are based “partly on experience, partly on the explanations of others and on propositions that have previously been known” (ibid.: 110, 112, 239).

Wolff’s thought gave rise to a very influential school between 1725 and 1755. Some of his followers professed a radical Wolffianism; others, a more moderate view, with a heavily eclectic outlook (Mühlpfordt 1983). “Radical” and “moderate” here have mainly theological significance, as Wolff and the Wolffians had to defend their views on the power of reason against both moderate and radical fideists or Pietists, who were opposed to their approach from the outset. Some of the most important thinkers in the Wolffian movement were Jakob Carpov – who applied Wolff’s method systematically to theology – Samuel Christian Hollmann, Ludwig Philipp Thümming, Johann Christoph Gottsched, Jean Henri Samuel Formey (the secretary of the Berlin Academy), and Joachim Georg Darjes, who later in his life turned against Wolff’s supposed Leibnizianism.

The most important of the Wolffians was perhaps Alexander Gottlieb Baumgarten, whose views were in many ways more derived from Leibniz than Wolff and defined philosophy as the thence of those characteristics of things that can be known by reason alone.4 For Baumgarten the principle of non-contradiction and the principle of sufficient reason which could be derived from it were the highest principles of all knowledge. His student, Georg Friedrich Meier, was the first philosopher to give lectures on the basis of Locke, though not by choice but at the request of Frederick the Great. Hermann Samuel Reimarus, one of the few decided Deists in eighteenth-century Germany, emphasized reason as a perfectible artificial instinct or drive (Kunsttrieb) in opposition to the mechanical drives or instinct of the animals. His theory in some respects comes close to that which Hume had developed twenty years before (Reimarus 1760). Reimarus agreed with Wolff and Hume that with regard to complex concepts everything depends on whether the “arbitrary conjunction is free from internal and external contradiction” (Reimarus 1766). He also agreed that the possibility of concepts must be proved by recourse to their objects, offering an account of the one a posteriori and the five a priori principia probandi possibilitatem that is very similar to that of Wolff, even though it is offered in the context of his logic rather than in an ontology.

It appears, however, that ontology had by this time already receded into the background and that epistemological considerations of the sort introduced by Hume became more dominant. According to Kant and many others, Hume’s theory is directed against reason and is an argument for custom and instinct. This is, however, rather misleading in so far as Hume held that reason, considered correctly, is


[n]othing but a wonderful and unintelligible instinct in our souls, which carries us along a certain train of ideas, and endows them with particular qualities, according to their particular situations and relations. This instinct, ’tis true, arises from past observation and experience; but can any one give the ultimate reason, why past experience and observation produces such an effect, any more than why nature alone shou’d produce it? Nature may certainly produce whatever can arise from habit: Nay, habit is nothing but one of the principles of nature, and derives all of its force from that origin.

(Hume 1739–40: 1.3.16.9; SBN 179)



The section of the Treatise from which this passage is taken is entitled “Of the Reason of Animals.” It presents an argument to the effect that “beasts are endow’d with thought and reason as well as men,” and that therefore there is no fundamental difference between us and other animals, as Locke and most other philosophers since Aristotle had affirmed. The entire passage drips with sarcasm, as Hume claims that the arguments for this similarity “never escape the most stupid and ignorant” (ibid.: 1.3.16.1; SBN 176). This may be so, although Hume knew full well that it did escape the most intelligent and knowledgeable for most of history. He does not appear to have tired of this ploy, as he essentially repeats it in the Enquiry concerning Human Understanding (Hume 1748: §9). Though he admits there that the instinct in human beings may be different, he insists that the important thing is that it is an instinct (Hume 1739–40: 1.3.16.8; SBN 178).

Hume’s arguments for this view are intricately connected with some of the most central arguments of the Treatise and the first Enquiry, and it would go too far to summarize them in this context. Let it suffice here, therefore simply to say that his view of reason remained a minority view, perhaps the view of a minority of one. Almost no one could accept it, because it seemed to mean to most of his contemporaries to give up the essential difference between human beings and animals and thus to be irreligious. Nor can there be much doubt that this was essentially Hume’s goal. Furthermore, Hume’s view of reason is not just a challenge to the Leibnizian view of reason as having to do with the universal connections of all truths, but also to Locke’s view that sees in reason a faculty of inference. For Hume, inference is wholly founded on custom, and so no strict line between inference and custom can be maintained.

Hume’s theory of reason as reducible to instinct or custom was, of course, influenced by the work of Anthony Ashley Cooper, the Third Earl of Shaftesbury, who had been a student of Locke’s but was also influenced by Cambridge Platonism. Shaftesbury argued in the Inquiry concerning Virtue or Merit (1699) that moral obligations are not primarily rational, but can be traced back to benevolent affections, such as love, pity, and sympathy These affections are as natural as the selfish ones that Thomas Hobbes had identified, namely envy, greed, and self-preservation but suggested a far more optimistic account of human nature. Hume was even more influenced by Francis Hutcheson on moral philosophy and particularly his defense of the moral sense against more rationalist accounts. Following Locke, Hutcheson had tried to show that moral approval presupposes a special moral sense and is not based on reason. Since moral approval is the most important moral experience, morality cannot be based on reason. Indeed, reason is nothing but the “power of finding out true propositions.” It neither moves us to action nor can serve as a means of justifying moral ends. Both are functions of our moral sentiments. At the same time, these moral sentiments show that morality cannot be reduced to egoistic considerations. While the moral sense may be in some individuals “exceedingly weakened, and the selfish passions grown strong,” it is part of our nature and provides us with benevolent motives. While Hutcheson also believed that it is possible to develop a felicific calculus or a universal rule by which we can “compute the morality of any actions with all their circumstances” (see Crimmins, Chapter 20 in this volume), he does not make utility the basic principle of morality. Morality is for him ultimately based on sentiment or feeling. For Hume, reason as a separate and independent faculty in human nature dropped out of the picture altogether.

One of the most important critics of sentimentalism is Thomas Reid, who argued that morality is not based on feeling but on self-evident principles or truths. Though these principles do not form a system or a geometric order, they are like axioms that formulate not only the general and substantive conditions of morality but also allow us to settle conflicts that may arise when different virtues are pursued. Ethics elucidates “the structure of our moral powers.” Reid’s view is in some ways close to that of Richard Price, who was indebted to Cudworth and Clarke and thought that our moral concepts are based on “the intuition of truth or the discernment of the nature of things by the understanding” (Price 1758: 61). Sentiment, feeling, or emotion that plays such a large role in the thought of the moral sense school, also had a place in morals for these philosophers, but only one of secondary importance. Feeling may accompany intuition, but it should not be confused with it. Like Reid, he claimed that the moral worth of an agent depends on the intentions behind an act (for more on moral sense see the articles by Remy Debes, Chapter 21, and Jacqueline Taylor, Chapter 18; on knowledge and certitude, see Perinetti, Chapter 11, in this volume).

Even though Hume wrote the first two books of his Treatise in France, his view on reason left almost no trace there. In fact, Locke’s view asserted itself ever more strongly against the traditional Cartesianism. Thus Étienne Bonnot de Condillac in his Essai sur l’origine des connoissances (An Essay on the Origin of Human Knowledge) of 1746, Traité des systèmes of 1749, and Traité des sensations of 1754 made an interesting distinction between what he called “understanding” or entendement and “reasoning” or raisonnement. Reasoning was for him a special part of the understanding. Thus he claimed all the operations of the human mind that arise immediately from our impressions or perceptions, like perception, attention, memory, abstraction, judgment, affirmation, denial, and reasoning were part of the understanding. But he reserved the term reasoning for the “concatenation of judgments depending one upon the other” (Condillac 1746: 1.2.70). It depends on the operation of judging for its subject matter, so to speak. In the chain of judgments that constitutes an argument the truth of later judgments presupposes the truth of earlier ones. However, Condillac did not think that the understanding is a unified faculty. Rather he thought that his account gives us


[a] more exact idea of the understanding than is generally formed. This is looked upon as a different faculty from our knowledge, and as the place where it all comes to unite. And yet to speak with perspicuity, I think we should say that the understanding is no more than the collection or combination of the operations of the human mind. To perceive or to have consciousness, to give one’s attention, to discover, to imagine, to remember, to reflect, to distinguish one’s ideas, to compare, to compound, to decompound, to analyze, to affirm, to deny, to judge, to reason, to conceive: all this is the understanding.

(Condillac 1746: 1.2.73)



Reason is the operation which “crowns, as it were, the understanding” (Condillac 1746: 1.2.92). Yet it is nothing more than the “knowledge of the manner in which we ought to regulate the operations of the mind” (ibid.). It is thus not constitutive but a meta-operation. Condillac contrasted the understanding with instinct on the one hand and with reason on the other hand. And he argued that reason operates in accordance with the principle of contradiction, thus giving Leibnizians their due.5

Defending Locke’s rejection of innate ideas and opting for a position of thoroughgoing sensationalism, he had to reject any conception of “reason” that would provide “innate” principles that are “ingraved, and imprinted on the mind” (Condillac 1746: 2.2.4). We have “no other principle than simple ideas, which we receive by sensation and reflexion. To acquire complex notions of them, our only method as in mathematics, is to make different collections of the simple ideas” (ibid.: 2.2.16). Reasoning must therefore either start from simple ideas or “from such complex notions as are the workmanship of the understanding.” And truth can only be limited to the relations that hold between “simple ideas, complex ideas, and a simple and a complex idea” (ibid.: 2.2.31). Since simple ideas can for Condillac never occasion any mistakes, our errors can only come from the use of complex ideas or from how we connect our ideas. The further away we get from these simple ideas, the more problematic our reasoning becomes and the more careful we have to be.

Jean Le Rond D’Alembert essentially agreed with Condillac and argued in a similar fashion that we have no reason to suppose “purely intellectual notions” or innate ideas “at the outset of our enquiries.” All we need to form them “is to reflect upon our sensations” (D’Alembert 1751: 7). However, his “Detailed System of Human Knowledge” in the “Preliminary Discourse” to the Encyclopédie differs somewhat from the rough outlines of Condillac’s understanding. The Understanding is now divided into three sub-branches, namely Memory, Reason, and Imagination, and each of these sub-branches is closely associated with a particular science. Memory is connected with the various branches of History, Imagination with Poetry, while Reason is identified with Philosophy, namely with “General Metaphysics,” or Ontology, or Science of Being in General and the different branches of Wolffian metaphysica specialis, logic, ethics, and mathematics. Philosophy is for D’Alembert “the portion of human knowledge which should be related to reason” (ibid.: 148). It is “very extensive,” as there is “almost no object perceived by the senses which has not been transformed into a science by reflection” (ibid.). Philosophy becomes the equivalent of science in this scheme of things. While D’Alembert’s Tableau was clearly influenced by Wolff’s, he also makes some significant changes to the Wolffian division of the Sciences.

What is more important, perhaps, is that Reason is now the faculty responsible for science and system. And while D’Alembert, just like Condillac rejected the “spirit of system,” he adopted the “systematic spirit.” This systematic spirit is essentially analytic:


It is not at all by vague and arbitrary hypotheses that we can hope to know nature; it is by thoughtful study of phenomena, by the comparisons we make among them, by the art of reducing, as much as possible, a large number of phenomena to a single one that can be regarded as their principle. Indeed, the more one gives them scope, and since the object of a science is necessarily fixed, the principle applied to that object will be more fertile as they are fewer in number. This reduction which, moreover, makes them easier to understand, constitutes, the true “systematic spirit.”

(D’Alembert 1751: 22, 94f.)



It leads to a “reasonable metaphysics” which


can only consist, as does experimental physics, in the careful assembling of all these facts, in reducing them to a corpus of information, in explaining some by others, and in distinguishing those which ought to hold the first rank and serve as the foundation. In brief, the principles of metaphysics, which are as simple as axioms, are the same for the philosophers as for the general run of people.

(ibid.: 84)



We can draw one “genealogical or encyclopedic tree” which summarizes all the “various branches of knowledge under a single point of view, namely that of the understanding, with reason representing the most important branch (D’Alembert 1751: 45).6 If only because this picture of the tree of the sciences was behind the ambitious enterprise of the French Encyclopédie, it exercised a great influence on how reason was viewed in the second half of the eighteenth century.

Moses Mendelssohn was one of the most important of Kant’s contemporaries in Germany. Late in his life he was viewed as the leader of the enlightenment in Germany and as the most effective defender of the ideals of reason. Today he is often characterized as one of the most important of the so-called “popular philosophers,” and as the best representative of what some have called the “Berlin Enlightenment.” Dieter Henrich has claimed that “Kant became aware of the general situation of ethics at the middle of the eighteenth century through the opposition between Wolff’s philosophia practica universalis and Hutcheson’s moral philosophy, and his first independent formulation of an ethical theory resulted from a critique of these two philosophers” (Henrich 1973: 70). While this is not entirely false, it is not the whole truth either. There was no thoroughgoing opposition of Wolffian and Hutchesonian ethics in Germany. The Germans were not willing completely to abandon Wolffian metaphysics but they were willing to admit that the traditional Wolffian account was seriously incomplete because it had neglected the phenomena of sensation. They discovered that British philosophers also had something to offer; and since the relevant works were not only extensively reviewed in many German journals, but most of them were also translated quickly, many Germans were led to formulate a new problem or task for themselves. Mendelssohn thought the works of Locke, Shaftesbury, Hutcheson, Hume, Smith, Ferguson, and almost every other British philosopher of note were full of problems that needed solutions and observations that needed to be explained if German philosophy of the traditional sort was to succeed. Most of these problems seemed to have to do with the analysis of sensation in theoretical, moral, and aesthetic contexts. Central among these was the problem of a “moral sense.” Many Germans thought that the British observations could be built into a more rational account without substantial loss, and their fundamental task became one of explaining how Wolffian theory could account for the (apparently recalcitrant) facts discovered by the British. Thus many philosophers conceived their task – at least at first – as one of (more or less simply) incorporating British “observations” in a comprehensive “theory.”

As Mendelssohn noted on the occasion of a review of Edmund Burke’s A Philosophical Enquiry into the Origin of our Ideas of the Sublime and Beautiful of 1757:


The theory of human sensations and passions has in more recent times made the greatest progress, since the other parts of philosophy no longer seem to advance very much. Our neighbors, and especially the English, precede us with philosophical observations of nature, and we follow them with our rational inferences; and if it were to go on like this, namely that our neighbors observe and we explain, we may hope that we will achieve in time a complete theory of sensation.

(Mendelssohn 1759: II, 2)



He thought a “Universal Theory of Thinking and Sensation” was needed, and such a theory should cover sensation and thinking in theoretical, moral, and aesthetic contexts. It would be comprised of British “observations” and German or Wolffian “explanations.” He admitted that such a reduction to reason might appear difficult in the case of moral judgments, since our moral judgments “as they present themselves in the soul are completely different from the effects of distinct rational principles,” but that does not mean that they cannot be analyzed into rational and distinct principles. He suggested that our moral sentiments are “phenomena, which are related to rational principles in the same way as the colors are related to the angles of refraction of light. Apparently they are of completely different nature, yet they are basically one and the same” (Mendelssohn 1757: 183ff.). The problem concerning “moral sense” was for the Germans thus not an isolated issue. It was one important part of the broader problem concerning the relation of sensibility and reason in general. The question was: How could one unified theory be given of sensation and reason? The different attempts at answering this question reveal that almost everybody thought that an answer could only be found by showing or presupposing that these two apparently different faculties are really expressions of one and the same faculty, that sensations and thoughts were part of one continuum. Some emphasized the sensitive part of this continuum as basic, though most opted for the intellectual one, but, and this is most important to remember, all accepted what may be called the “continuity thesis” concerning sensation and rational cognition.

Johann August Eberhard followed Mendelssohn closely.7 His attempt to show that sensation can be reduced to something rational is perhaps typical of the general trend to seek to unite sensation and reason that I have just described. Starting from the observation that most recent speculative philosophy is best characterized by its discoveries in the theory of sensation and that these discoveries are often found in the writings of British philosophers, he claimed to develop the theory itself that develops a comprehensive theory of sensation and thinking. Hutcheson and others had gone only “halfway” in their explanation. Eberhard’s first step was to prove that sensation and thinking are united in what he calls “the original basic power” of the soul. Using one of the commonplaces of Wolffian psychology, he asserts without further argument that this basic power can only be the soul’s fundamental striving to represent things. Accordingly, sensation and thinking consist of the same “basic stuff,” namely representations. It is just that thinking consists of clear and distinct representations or ideas, whereas sensations are confused representations. Given these (relatively large) assumptions, it follows that moral judgments are ultimately also rational. Now, if there are those who “have transformed a kind of feeling … criteria of the truth and the good, they have given our faculty of sensation a reputation that it should not have” (Eberhard 1776: 187). While Eberhard did not mean to deny that we can speak of a moral sense, he did think it was important to be clear on what precisely this means. Feeling is a depository of all clear judgments which are kept in the soul by consideration or conscious abstraction, so that they may express themselves in all cases with a rapidity that is characteristic of sensation. He did not doubt that there is a moral sense as a depository of clear judgments but Eberhard chided Hutcheson, Home (Lord Kames), and others for claiming that there is an independent and separate moral sense.

But unlike Eberhard, Mendelssohn did not worry about reason solely in moral contexts. One of his earliest concerns was clearly metaphysics. Thus in his highly original essay “Über die Wahrscheinlichkeit” (“On Probability”) of 1756 he discussed Hume’s objections to the principle of analogy and addressed the Leibnizian problem of freedom and determinism. In this important paper, he tried to show that Hume, in so far as he was correct in his analysis of causality, had already been anticipated by Leibniz, and that, in so far as he seems to contradict Leibniz, Hume’s problem is, metaphysically speaking, irrelevant. In fact, Mendelssohn believed that Hume’s view of causality followed directly from the Leibnizian position. Leibniz also argued that efficient causality did not obtain at the level of substances. Monads cannot be causally related in the way phenomena are. Only phenomena are causally related in this way. Efficient causality is strictly an experiential concept, and it is based on constant conjunction. Thus Leibniz’s metaphysical position requires a Humean analysis at the phenomenal level and Hume’s view is already contained in that of Leibniz. It’s just that Leibniz’s account of the true reasons behind the phenomena goes deeper than Hume’s account could ever go. Hume dismissed reason too early.

Hidé Ishiguro argued recently for a similar view and tried to show that Leibniz and Hume are much closer on causality than has traditionally been assumed. The theory of causality implied by pre-established harmony is quite similar to Hume’s theory of causality as “constant conjunction,” and “the experiential evidence for preestablished harmony is not different from the experiential evidence for constant conjunction” (Ishiguro 1986: 62). However, she does not hold quite the same view as Mendelssohn, for he would have argued against her that it is not so much that, as she says, “the experiential evidence for pre-established harmony” is the same as the “experiential evidence for constant conjunction,” but rather that the experiential evidence for constant conjunction can be rationally explained or can be reduced to rational principles. Thus experience could be better understood on the Leibnizian theory of reason (or reasons), but that there is no fundamental opposition between Leibniz and Hume on the analysis of intra-monadic causality (Kuehn 1987).

Two other thinkers that were very important in the further development of a theory of thinking and sensation were Johann Georg Lambert and Johann Nicolaus Tetens. Lambert, who was primarily a mathematician, also wrote important works in philosophy. His Neues Organon oder Gedanken über die Erforschung und Bezeichnung des Wahren und dessen Unterscheidung vom Irrthum und Schein (New Organon or Thoughts about the Investigation and Denomination of the True and its Distinction from the Erroneous and Apparent) appeared in two volumes in Leipzig in 1764, and the Anlage zur Architectonic, oder Theorie des Einfachen und Ersten in der philosophischen und mathematischen Erkenntniss (Appendix to the Architectonic or Theory of the simple and the First in Philosophical and Mathematical Cognition) appeared in 1771 in two volumes in Riga. In these works, Lambert basically followed Locke in arguing that our simple notions come from sense experience:


Locke made in his work on the human understanding the anatomy of our concepts his main business, and he tried to make distinct both the simple concepts and their modifications and connection as far as possible. We would therefore here have largely to repeat his work, if our goal were the same. Yet Locke is content to build his entire work on experience, and he therefore proceeds entirely a posteriori, taking things as they are. We therefore call his system an anatomy of concepts and cognition.

(Lambert 1764: 365)8



For Lambert, it is not enough “to collect simple concepts,” he argued that we also must see how we can establish the “universal possibility” of the knowledge that results from their composition.

Lambert thus followed Wolff in demanding that complex concepts need a proof of their possibility. He also took over most of the details of Wolff’s method of proving this (Lambert 1764: 34–40, 320ff.). Distinguishing, very much like Kant, between concepts and judgments a priori and a posteriori, he defined an a priori concept as one in which we do not have to consult experience “immediately.” The same holds for judgments. If we need “immediate experience” for a concept or a judgment then it is only a posteriori. Thus for Lambert, just as for Wolff, “a priori” and “a posteriori” are merely relative concepts. They indicate “a certain order.” Indeed, Lambert does not seem to think that there are concepts or judgments that are absolutely a priori, saying, among other things, that he will admit that we can call in the strictest sense “a priori” only concepts which owe nothing at all to experience, but that it is an entirely different and superfluous question to ask whether we find such concepts in our experience. However, he insists that we can call “a priori” anything we can know prior to a particular experience. This notion of the a priori is important for Lambert because he believes that knowledge a priori, even if only a priori in a relative sense, is superior to any knowledge a posteriori. It allows us to make more general claims about things. Furthermore, if we can say something about a certain subject without having to make experiments and observations, we are not as likely to commit errors. For this reason Lambert thought that it was very important to investigate “whether and in how far we can make any cognition scientific merely on the basis of its concept and therefore a priori. If we find that this is possible, then we can extend the concept of scientific knowledge that we have so far only assumed in so far as it is concerned with bringing experiences into connection with one another and to derive one from the other” (Lambert 1764: 323). Lambert followed Locke in what he calls the “anatomy” of concepts, he followed Wolff in his account of demonstration and reason, trying to combine the two approaches.

The same can be said of Johann Nicolaus Tetens. His two main works, Über die allgemeine speculativische Philosophie (On General Speculative Philosophy) of 1775 and the Philosophische Versuche über die menschliche Natur und ihre Entwicklung (Philosophical Essays on Human Nature and its Development) of 1777 are, among other things, attempts at developing a theory of reason. Especially Essays 7–9 deal with “universal truths of reason” and try to separate them from the kind of knowledge that common sense affords us. Arguing against Hume just as much as against Reid, he tried to show that there are universal truths of reason in a sense in which Leibniz had thought them possible:


Let it be allowed that we should first cultivate the doctrine of the elements as a physiology of the human understanding, and that we should find and collect by observation its real concepts and principles. This is the analytic method, according to which Locke, Hume, Condillac, and others (including some German philosophers), have worked. It will become clear that when this part of the work, which admittedly is the most important and most difficult one, is done, there is still another part left for speculation on the basis of general reasons.

(Tetens 1775: 85f.)



In general, Tetens believed that subjective necessity comes first, and that objective necessity comes later. There are three different kinds of subjective necessity for Tetens, namely (i) one that is based on the nature of the faculty of thinking, (ii) one that is based on the nature of the ideas that are being considered, and (iii) one that is based on habit or custom. The third kind of necessity is according to him the least interesting of the three while the first is perhaps the most interesting and important. Tetens argued that Hume and others often mistook the first kind of necessity for the third and thus misconstrued the problem of knowledge. But it is really the first kind of necessity that is at work in the creation of objective knowledge. We


know from observation the subjective necessity to think in accordance with general laws of the understanding. We feel that it is impossible for us to think square circles, and that we cannot think an object as different from itself. Upon this subjective necessity we found an objective one. We transfer the impossibility of thinking things differently external to the understanding. Our ideas are now no longer ideas within us, but things external to us. The qualities and relations we perceive in the ideas are represented to us as qualities and relations of the objects themselves. They belong to the objects even apart from our thought, and they would have to be recognized by any other thinking being. This is a consequence of instinct. It is an effect of common sense. The old metaphysics has noted something correct in this approach and has accepted as its axiom that truth is something objective.

(Tetens 1777: 531f.)



In other words, we cannot help but view things that we encounter in sensation as objectively real and as being objectively connected with one another. This does not mean that we could somehow compare what is given to us in sensation with the objects themselves. It only means that some things given in sensation are necessary in a different way than others. What Tetens really suggests is that we should replace the words objective and subjective with the words “subjectively unchanging” and “subjectively changing.” Those things that never change are objective while those that do change are subjective. Thus Tetens’s “objectivity” is not the result of the external characteristics of objects existing apart from us, but is rather due to the nature of our understanding and reason. Reason, or the faculty that judges objects through the general relations of concepts goes far beyond the insights common sense affords us, but the two cannot ultimately contradict each other.

It remained for Kant to introduce fundamental contradictions into human nature, or perhaps better, human reason. His entire critical enterprise depends upon a fundamental distinction between two different types of rationality, namely between understanding (Verstand) and reason (Vernunft). The understanding is for Kant “the faculty of knowledge,” i.e., it is that faculty which is the source of the concepts and principles which allow us to know the world. Tetens’s concepts and principles, in this transformation, come to be based on transcendental categories and principles. They are, on the one hand, a priori and independent of experience, yet, on the other hand, constitutive of empirical cognition. They form the general framework of all possible knowledge claims, and the essential part of any coherent conception of experience. Without them we could not possibly speak of truth and falsity.

Reason is also the source of certain a priori principles, namely the “ideas.” However, these ideas are not constitutive of knowledge in any sense. They do not enable us to make knowledge claims. Nevertheless, they are important. Indeed, ultimately they may be more important for Kant than the principles of the understanding. For they are “constitutive principles … in respect of the faculty of desire” (Kant 1790: Ak V, 197) or to put it somewhat anachronistically, they are constitutive of our moral life. Without them, Kant believes, we could not lead a meaningful existence at all. Still, they are things we believe in, not things we can know. God, freedom, and immortality cannot be established as objects of knowledge. Indeed, strictly speaking, they are not even “objects” in Kant’s sense of the term.

Reason had become for Kant a highly problematic faculty. It necessarily gives rise to what he refers to in the Critique of Pure Reason as the Antinomy of Pure Reason (Kant 1781/1787: 2.2.2). It concerns four of the traditional problems of cosmology. Kant attempted to expose the necessarily fallacious character of all the arguments developed by traditional metaphysicians about whether (i) the world has a beginning, (ii) there is something simple, (iii) there is free will, and (iv) there is an absolutely necessary being. He ingeniously argues that there are equally good arguments for asserting that these claims are true as there are arguments for their denial. Both the thesis and its denial follow with necessity from what he takes to be basic principles of reason. Reason seems ultimately flawed. It is not reliable, and it cannot possibly answer the very questions that it inevitably raises. Indeed, “human reason has the peculiar fate in one species of its cognitions that it is burdened with questions which it cannot dismiss, since they are given to us as problems by the nature of reason itself, but which it also cannot answer, since they transcend every capacity of human reason” (Kant 1781/1787: Avii). This picture of reason may be considered a further development of the Lockean conception of reason and accords with the tenets of the Humean picture that have to do with the ultimate powerlessness of reason. In metaphysics, reason is a bad principle. We cannot and should not rely on it. If Kant’s theory were the last of word of the eighteenth century then one might say that the history of this supposed faculty ended where it began, namely with an emphasis of its fundamental powerlessness. Locke did not think that reason could be a material source of truth. Neither did Kant. Locke thought that reason was essentially reliable in the ordering and connection of human knowledge and could even be relied upon for metaphysical arguments about the nature and existence of God. Kant denied even the latter.

However, this is not the end of the story. Johann Gottlieb Fichte, whose Wissenschaftslehre or “doctrine of science” dominated the last decade of philosophy during the eighteenth century, returned to a Leibnizian conception of reason. In his first attempt at this science, Über den Begriff der Wissenschaftslehre (On the Conception of a Doctrine of Science) of 1794, he claimed that reason in the form of the Wissenschaftslehre should give the foundation to all the science. Everything that “can be a claim in any other science must already be contained in some claim of the Wissenschaftslehre and thus already be established in its proper form” (Fichte 1794:I, 51). If anything, this claim was stronger than any of the claims Leibniz made in his mature philosophy. It shows that the Kantian-Reinholdian claim was, at least historically speaking, wrong, even if it still represented a fair account of the philosophical developments between 1689 and 1793.

Notes



1 Even if Kant did not completely develop the alternative.

2 I am well aware that the estimation who is and is not important in the eighteenth century is dependent on this as well.

3 See also Ecole 1979; Arndt 1983; and Peursen 1987.

4 This view seems to be the object of Kant’s primary criticism in the Critique of Pure Reason. In any case, he taught according to Baumgarten’s textbooks for most of his life.

5 This is not the way he puts it. Rather, he says “every proposition that contradicts another proposition resulting from the operations of the human mind rightly conducted is against reason” (Condillac 1746: I.2.96).

6 D’Alembert declares that his tree owes the most to Bacon (D’Alembert 1751: 76).

7 Universal Theory of Thinking and Sensation is the title of Eberhard’s book referenced above (Eberhard 1776). The book arose as a response to a question by the Prussian Academy asking for a more precise theory of thinking and sensation. Eberhard reports that the question specifically demanded that “(i) one precisely develop the original conditions of this twofold power of the soul as well as its general laws; thoroughly investigate how these two powers of the soul are dependent on each other, and how they influence each other, and (iii) indicate the principles according to which we can judge how far the intellectual ability (genius) and the moral character of man depends upon the degree of the force and liveliness as well as on the increase of those two mental faculties …” (Eberhard 1776: 14f.).

8 Anyone who is familiar with Kant’s pronouncements on Locke, knows this characterization of Locke. Kant uses very much the same language to describe his relation to Locke. This is perhaps not surprising. What might be surprising is that Kant at times describes his relation to Lambert in the same way.
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CAUSATION

P. J. E. Kail

 

At the close of the seventeenth century, three views of causation stood poised to have a significant influence on the eighteenth. The first of these was a Newtonian-Lockean skeptical humility regarding our capacity to gain a perspicuous grasp of causal transactions. The second was occasionalism, which restricted genuine efficacy to God’s will. The third was Leibniz’s doctrine of pre-established harmony. Each of these was – at least in part – a reaction to the failure of classical mechanism. Classical mechanism had promised a transparent understanding of causation as mechanical pushing and pulling but even in its infancy it began to be viewed as metaphysically unsatisfactory and empirically inadequate. The three views of causation mentioned above were to reverberate, and be transformed, in the course of the eighteenth century. Leibniz’s metaphysically rich approach continued to exert its influence in German philosophy and it was one position on causation against which Kant reacted. Famously, Kant is supposed to have been woken from his “dogmatic slumbers” by Hume’s skeptical position on causation. Hume’s position can be read as the Newtonian-Lockean position taken to its extreme, but, as we shall see, Hume’s thinking on causation was shaped profoundly by the occasionalist position of Nicolas Malebranche. And, as well as conditioning Leibniz’s view, Malebranche was also to be a significant influence on Berkeley, who in turn leaves his mark on the “common-sense” school associated with Thomas Reid. In what follows I shall trace the main contours of the debate in the period, beginning with Malebranche and Berkeley.

Malebranche and Berkeley

Malebranche was not the originator, nor indeed, the sole advocate of the occasionalist theory of causation, but he is its most famous defender. Malebranche’s massive Recherche de la vérité (The Search after Truth) (1644–75) exerted a significant influence on British philosophy, and not just in the shape of self-consciously Malebranchian British philosophers like Andrew Collier and John Norris (for a general discussion, see McCracken 1983; see also Jasper Reid’s piece, Chapter 4 in this volume). The general position is that no created object is endowed with power, and any putative causal relation between natural events is a matter of their instantiation of regularities. These regularities, however, are not brute but are underwritten by God’s volitions, which are general in nature and yield the simplest and most economical natural laws. Malebranche marshals a number of arguments for this position. One rests on yoking the notion of genuine power to that of necessary connection. The concept of a necessary connection is an important one, but we shall leave it aside for the time being, returning to it when we turn to Hume. A second argument is a twist on the traditional doctrine that God conserves the created world. For Malebranche, conservation is continuous creation, and with the creation of a substance comes with it any of the modes of the substance. So God must be the cause not only of the existence of a substance but also of any changes in its modes, so that change of modes must be explained by God’s efficacy. A third argument rests on the claim that the intellect can show exhaustively the modes of matter, and that it contains no efficacy.

Berkeley found this position attractive, and his notebooks attest to his engagement with it. He sought to meet Malebranche whilst in Paris (it is unknown whether they did indeed meet). For Berkeley, it has the virtue of making God’s relation to us an intimate one. But their respective positions are by no means identical. First, and obviously, Berkeley dispenses with material substance, seeing the regularities as obtaining among ideas. Second, Berkeley seeks space for the causal efficacy of finite spirits whereas Malebranche does not. Third, whereas Malebranche identifies causal powers with necessary connection, Berkeley appears to invoke necessity in connection with God’s will, but allows for a different notion of power operative between finite wills and their effects (for a discussion see Winkler 1989). These last two differences are connected: we can see that Berkeley is striving for a middle ground between an “arbitrary” connection between events and a necessary one in order to leave scope for finite spirits to be causally active. Berkeley, as we mentioned, transforms occasionalism by exchanging relations between extended substances and modes for relations among ideas. Malebranche’s claim that extended substance is passive becomes Berkeley’s claim that ideas are “visibly inactive” where the “occasioning” role of matter comes under Berkeley’s critical gaze (Berkeley 1710: I, §25; see also §§69–70). The connection between ideas is “arbitrary” in the sense that there is no necessary connection between them. But arbitrary does not mean brute, since the relations among ideas are underwritten by God’s will. One of Berkeley’s most celebrated moves, and another way in which occasionalism is transformed, is to interpret the arbitrary relation between a (putative) cause and its effect as a semantic one, whereby what we (erroneously) take to be the cause of such and such an effect is in fact a sign for the “effect” (ibid.: §65). The complexity of the relations among the ideas constituting the natural world constitutes a language by which God informs us of the providential arrangement of the world. The proper business of science is not, therefore, to seek causal explanations but to interpret God’s language (ibid.: §§65–66).

A relatively well-known consequence of this position is a nascent form of instrumentalism in Berkeley’s philosophy of science. “Force, gravity, attraction, and terms of this sort are useful for reasonings and reckonings about motion and bodies in motion but not for understanding …” (Berkeley 1721: §17). Equally important, but underappreciated, is Berkeley’s treatment of ordinary causal discourse (as opposed to the theoretical notions of De Motu). In response to the objection that his philosophy leaves all causal talk heavily implicated in error, Berkeley writes that “in the ordinary affairs of life, any phrases may be retained, so long as they excite in us proper sentiments, or dispositions to act in such a way as is necessary for our well-being, how false soever they may be, if taken in a strict and speculative sense” (Berkeley 1710: I, §52). At the first level of analysis, Berkeley’s stance is equivalent to what is now called “fictionalism.” Fictionalism about causation is, roughly, the idea that sentences such as “the fire burned my hand” are truth-apt but all false. This distinguishes fictionalism from a non-cognitivism that holds that such discourse is incapable of truth and falsity. However, it shares with non-cognitivism the idea that acceptance of such a statement does not consist in belief and the goal of any speech-act involving such utterances is not that of conveying information. This is precisely what Berkeley is suggesting here. Saying that “x is the cause of y” is aimed at producing the appropriate behavioral stance in the agent, and so instances of this schema, and others like it, may be retained when they have that function. Modern fictionalists distinguish between “hermeneutic” and “revolutionary” fictionalisms. The former sees our general practice as implicitly in line with the fictionalist interpretation, whereas the latter recommends a revision of our ordinary practice. Berkeley seems to be of the latter kind. But what justifies such a recommendation? This answer lies in the fact that the sign-signified relations in the natural world provide information bearing on the well-being of humans. As such, it provides information regarding what (and what not) to do. Since statements of the form “x causes y” can elicit appropriate behavioral stances, they may be retained. Suppose the doctor says to you “smoking causes cancer.” For Berkeley, that sentence is false; nevertheless his utterance will dispose the hearer to avoid smoking, and so it may be retained because it produces the appropriate behavioral disposition.

As mentioned above, Berkeley holds that finite spirits are causally active. One issue that arises from this is whether he can give a coherent account of action: if reality is constituted by the fact that the relevant ideas are caused by God, how is it possible for finite spirits to causally interact with real things? Putting that aside, there is the more fundamental issue of how we are to understand the active power of the will, given that there is no necessary connection between the will and its products. There is little to go on in Berkeley’s writings, but a suggestion made by some commentators is that there is some mileage in the teleological nature of action in distinguishing the activity of the will from mere happenings (see Winkler 1989: ch. 5, and Stoneham 2002: §5.2). There, is, in other words, a basic notion of bringing about that is linked to intention and action, an intuition, as we shall see, that feeds into the work of Thomas Reid.

Newton and Locke

Whereas Berkeley’s views on causation are relatively clear-cut, the views of Newton and Locke (against both of whom Berkeley vigorously argues) are anything but, and remain the subject of scholarly controversy. This unclarity perhaps owes itself to the depth of the philosophical problem. Put crudely, careful observation, experimental success, and predicative power, of the kind exemplified in Newton’s Principia, combined to put considerable pressure on classical mechanism. The reaction to this pressure from Locke and Newton is a mixture of cognitive humility and speculation. Whilst Berkeley’s views were supposed to eliminate skepticism, Newton and Locke point to the deep skepticism of Hume.

Cartesian matter is passive, and genuine agency owes itself (somehow) to God. Hence the occasionalism of Malebranche, and the early modern perception that Descartes too was an occasionalist (see Schmaltz 2002). For Newton, this view of matter as exhausted by vis inertiae, the passive power by which bodies “persist in their Motion or Rest” cannot be the whole story (Newton 1718: Query 31). In order to do justice to phenomena such as cohesion, fermentation, and, most importantly, gravitation, matter has to be credited with active powers. “It seems to me that these particles [of matter] … are also moved by certain active principles, such as gravity and that which causes the fermentation and the cohesion of bodies” (ibid.). But doesn’t this leave him open to the charge (which indeed was leveled at him) that he is simply reintroducing “occult” properties? His explicit rebuttal is confusing. He writes:


These principles I consider, not as occult qualities supposed to result from the specific form of things, but as general laws of nature by which the things themselves are formed, their truth appearing to us by phenomena, though their causes be not yet discovered. For these are manifest qualities, and their causes only are occult. And the Aristotelians gave the name of “occult qualities,” not to manifest qualities, but to such qualities only as they supposed to lie hid in bodies and to be the unknown causes of manifest effects.

(Newton 1718: General Scholium)



Is Newton telling us that gravity is just identical to the general laws of nature? If so, gravity is not a known feature? Or is it the active principle that underwrites the laws of gravitation, so “occult” in being forever hidden? The best way to understand these thoughts is in light of Newton’s methodological assumptions. Cartesian physics is conditioned by the idea that we have an a priori grasp of the nature of matter as pure extension, a grasp that also reveals its passivity. One of the meanings of Newton’s famous dictum, hypotheses non fingo, is a refusal to start from any (alleged) a priori grasp of the nature of matter. The “experimental method” instead starts from observable phenomena, and then involves the inductive derivation of general principles. “In this philosophy particular propositions are inferred from phenomena, and afterwards rendered general by induction. Thus it was that the impenetrability, the mobility, and the impulsive force of bodies, and the laws of motion and of gravitation were discovered” (General Scholium). But this does not reveal the hidden causes of these phenomena “and I [Newton] feign no hypotheses; for whatever is not deduced from phenomena is to be called an hypothesis; and hypotheses, whether metaphysical or physical, whether of occult or mechanical, have no place in experimental philosophy. … And to us it is enough that gravity does really exist, and act according to the laws which we have explained” (ibid.). So whilst he thought that there probably are active powers underlying the manifest phenomena (and he had a number of different speculations about them throughout different times in his career), his main concern was with the establishment of the laws of nature rather than with their metaphysical underpinning.

Locke’s changing views on the limits of classical mechanism were no doubt influenced by Newtonian modesty. Locke credits bodies with a host of powers that produce both changes in other bodies and experiences in observers. Such powers are connected with qualities, primary, secondary, and tertiary. The primary qualities comprise extension or bulk, figure, solidity, motion, and number; and, in virtue of the arrangements of the primary qualities, bodies have the power to produce ideas in us that do not resemble their causes (secondary qualities) and the power to affect other bodies (tertiary qualities). It might seem, therefore, that we can understand the notion of power here in terms of quality – primary qualities exhaust the non-dispositional features of a body, and all thus is explicable in terms of them and their arrangement. Since all is matter in motion, change is affected by impulse. But matters are not so straightforward.

One issue is how mind can give rise to motion. A second one is how motion can be communicated between bodies. Locke holds that just how thought can bring about motion or how a body in motion can communicate to another is unintelligible to us. If we enquire “how this is done [in both cases], we are equally in the dark” (Locke 1689: 2.23.28). So although, like Berkeley, Locke maintains that we derive our idea of active power from reflection on the efficacy of our own actions, it is far from clear whether our idea of power is an idea of active power rather than the idea, thinner in content, that there is active power, the nature of which we cannot grasp. This is why his brief account of our idea of cause and effect (ibid.: 2.26) really concerns itself with how we make causal judgments rather than causation’s metaphysical basis. To possess the idea of cause and effect, it “suffices to consider any simple Idea or Substance, as beginning to exist, by the Operation of some other, with knowing the manner of that Operation” (ibid.: 2.26.2). Second, though in earlier editions of the Essay concerning Human Understanding Locke held that bodies “operate upon one another … manifestly by impulse, and nothing else” (ibid.: 2.8.11), he becomes less sanguine about this claim. This change, as we said, owes itself to the influence of the “judicious Mr. Newton’s incomparable [Principia]” (Locke 1698: 468). He writes that “gravitation. … is a demonstration that God can, if he pleases, put into bodies powers and ways of operation above what can be derived from our idea of body, or can be explained by what we know of matter ….” But what Locke may intend by this is unclear. It may be that he thinks such active powers are hidden, but essential, properties of matter (a position that Newton explicitly rejects) or that there are powers “superadded” to matter. But however that may be, Locke’s message is skeptical: “though Causes work steadily, and Effects constantly flow from them, yet their Connexions and Dependencies being not discoverable in our Ideas, we can have but an experimental Knowledge of them” (Locke 1689: 4.3.29).

Hume, some reactions and Reid

Locke’s modesty about our capacity to grasp the nature of body is part of a tradition of empiricist modesty. Earlier than Locke, John Glanville wrote that “we cannot conclude, anything to be the cause of another; but from its continual accompanying it; for the causality itself is [insensible]. … But now to argue from a concomitancy to a causality is not infallible conclusive: Yea in this way lies notorious delusion” (Glanville 1661: 189–90). It is with Hume, however, that this skeptical drift finds its ultimate expression. It is difficult to overestimate the influence that Hume’s reflections on the causal relation had on subsequent discussion, though quite what Hume’s position amounts to is still highly contested.

Hume is at once more rigorous in his investigation of the idea of cause and effect and more systematic in his skepticism concerning powers than his predecessors. We begin with an outline of his position as it is presented in A Treatise of Human Nature. Hume’s discussion of the causal relation is embedded in a discussion of our inferential capacities. The only relation that is able to take us beyond the present content of our sensory consciousness is the relation of cause and effect, and so his interest in causal inference (probable reason) naturally leads him to a discussion of the cause-and-effect relation (Hume 1739–40: 1.3.2). Initially, Hume decomposes causation into the following relations. A cause is contiguous with its effect, and must be prior to it. He adds further that there “is a NECESSARY CONNEXION to be taken into consideration; and that relation is of much greater importance, than any of the other two above mention’d” (ibid.: 1.3.2.11; SBN 77). The discussion of necessary connection, however, is postponed by Hume on the grounds that that relation is not observable. Instead he turns to the “general maxim” that “whatever begins to exist, must have a cause of existence,” arguing that it is impossible to prove this proposition (ibid.: 1.3.3.1; SBN 78). There follows a discussion of how we draw the inference from cause to effect during which Hume adds to the three above-mentioned relations that of constant conjunction (ibid.: 1.3.6.3; SBN 87).

So far matters are relatively straightforward. However, things become less straightforward later in A Treatise. First, Hume’s discussion of the idea of cause and effect culminates in not one, but two “definitions” of that relation which appear neither intensionally nor even extensionally equivalent. Second, though these definitions make mention of contiguity, it seems that contiguity is not in fact essential to the cause-and-effect relation, for Hume allows there to be causal relations between perceptions which are non-spatial, and hence incapable of spatial contiguity. But Hume had, in effect, warned us of this when he began his discussion, writing that we may consider contiguity as “essential to … causation; at least we may suppose it as such … till we can find a more proper occasion to clear up this matter” (Hume 1739–40: 1.3.2.6; SBN 75). When he discusses the causal relation in the Enquiry concerning Human Understanding, contiguity is not mentioned in either of the definitions of “cause.” Third, and in the section where Hume offers his two definitions of cause, is an account of our idea of necessary connection that is the subject of much controversy. It is this with which we shall begin.

Hume’s empiricism is embodied in the copy principle, namely that all simple ideas are derived from their corresponding impressions. This is connected to a claim that where no relevant impression can be detected, we should conclude that we have no idea and that an associated term is “altogether insignificant” (Hume 1739–40: §7; SBN 649). Treatise 1.3.14, “Of the Idea of Necessary Connexion,” works within these constraints, and is oriented around a hunt for the impression of necessary connection. Hume’s conclusion is twofold. First, we have no impression of power derived from the objects to which we naively attribute it, and second the impression is actually derived from an inner determination of the mind that is acquired from repeated experience of constantly conjoined pairs. As Hume puts it, it “appears, that when we say we desire to know the ultimate and operating principle, as something, which resides in the external object, we either contradict ourselves, or talk without a meaning” (Hume 1739–40: 1.4.7.5; SBN 267). We contradict ourselves because the impression of power is an impression of something “in the mind,” and not in “external objects” and we talk “without a meaning” because we have no impression of power “in the objects.” So it seems the causal relation is metaphysically nothing over and above priority and constant conjunction, and any belief that there is something more, namely powers underwriting such regularities, is the result of projecting this inner determination onto those regularities.

It is unclear, as we shall see, whether this really is Hume’s conclusion, but it might be thought that the claim that we have no impression of power – that we do observe it in causal transactions – is at best questionable and at worst so misconceived that it isn’t even determinate enough to be questionable. His demand for a simple impression, so the thought goes, is guided by the mistake that there must be some sensorily given “power patch” analogous to an impression of color. But Hume’s strategy is more subtle than this. Hume, like Malebranche, systematically connects power with necessary connection, such that any putative cause necessitates its effect absolutely. This metaphysical condition is reflected in the epistemology of power. A grasp of power would entail (a) the capacity to read off the effects of any cause, prior to their manifestation in experience, and (b) render it impossible to conceive some cause with its effect. For Malebranche, the second of these conditions is met only by the relation between God’s will and its effects, and it is this that is a central argument for occasionalism. Hume, by contrast, argues that in no single instance is such a connection available to experience. The ideas of cause and effect are distinct, and if two ideas are distinct it is possible to conceive of one without the other. This conflicts with the idea that a grasp of a necessary connection would render it impossible to conceive cause without effect.

Since, therefore, we can never have an impression drawn from an instance of genuine necessary connection, our idea of it must have a different origin. But how does Hume explain its presence? Recall that a genuine impression of power would allow one to “read off” an effect from its cause, and render it impossible to conceive the cause without its effect. The effect of repeated experience on the mind yields a phenomenology of immediate inference, mimicking the “reading off” of an effect, together with the psychological inability to think of cause without its effect, mimicking the idea that it is impossible to cause without effect. It is this response that is then “spread” back onto the world making it seem as if one is perceiving power in causal transactions.

All this raises a number of questions. The first is why Hume and Malebranche link causal power with absolute necessity. To put matters briefly, and somewhat bluntly, it is difficult to understand powers as occupying some middle ground between brute regularities (and regularities that supervene on them) and absolute necessity (see Bennett 2001: II, 265–67, and Blackburn 2008).

The second question is whether Hume intends by this a rejection of the existence of any necessary connections or whether he assumes, or at least leaves open the possibility, that there are genuine necessary connections that lie outside our grasp. The latter position is supported by Hume’s references to hidden or secret connections, together with the general assumption that Hume’s skeptical naturalizing project concerns the limits of what we can understand, rather than the drawing of metaphysical conclusions from those limits. This “realist” position should not be confused with the absurd idea that Hume dogmatically claims that there are such things, but rather holds that such a supposition is natural and not rejected by him. This position might be thought unworthy of the term “realism,” but its “realism” should be understood against the background of a reading of Hume that takes his negative semantic claim – that we lack an idea of necessity “in the objects” – to prevent even the barest thought about putative powers underlying regularities. This was, and is, the dominant reading, and is not without a good deal of support. A central plank is the idea that Hume’s copy principle places such severe restrictions on what is thinkable, and hence meaningful. Hence when we read that when “we desire to know the ultimate and operating principle, as something, which resides in the external object, we either contradict ourselves, or talk without a meaning” we should consider it to disbar any thought whatsoever. But the very next sentence of A Treatise seems to undermine that implication. “This deficiency in our ideas is not, indeed, perceiv’d in common life, nor are we sensible, that in the most usual conjunctions of cause and effect we are as ignorant of the ultimate principle, which binds them together, as in the most unusual and extraordinary” (Hume 1739–40: 1.4.7.6; SBN 267).

Hume, on either reading, restricts what we can know of the causal relation to two “definitions.” The first comprises the relations of contiguity (dropped in the first Enquiry), priority, and succession. The second adds to this the determination of the mind. As noted above these definitions are neither intensionally nor extensionally equivalent, which puts pressure on the idea that they can be definitions of the same thing (see Garrett 1997: ch. 5). In light of this fact, it is better to consider them not as definitions of causation per se, but what jointly exhaust what we can know about causation, either with respect to its objective component (priority and constant conjunction) or with respect to this component and its effect on our psychology. Hume exploits the fact that our grasp of causation is captured by his two definitions in his discussion of liberty and necessity. The dispute centers on the idea of whether the causal efficacy of motives is such that they incline the agent by moral necessity to the action or whether it necessitates absolutely, as is supposed of physical causes. The former is supposed to allow for liberty: motives are moral cause in that (a) the causally relevant property is some normatively salient feature (the goodness of some action, say) and (b) the causation does not bring about its effect with absolute necessity, leaving space for liberty of indifference. Hume thinks he can reconcile the two parties in this dispute by arguing that his two definitions of cause are true of both motives and the actions of matter, and leave no room for the “common distinction betwixt moral and physical necessity” (Hume 1739–40: 1.3.14.33; SBN 171). If the observation of constant conjunctions produces in the observer the impression of necessary connection, then we attribute to motives the same kind of necessity as we do physical objects, for we have no other idea that is a “medium betwixt chance and an absolute necessity” (ibid.). On the other hand, that attribution is only the acknowledgement that the mind is determined to make the inference, and is not the attribution of absolute necessity holding between objects, be they motives or the operation of matter. Such an attribution goes beyond what we can understand, and so this form of necessity, which is objectionable to the libertarian, is not attributed to motives (see Harris 2003: 121–27, and the essay by James Harris, Chapter 13 in this volume).

The most famous reaction to Hume is of course Kant’s, to which we shall come presently. But there was a significant, and negative, reaction to Hume’s views in Great Britain. When, in 1745, Hume sought the Professorship of Ethics and Pneumatical Philosophy at Edinburgh, a document was circulated, based on the Treatise, which attempted to expose the dangerous consequences of Hume’s philosophy and so prevent him from getting the post. Hume’s reaction to these accusations crystallized into what is known as A Letter from a Gentleman to His Friend in Edinburgh (1745). There were a number of charges, two of which concern causation directly, and both of which connect his account with atheism. First, Hume is accused of denying the truth of the causal maxim, namely that every event has a cause, and so undermining first cause arguments for God’s existence. Hume responds by saying that he never claimed it to be false, but rather that its epistemic status is that of moral rather than demonstrative certainty. The second accusation is that Hume’s denial of causal power to objects leads to atheism, and Hume’s response is a little evasive. He concentrates his discussion on his rejection of occasionalism rather than causal power per se, and concludes that he doesn’t deny power to God; but it is unclear how what Hume says answers the particular charge.

This negative reaction in all likelihood contributed to Hume’s attempt to recast his views in the first Enquiry, where, incidentally, there are many more passages that lend support to realism. Indeed, this prompted charges of inconsistency. Henry Home, Lord Kames, for example, published in 1751 Essays on the Principles of Morality and Religion, and took Hume to be denying that there is power in nature, citing evidence from the Treatise (Kames 1751: 223) and accuses him of inconsistency, by citing passages where Hume seems committed to the existence of power in the first Enquiry (ibid.: 231). He also argues that Hume’s use of causal language presupposes an idea of power (ibid.: 232–2). It may have been this last accusation which prompted Hume to place additional notes in subsequent editions of the Enquiry, first to flag that he is using the term “power” in a “loose and popular sense,” (Hume 1748: 4.2.16n; SBN 33n) and second that “the frequent use of the words, force, power, energy, &c, … [is] no proof that we are acquainted, in any instance, with the connecting principle between cause and effect” (ibid.: 7.2.29n; SBN 78n). What is interesting to note then is that Hume’s views were taken to be ambiguous (if not inconsistent) right from the start.

Thomas Reid took the view that Hume denied the existence of power. At first blush, Reid’s general position is Newtonian (and he conceived it as such). There are regularities, but their causes (such as gravity) remain hidden (Reid 1785: 2.6; 101–4; see Eric Schliesser’s piece, Chapter 2 in this volume, for a discussion of Reid’s Newtonianism). He also introduces the distinction between law-like and accidental regularities, which in turn forms the basis of stock objections to regularity accounts of causation and laws of nature (Reid 1788: 1.6). Crediting Hume with the idea that a cause is “only something antecedent to, and always conjoined with the effect,” he rather tartly observes that “we may learn from it that night is the cause of day, and day the cause of night” (ibid.: 6.6.6; 503). But although Reid agrees with Hume that our idea of power is not derived from experience of power in causal transactions – “Causation is not an object of sense” (ibid.: 6.6.6; 499) – he arrives at a position rather different from Hume. One key reason for this difference lies in his treatment of the causal maxim. Like Kant, Reid holds that the causal maxim could never be derived from experience, but, unlike Hume (but again similar to Kant), that the metaphysical thesis that all that “begins to exist, must have a cause which produced it” is in some sense a presupposition of thought and action (ibid.: 6.6; 497 passim). Hume had argued that reason cannot justify this principle, whereas Reid takes its presuppositional status as ensuring against any skepticism regarding it. This principle acts as an implicit framework for experience and action, and is one of Reid’s celebrated “principles of commonsense.” Thus “the practices of life is grounded upon it. … and it is impossible to act without common prudence if we set it aside” (ibid.: 6.6; 501). So we might see Reid’s criticism of Hume as twofold. First, the universal presence of the assumption cannot be accounted for by experience, and so must instead be a prior principle, pace Hume (Hume commenting on Reid in a letter accused him on this score of reintroducing innate ideas; Hume 1762). Second, the principle is vindicated by its framework role for thought and action.

It does not by itself, however, provide any conception of active power. Instead, our idea of active power emerges through our awareness of a regularity between our own efforts and the events that follow them: “finding by experience that such exertions are followed by such events, we learn to make the exertion voluntarily … [and] we have the conception of power in ourselves to produce that event” (Reid 1792: 3). In this respect Reid is similar to Berkeley, and, by not connecting the notion of power with necessary connection, he makes himself immune from Hume’s attack which is premised on the equation of power with necessary connection. But this leaves a couple of unanswered questions. First, what exactly is the nature of the power supposedly revealed in volition? The most promising answer is that we must acknowledge it to be conceptually basic, a thesis about will and power which would later be subject to scrutiny in the philosophies of Schopenhauer and Nietzsche. The second issue is the status of causation in the non-mental world. Reid concedes that we attribute powers in an analogical sense, but given that power and will are conceptually intertwined, the causal relation in the external world must be reduced to regularity. When “we ascribe power to inanimate things, we mean nothing more than a constant conjunction by the laws of nature which experience discovers between the event which we call the effect and something which goes before it” (ibid.: 11). He then writes that “by what agent those effects are produced we know not, but we have good reason to believe they cannot be produced by inanimate matter” (ibid.: 11). Despite his Newtonian guise, it is difficult to resist the conclusion that Reid is an occasionalist who dared not speak its name.

Leibniz to Kant

Leibniz’s striking views on causation may be viewed as partly the outcome of his dissatisfaction with two other conceptions of causation. One is occasionalism, which we have mentioned and to which we shall return presently. The other Leibniz referred to as fluxus physicus, which can be variously termed “natural” or “physical” influence or influx. The broad idea is that causation consists in the transfer of mode from substance to substance. For anything to be a cause of some given effect, the cause must contain the relevant feature to the same or greater degree than the effect. It is, as it were, that the cause must possess some feature in order to “give it” to the effect. The cause of some warming, for example, must itself be at least as warm in order to give the warmth to the object warmed. Perhaps the most infamous example of this idea is Descartes’s “trademark” argument in the third Meditation for the existence of God.

This particular model brings with it countless problems, but what is relevant for our concerns is that its rejection is important in understanding Leibniz’s view of causation. Among the problems it brings with it is, first, a worry about the interaction between substances of different natures. If immaterial substance has not modes in common with extended substance, how then can it causally affect material substance, and vice versa? Second, if modes depend on substances how can they be transferred or “break off” from one substance to the other? What is their ontic status when they are “between” substances? These problems with this transuent conception of causation do not affect a model of the relation between substance and causation that is immanent. Causation occurs inasmuch as there are changes of mode within substances, rather than inter-substantial change. To secure immanent causation, substances are taken to comprise two forces, one active, one passive, which Leibniz sometimes calls form and matter and sometimes appetition and perception. These relate teleologically inasmuch as changes in states of substance (perceptions) are grounded in that substance’s striving towards the good.

What then of the relations between substances? Substances – or monads as Leibniz would later call them – do not interact by mode transfer (they are “windowless”). Whilst substances are windowless, their activity is nevertheless coordinated. This brings us to what is one of Leibniz’s most famous doctrines, that of pre-established harmony. For the instantiation of each substance is determined by God’s view of the best of all possible worlds, a world in which there is maximal variety and the fewest and simplest general principles. To achieve this end, the activity of each and every substance cannot be understood in isolation but instead in terms of its contribution to that end. Hence they act in harmony with each other, a harmony that is pre-established in God’s free choice to instantiate the best of all possible worlds. The activity of each particular monad “expresses” or “reflects” the universe, a relation that we must think of as quasi-representational. Monads though “windowless” are nevertheless “mirrors of the whole universe” (see e.g. Leibniz 1720: §7 et seq.; GP VI, 607).

Leibniz’s philosophy is dominated by a desire to articulate a genuine conception of substance. The notion of immanent causation and pre-established harmony is part and parcel of this, as too is his rejection of occasionalism. Recall that occasionalism located all activity in the will of God. Everything else is passive and worldly events are determined by God’s general volitions. But, Leibniz objects, if each change in the mode of a substance is determined by God, this makes nonsense of the idea that modes are dependent on substances and of the idea that there is any relation between modes themselves. Occasionalism, furthermore, commits us to the idea that God performs “perpetual miracles.” Malebranche attempts to respect the distinct between natural and miraculous events by distinguishing between that which is determined by God’s general volitions – laws of nature – and events that are determined by His particular volitions – miracles. Leibniz rejects the idea that God could ever act on particular volitions, but the real grounds of his complaint against Malebranche is that what the Frenchman calls a law of nature – a regularity underwritten by a general philosophy – is too thin a notion to be called a law of nature. It is not a law of nature since the regularity in question is not dependent on the nature of the relata, but something quite external to it. Leibniz’s God acts on general considerations but in doing so he creates genuine laws of nature that are grounded on the natures of substances themselves (see e.g. Leibniz 1686: §13; GP IV, 436–39).

Pre-established harmony established itself in Germany, but it didn’t go unchallenged. The figure most associated with Leibnizian philosophy in eighteenth-century Germany is Christian Wolff.1 His influence was widespread, partly because of the series of philosophical textbooks he wrote. Though he corresponded with Leibniz, he was no mere uncritical expositor (see Manfred Kuehn’s Chapters 6 and 35, and Maria Rosa Antognazza’s Chapter 5, in this volume). His differences with Leibniz on the topic of causation are to be found in his metaphysic textbook, Vernünftige Gedanken von Gott, der Welt und der Seele des Menschen, auch allen Dingen überhaupt (Rational Thoughts of God, the World and the Soul of Human Beings, and All Things in Whatsoever) (1719). Most significantly, he restricted pre-established harmony to account for the mind-body relationship, and did not commit himself to the idea that all simple substances must be minds, hence also not committing himself to idealism. This somewhat agnostic position left space for different positions on physical causation, and this space was first occupied by Martin Knutzen. Knutzen argued for a version of physical influx, but from Leibniz’s principles. Knutzen, contrary to Leibniz, both denies idealism and rejects the idea that such forces are derivative. Now, Leibniz’s later position is a subtle form of idealism, but he nevertheless wanted to allow not merely for the primitive force of monads but the derivative forces that are responsible for the physical properties of well-founded phenomena. He rejects the Cartesian idea that extension is fundamental to bodies but conceived it instead as dependent on forces, both passive and active. Among the active forces is vis viva or “living force,” which acts through the body’s motion (see e.g. Specimen dynamicum and “Nature Itself; or the Inherent Force and Activity of Created Things”). For Knutzen, these forces can act in a way that involves genuine inter-substantial causation, rather than such forces depending on the pre-established harmony of monads. A more sustained and general case for influx against pre-established harmony was offered by Christian August Crusius. If the world comprises discrete substances, what makes for the unity of the universe other than its being represented as such in the mind of God? One way in which the unity is effected is through the powers that things have to act on each other. Furthermore, Crusius distinguishes between ideal and real grounds, a distinction between grounds that relate conceptual items and those which relate non-conceptual items. Within real grounds, he distinguishes between active powers and inefficacious existential grounds. The latter are the grounds of possibility for something else in virtue of the “laws of truth,” by which he means those which resolve themselves to the principle of contradiction.

It is in this context that Kant’s thoughts on causality were formulated. In his pre-critical work, Kant defended a form of physical influx theory against pre-established harmony, but, famously, he claimed (in the introduction to the Prolegomena to Any Future Metaphysics) that he was awoken from his “dogmatic slumbers” by reading Hume, and spurred onto his critical philosophy. The accuracy of this autobiographical claim, and the extent to which Kant’s account of causality is supposed to be a direct refutation of Hume, is the subject of controversy.2 Furthermore, if we do suppose Kant’s account of causation in his critical philosophy to be a response to Hume, how we are to understand it is again a matter of controversy. Early signs of this wakening might be found in Kant’s 1763 work “Versuch den Begriff der negativen Größen in die Weltweisheit einzuführen” (“Attempt to Introduce the Concept of Negative Magnitudes into Philosophy”). There, he warns against conflating “grounds” with “bringing about” (Crusius is mentioned here), and distinguishes between logical grounds, where the relation between ground and consequent is analytic, and real grounds which involve necessity but not that attaching to analyticity (Kant 1763: Ak II, 202–4). It is this problem of “real grounds” whereby the relata cannot be understood in terms of conceptual necessity that commentators see as the first sign of Kant’s engagement with Hume. The notion of a real ground is a metaphysical notion – albeit negatively characterized – which underwrites inferences from cause to effect.

In the Critique of Pure Reason a different question dominates, namely how are synthetic a priori judgments possible? Understanding properly Kant’s answer to this question requires understanding the formidable system of Kant’s critical philosophy, but we can at least get some flavor of an answer in the context of his discussion of causation. Kant agrees with Hume that causation is connected with necessity, and our concept of necessity cannot be derived from experience. For Hume, this means that at best our knowledge of causation is limited to regularities, and, at worst, that the world is merely a regular sequence of unconnected events. For Kant, however, this shows that our grasp of the relevant necessary propositions cannot be derived from experience, but are instead a priori. What is distinctive about Kant’s defense here is that he argues that although such propositions cannot be derived from experience, they are necessary conditions of experience. “Experience is possible only through the representation of a necessary connection of perceptions” (Kant 1781/1787: A176/B218). The kind of experience Kant here is talking about is the experience of an objective time-order. In effect, Hume thinks that Humean skepticism about causation would condemn us to an experience of mere subjective succession and not of objects standing in temporal relations. His discussion is embedded in three “analogies of experience,” which comprise that of substance (which gives us a grasp of permanence), the principle of causality (which relates to our experience of succession) and the principle of causal interaction (which, very roughly, relates to the idea that simultaneity involves intra-substantial causation). Let us take sub-stancehood for granted. The principle of causality is the proposition that every event has a cause, and is a presupposition of our experience of objective succession in time. I can, first, distinguish between objective events in time and mere subjective experience. But the temporal order of events is not given in mere perceptions; the order instead must come from our thinking of the succession of events as necessarily irreversible. This is secured by the principle of causality either as a general principle or being embodied in particular causal laws (commentators are divided on which way to interpret this). The third analogy can be understood as a response to pre-established harmony, echoing the complaint made by Crusius that there would be no unity in a world where there is no intra-substantial causation. Nevertheless, there is an echo of Leibniz’s mirroring thesis, inasmuch as a change in any one substance affects every substance just as monads express the whole universe.

Conclusion

It remains a matter of controversy, as I said, whether Kant’s objections really meet Hume’s skepticism (or indeed whether they were intended as such). The twentieth century saw, in the Anglo-American tradition, a repeated concern with regularity conceptions that are descendants of Hume’s views, both in attempts to refine it and attempts to find non-Kantian answers. And this continues into the twenty-first century, where discussions of causation still take their lead from the “Humean” conception. In many ways, the concerns of the eighteenth-century are both distant from, and close to, our concerns.

Notes



1 This section is indebted to the account given in Watkins (2005: ch. 1).

2 For skepticism regarding the orthodoxy that Kant’s views are primarily a direct confrontation with, and an intended refutation of, Hume’s views on causality, see Watkins 2005: ch. 6.

References




Bennett, J. (2001) Learning from Six Philosophers. 2 v. Oxford: Oxford University Press.

Berkeley, G. (1710) A Treatise concerning the Principles of Human Knowledge. In Luce and Jessop (eds.) Works, v. 2.

——. (1721) De Motu [On motion]. In Luce and Jessop (eds.) Works, v. 4.

Blackburn, S. (2008) “Hume and Thick Connexions.” In R. Richman and K. A. Read (eds.) The New Hume Debate. 2nd ed. London: Routledge.

Garrett, D. (1997) Cognition and Commitment in Hume’s Philosophy. New York: Oxford University Press.

Glanville, J. (1661) The Vanity of Dogmatizing. London.

Harris, J. (2003) “Hume’s Reconciling Project and ‘the Common Distinction between Moral and Physical Necessity’.” British Journal for the History of Philosophy 11: 121–127.

Hume, D. (1739–1940) A Treatise of Human Nature. Oxford: Clarendon Press, 1978/2007.

——. (1748) An Enquiry concerning Human Understanding. Oxford: Clarendon Press, 1975/2000.

——. (1762) “David Hume on Thomas Reid’s An Inquiry into the Human Mind, on the Principles of Commonsense: A New Letter to Hugh Blair July 1762.” Mind 1986: 411–416.

Kames, Henry Home, Lord (1751) Essays on the Principles of Morality and Religion. 2nd ed. London: 1758.

Kant, I. (1763) “Versuch den Begriff der negative Grössen in die Weltweisheit einzuführen” [“Attempt to Introduce the Concept of Negative Magnitudes into Philosophy”]. Ak II, 167–204. In D. Walford and R. Meerbote (trans. and eds.) Theoretical Philosophy 1755–1770. Cambridge: Cambridge University Press, 1992.

——. (1781/1787) Kritik der reinen Vernunft [The Critique of Pure Reason]. Ak III and IV, 5–252. P. Guyer and A. W. Wood (eds. and trans.). Cambridge: Cambridge University Press, 1998.

Leibniz, G. (1686) Discours de métaphysique [Discourse on Metaphysics]. In Die Philosophischen Schriften. C. I. Gerhardt (ed.). Berlin: Weidmannsche Buchhandlung, 1875–90. Reprint, Hildesheim: Olms, 1960–61, GP IV, 427–463.

——. (1720) La monadologie [Monadology]. In Die Philosophischen Schriften. C. I. Gerhardt (ed.). Berlin: Weidmannsche Buchhandlung, 1875–90. Reprint, Hildesheim: Olms, 1960–61, GP VI, 607–623.

Locke, J. (1689) An Essay concerning Human Understanding. P. Nidditch (ed.). Oxford: Clarendon Press, 1975.

——. (1698) Reply to the Right Reverend the Lord Bishop of Worcester’s Answer to his Second Letter. In Works. London, 1823, v. 4: 191–498.

McCracken, C. (1983) Malebranche and British Philosophy. Oxford: Oxford University Press.

Newton, I. (1718) Opticks, or, A Treatise of the Reflections, Refractions, Inflections, and Colours of Light. 2nd ed. London: W. Innys.

Reid, T. (1785) Essays on the Intellectual Powers of Man. D. Brookes (ed.). Pennsylvania: Pennsylvania State Press, 2002.

——. (1788) Essays on the Active Powers of Man. K. Haakonssen and J. Harris (eds.). Edinburgh: Edinburgh University Press, 2010.

——. (1792) “An Essay by Thomas Reid on the Conception of Power.” J. Haldane (ed.). Philosophical Quarterly 51 (2001): 1–12.

Schmaltz, T. (2002) Radical Cartesianism: The French Reception of Descartes. New York: Cambridge University Press.

Stoneham, T. (2002) Berkeley’s World. Oxford: Oxford University Press.

Watkins, E. (2005) Kant and the Metaphysics of Causality. Cambridge: Cambridge University Press.

Winkler, K. (1989) Berkeley: An Interpretation. Oxford: Clarendon Press.



Further reading



K. Allen and T. Stoneham (eds.) Causation and Modern Philosophy (London: Routledge, 2010); K. Clatterbaugh, The Causation Debate in Modern Philosophy, 1637–1739 (London: Routledge, 1999); P. J. E. Kail, Projection and Realism in Hume’s Philosophy (Oxford: Clarendon Press, 2007); S. Nadler (ed.) Causation in Early Modern Philosophy (University Park: Pennsylvania State Press, 1993); W. Ott, Causation and Laws of Nature in Early Modern Philosophy (New York: Oxford University Press, 1999).


8

SPACE, EVIDENCE, AND THE AUTHORITY OF MATHEMATICS

Matthew L. Jones

 

At the end of On Motion, George Berkeley called for enforcing the proper division of authority between mathematics and metaphysics. While mathematics served well to illuminate appearances, only “by meditation and reasoning can truly active causes be rescued from the surrounding darkness and be to some extent known. To deal with them is the business of first philosophy or metaphysics. Allot to each science its own province; assign its bounds; accurately distinguish the principles and objects belonging to each” (Berkeley 1721: §72). In the Critique of Pure Reason of 1781, revised in 1787, Immanuel Kant insisted on the division of tasks, methods, and competencies between philosophy and mathematics: “by means of his method the mathematician [Meßkünstler] can build nothing in philosophy except houses of cards, while by means of his method the philosopher can produce nothing in mathematics but idle chatter, while philosophy consists precisely in knowing [kennen] its bounds, and even the mathematician [Mathematiker], if his talent is not already bounded by nature and limited to his specialty, can neither reject its warnings nor disregard them” (Kant 1781/1787: A727/B755). Berkeley’s famous attack on the infinitesimal calculus in The Analyst (1734) denied the authority of mathematics, or, more precisely, the authority of those habituated by mathematical reasoning, for assessing truth claims, especially concerning theological matters. Kant’s careful examination of the limits of mathematics as a model for reasoning in metaphysics illuminated the nature of the certainty of mathematics while simultaneously demonstrating its useless-ness for considerable portions of philosophy more generally. Progress in philosophy demanded accepting the partition between mathematics and philosophy and the implications of that partition for the possibilities and limits of human knowledge.

Assertions of the authority of mathematics in the study of the natural world were a central and much disputed feature of the new configurations of scientific knowledge of the seventeenth and eighteenth century. Debates about the appropriate scope and nature of mathematics were debates about the order of disciplines for the securing of knowledge. Much of the most insightful and innovative philosophical inquiry into the nature of mathematics during the eighteenth century sought either to isolate mathematics from other disciplines or to defend it from such isolation. As the examples of Berkeley and Kant suggest, a major impetus for the philosophical analysis of mathematical practice in the eighteenth century was a widely shared concern about its use as a model for other disciplines—a concern that motivated efforts to grasp its limits as a model for those disciplines.

At the center of the struggle over the authority of mathematics in physics and metaphysics was the inconclusive debate over the nature of space, the primary focus of this chapter. The debate about space was closely connected with the nature of mathematics itself: was mathematics an abstraction from physical things, a psychological process, a tautological game or something else? Gottfried Wilhelm Leibniz argued, “Mere mathematicians, who are only taken up with the conceits of imagination, are apt to forge” notions such as absolute space, “but they are destroyed by superior reasons” (Leibniz and Clarke 1717: Leibniz’s Fifth Letter, §29 [GP, VII, 394–96]). The superiority was twofold: not only were the arguments better, but they sprang from the more authoritative discipline of metaphysics. Defenders of absolute space denied the validity of such arguments and the hierarchical claim that metaphysical argument trumped mathematics. The conflict linked the contested nature of mathematical objects to debates about the place of mathematics among other forms of knowledge.

This chapter uses the debates over the authority of mathematics to illuminate the motivations and novelty of major philosophical reflections concerning the mathematics in the eighteenth century. The chapter contextualizes the transformative, canonical contributions of Hume, Berkeley, and especially Kant within the philosophical reflections of mathematicians and physicists, especially Euler and D’Alembert, figures too often omitted from studies of eighteenth-century reflection upon mathematics. After outlining the enduring tradition of profound skepticism about formal reasoning and celebration of the eidetic, the chapter looks at philosophical struggles to grasp the nature of space, the continuum, and the symbolic fecundity of analytic mathematics, whose new objects greatly challenged dominant eighteenth-century understandings of mathematics.

The potential imperialism of mathematical method

The certainty of mathematics and its perceived centrality to the success of the new sciences of motion encouraged imitation. The extension of mathematics came in different flavors. Berkeley was provoked, for example, by claims that mathematics was the foremost exercise for training the mind to reason in all questions. John Locke argued, for example, “I have mentioned mathematics as a way to settle in the mind a habit of reasoning closely and in train; not that I think it necessary that all men should be deep mathematicians, but that having got the way of reasoning, which that study necessarily brings the mind to, they might be able to transfer it to other parts of knowledge as they shall have occasion” (Locke 1706: §7, 23). Such accounts of the power of mathematics gave mathematics a privileged pedagogical role, at the expense of other disciplines of the mind, such as rhetoric and the study of classical literature; geometry and arithmetical textbooks were reworked to accentuate their role as general intellectual discipline (see Richards 1988; Jones 2006).

While concerned with similar pedagogical questions, Kant was more provoked by the transferral of the mathematical method to philosophy: “it is not suited to the nature of philosophy, especially in the field of pure reason, to strut about with a dogmatic gait and decorate itself with the titles and ribbons of mathematics … ” (Kant 1781/1787: A735/B763). The entry for “Method” in the Encyclopédie of Denis Diderot and Jean D’Alembert provided a manifesto for just such a transferral of a synthetic mathematical method. The German professor Christian Wolff, “showed in theory, and above all in practice, … that the mathematical method is that of all the sciences, that which is natural to the human mind, and that which discovers truths of every sort.” This method concerns primarily the form, not the content of mathematics, and therefore can be abstracted from it. In “transporting the mathematical method into philosophy, one finds that truth and certainty will manifest themselves to whomever knows how to reduce everything into regular forms of demonstrations” (Diderot and D’Alembert 1751–72: “Méthode [logique],” X, 446).1 The article summarized Wolff’s claims that the method of philosophy and mathematics was identical, however different their starting points. Despite this shared method, Wolff insisted that philosophy should not recognize the authority of mathematical claims about fundamental truths of natural philosophy and metaphysics. Wolff touted the form of mathematics while denying mathematics itself a role in regulating metaphysics (see Friedman 1992: 15 and note).

Jesuit traditionalists decried the dangers to proper religion and morality of the false appearances of mathematical rigor: “Experiences teaches us only too often that obvious errors are masked using geometry. Spinoza built for us a monstrous and impious system upon his geometrical method” (Anon. 1750: 1081). Others rebuked the demonstrative form of geometry as sterile and useless while still holding up mathematics as a model for reforming philosophy. Condillac argued, “mathematics does not owe its certainty to the synthetic method,” which hides errors “under the appearance of great order.” The analytical nature of mathematics provides its certainty and evidence: “if the ideas of mathematicians are exact, it is because they are the work of algebra and analysis” (Condillac 1746: 96–97). Analysis, the decomposition of ideas, “is the single method that can provide evidence to our reasoning; and, as a consequence, the unique one that we ought to follow in the search for truth” (Condillac 1746: 102).

A particularly threatening form of mathematical imperialism came in the wake of Newton. Many contemporaries interpreted Newton to maintain that the form and content alike of mathematics offered a model for reconstituting philosophy and challenged the epistemological ambitions of its practitioners for causal knowledge based on first principles (see Eric Schliesser’s essay in Chapter 2 of this volume). In substituting mathematical principles for more purely metaphysical or physical principles, Newton’s Mathematical Principles of Natural Philosophy of 1687 was widely seen as a model for creating more modest forms of reasoning in philosophy and other sciences alike. An advocate of transferring the experimental method into the study of human nature, David Hume argued, “While Newton seemed to draw off the veil from some of the mysteries of nature, he shewed at the same time the imperfections of the mechanical philosophy; and thereby restored her ultimate secrets to that obscurity, in which they ever did and ever will remain” (Hume 1754–61: VI, 542). The lack of consensus about the true nature of Newton’s methods encouraged the production of an array of novel attempts to introduce some sort of Newtonian mathematical and experimental method into philosophy and other fields of inquiry, from Hume’s experimental reasoning to Kant’s “decidedly anti-empiricist interpretation” of Newton (Janiak 2006: 352).

Defending and denying the suitability of methods inspired by mathematics provided a central motivating thread of philosophical inquiry concerning mathematics. Before turning to the debate over space and the continuum, we need to consider a term central to eighteenth-century debates about mathematics and its relation to philosophy, while foreign to most recent philosophy of mathematics: evidence.

Evidence

In 1761 the Academy of Sciences in Berlin announced a prize competition for the best essay on the question: “whether metaphysical truths in general and the first principles of Natural Theology and morality in particular are susceptible to the same evidence as mathematical truths, and, if they are not so susceptible, what is the nature of their certainty, to what degree they can attain it, and whether this degree suffices for conviction?” (von Harnack and Köhnke 1900: II, 306–7, 410–11). Two years later Moses Mendelssohn took the prize, with Immanuel Kant a close second. The premise of the question holds that mathematical proofs are more than simply certain: they are evident. The quality of evidence was thought to capture the peculiar strength and quality of conviction about mathematical truths. Drawing upon an aesthetic idiom, Mendelssohn explained, “Part of the evidence of a truth is, in addition to certainty, perspicuity. To say that a truth is perspicuous is to say that anyone who has ever grasped the truth must immediately be fully convinced of the truth and so set at ease that he does not feel within himself the slightest resistance to assuming it.” Not all mathematics was understood to partake equally in this evidence: “traditional geometry exemplifies it,” Mendelssohn explained, whereas the principles of the new calculus “are not as evident or perspicuous” (Mendelssohn 1764: 255).

The notion of evidence was common to many late seventeenth- and eighteenth-century efforts at articulating how mathematics differed from other modes of reasoning and for explaining its unusual success. While attacking the new infinitesimal calculus in one of his earliest papers, “Of Infinities” (1707), Berkeley took aim at its lack of evidence: “something there is in their principles which occasions much controversy & dispute, to the great scandal of the so much celebrated evidence of Geometry” (Berkeley 1707: 235). Traditional mathematics, as he explained nearly thirty years later in The Analyst, epitomized good reasoning by providing “a perpetual well-connected chain of consequences, the objects being still kept in view, and the attention ever fixed upon them” (Berkeley 1734: §2). On this view, mathematics is both formally certain (sometimes called “justness”) and evidence preserving, meaning that underlying ideas and their connections remain ever present to the mind. At very least, mathematics begins with evident principles and ends with evident conclusions, where the connections among ideas are grasped as ideas and not merely assented to thanks to their form. In the broadest sense, evidence seems to have captured a widely shared sense that the formal nature of mathematical reasoning tracked a grasp of underlying ideational referents. Kant offered one form of this view: in the concrete process of construction, “through a chain of inferences that is always guided by intuition, ‘the mathematician’ arrives at a fully illuminating [völlig einleuchtenden] and at the same time general solution of the question.” In contrast, no such intuition can guide philosophical inferences and render them evident (Kant 1781/1787: A717/B745).

A preference for such an eidetic—i.e. idea-focused—account of mathematical knowledge undergirded the century-long animus against formalized reasoning in much of western Europe and was common to many followers of Locke, Leibniz, and Descartes, despite their many other differences. Mere assent to the form of argument was widely seen as inferior to seizing the connection of ideas, even among those sympathetic to the value of syllogistic and other sorts of formal reasoning (see Easton 1997; Owen 2002; and Jones 2006). The eidetic framework of evidence provided norms, often violated to be sure, for mathematical practice and reflection upon mathematics itself. These norms motivated the reworking of elementary mathematics textbooks. By the early eighteenth century, new geometry textbooks explicitly designed to provide certain and evident mathematical ideas had replaced Euclid’s Elements and its commentaries in classroom teaching (see Mancosu 1996; 2000: 111–12).

A constructive and kinematic view of mathematical objects was central to the eidetic understanding of mathematics as providing evident knowledge. Good proofs produced evident knowledge through the constitution of entities via constructions; an entire research program in the construction of solutions to problems exemplified these norms for mathematical reasoning (see Bos 2001 and Shabel 1998). Mathematical constructions were often understood in kinematic terms: the motion of one geometric entity (a point, say) created another entity (a line) in time. The vision of mathematics as a constructive activity remained central to philosophical reflection upon mathematics long after the most innovative currents in mathematical research in the analytical tradition had largely abandoned a constructive geometrical practice (for analytical developments, see especially Fraser 1997 and Ferraro 2008).

For all the difference between his early and later philosophies of mathematics, for example, Kant consistently insisted on its constructive quality, even in pure thought. “We cannot think a line without drawing it in thought, we cannot think a circle without describing [i.e. tracing] it, we cannot represent the three dimensions of space at all without placing three lines perpendicularly to one another from the same point … ” (Kant 1781/1787: B154, his emphases). Thinking geometric objects requires thinking the construction of geometric entities in time as a kinematic physical process (of an a priori, non-empirical kind). In the Critique of Pure Reason, Kant took some of the loose general assumptions and presuppositions surrounding eighteenth-century mathematical practice and turned them into an account of mathematical knowledge itself. He likewise transformed a language of intuition (and evidence) often applied to mathematics into an account of the possibility of its certainty and evidence. His notorious account of intuition offered one profound and creative way of making widely shared presuppositions about the nature of geometrical objects and particularly of continuity more rigorous and clear.

Space

In his entries on “place” and “movement” in the Encyclopédie, Jean D’Alembert outlined the major accounts of space and motion at issue in the mid-eighteenth century, before he dismissed the value of resolving the debate: “all these discussions are useless for mechanics” as the field “supposes the existence of movement and defines movement as the successive application of body to different contiguous parts of an indefinite space that we consider to be the place of bodies” (Diderot and D’Alembert 1751–72: “Mouvement,” X, 832; cf. “Lieu,” IX, 496). In his entry “Elements of Sciences,” the debate over the metaphysical nature of space serves as a prime example of the false rigor of unnecessary foundational work. The quest to grasp the metaphysical and physical nature of space is a fruitless subtlety useless to rational mechanics and, presumably, enlightenment itself. Newtonians and Cartesians alike remain dangerous metaphysicians. “[E]very ordinary word that includes but a simple idea, cannot and must not be defined in any science … for a definition could not make one better know its meaning” (ibid.: “Elemens des sciences,” V, 493). As Blaise Pascal had argued a century earlier, attempts to define space and time produce deceptive substitutes for the superior and non-defined knowledge of space (and time) we already possess. Within the science of movement, “we ought not to define space or time, for these words include only a simple idea.” While the idea of movement is likewise familiar to everyone, it is a complex idea, one that requires an explicit definition in terms of the undefinable simple ideas: “the idea of space traveled and time taken in traveling” (ibid.: V, 494). Rational mechanics could dispense with any appeal to a higher discipline of metaphysics. More strongly, rational mechanics should never turn to metaphysics to understand its foundations.

The case of D’Alembert, with his characteristic dismissal of metaphysics, illustrates how debates about the nature of space and movement in the eighteenth century simultaneously concerned the order of disciplines as well as substantive claims about space and movement. To what extent did metaphysics need to hew to the conclusions of mechanics? To what extent did metaphysical demands trump the apparent explanatory successes of the new mathematical and mechanical sciences? Determining whether space was itself a substance, mere relations among other things or some tertium quid in between, required discerning the proper relationship among mathematics, rational mechanics, and metaphysics. D’Alembert’s bracketing of metaphysical questions was a powerful mid-century response to the lack of closure about debates concerning space and motion. The increasing confidence in the results of rational mechanics and the new mathematics made this foundational failure all the more clear. The failure to achieve closure around metaphysical issues such as the nature of space early in the eighteenth century prompted the pursuit of new ways to explain the ever-expanding and apparently more certain results of mathematics and rational mechanics. The debate over the authority of disciplines for adjudicating claims about space animated creative attempts to re-envision the proper relationship between mathematics and philosophy throughout the century.

Absolutism against Descartes

Several of D’Alembert’s Encyclopédie entries reveal that debates about space were intimately tied to debates about the proper definition of real motion. What is “true” (or “absolute” or “philosophical”) motion? Does it require something beyond a world of matter? Can it be defined in terms of relative motions? Or does it rest on some absolute space? Newton’s success in redefining absolute motion exclusively in spatio-temporal terms has obscured the variety of alternate definitions of absolute motion available in the early eighteenth century. Nearly every major philosopher and physicist agreed that some form of true motion exists, however much they disagreed about its definition.

René Descartes’s account of motion and place remained important throughout the eighteenth century. Descartes argued for a relationist view about place and space:

● Space comprises all bodies in their extension.

● Space is not a substance on its own: there is no unfilled space independent of, underlying, or prior to matter.

● Geometrical relationships are abstractions from the relationships of those bodies.

A relationist about space, Descartes upheld the existence of absolute motion: he contended that particular relations of matter in motion are more real than others; that every bit of matter has a motion that is proper to it.

In his Principia, Newton sought to demonstrate that Descartes’s account of absolute motion and his corresponding account of relative space were untenable. The three editions of Newton’s Principia (1687, 1713, 1726) publicly articulated:

● Space is an immutable, infinite, motionless, real entity of some sort (though not quite a substance).

● Space is independent and prior to material substances and is in some sense the condition for them.

● True motion is motion relative to absolute space, and can sometimes be empirically determined by the effects of force.

● Geometry concerns the fundamental properties of space and not merely abstractions from objects.

The process of abstraction leading to claims about infinite space produced not claims about an imaginary, confected thing, but knowledge of something real; as a result, geometry was essential to grasping the fundamental make-up of creation. In this absolutist view, geometry is the privileged domain for the investigation of space.

Newton’s discussion of absolute motion and space in the Scholium to the Principia does not defend the existence of absolute motion in general nor does it give empirical means for detecting or measuring it. In the Scholium, Newton argued that absolute motion must be understood to be locomotion with respect to absolute space. He rebutted the Cartesian account of absolute motion in particular by demonstrating that a proper understanding of motion and its causes must have motion, time, and space defined in absolute spatio-temporal, not relative, terms (see Rynasiewicz 1995a, 1995b, 2000; cf. DiSalle 2002: 38, 54n26).

The best-known argument in Newton’s Scholium concerns the rotating bucket. Consider first a stationary bucket partially filled with water and suspended on a rope. If the bucket is set into circular motion around its central axis, the water within the bucket would initially remain stationary. Due to friction, the water would begin to rotate along with the bucket. At the beginning, when only the bucket is moving, the water is flat; as the water rotates with the bucket, it runs up the sides to form a concave surface. Newton argued, “The rise of the water reveals its endeavor to recede from the axis of motion, and from such an endeavor one can find out and measure the true and absolute circular motion of the water, which here is the direct opposite of its relative motion” (Newton 1687: 413). According to the Cartesian account of true motion, true motion is motion relative to contiguous surroundings. At the beginning, the water is moving relative to the bucket, but this apparent movement is quite clearly not the physically relevant movement in the situation. Thereafter, the water is not moving relative to the bucket. The apparent lack of motion relative to the bucket is belied by the evidence of the centrifugal tendency that empirically reveals the existence of the relevant true circular motion.

Newton’s goals in presenting the argument, its explicit claims, and the soundness of its inferences about those claims were—and remain—unclear and contested. The most important early reader, Leibniz, wrote, “I find nothing … in the Scholium … that proves or can prove the reality of space in itself. However, I grant that there is a difference between absolute true motion of a body and a mere relative change” (Leibniz and Clarke 1717: Leibniz’s Fifth Letter §53 [GP VII, 404]). The argument certainly demonstrated a failure of Descartes’s account of true motion on its own terms and made a strong case for accepting Newton’s definition of absolute motion as appropriate for capturing the physically (and metaphysically) relevant phenomena. Yet the bucket argument does not demonstrate the necessity of accepting that definition of absolute motion or Newton’s metaphysics of absolute space.

Some modern philosophers, such as Ernst Mach, have seen Newton’s account of space as too metaphysically robust: the account includes the distinction between absolute rest and absolute motion but “requires” only the distinction between inertia and accelerated motion (see Huggett and Hoefer 2006). In natural-philosophical practice, Newtonian physics seems to need only a relationist account of space, even if his theological and metaphysical views lead him to an absolutist account of space.

The foremost recent account of Newton as offering a metaphysically thin and scientifically robust account of space and time argues, “Newton’s argument, in sum, was never an argument from physical phenomena to metaphysical conclusions about the ‘absoluteness’ of rotation. Instead, it was an argument of the sort that is fundamental to every empirical science: an argument that a novel theoretical concept has a well-defined empirical content” (DiSalle 2002: 45). To be sure, Newton in the Principia offered a model of connecting definitions with empirical content in precise and innovative ways. Yet Newton could not simply fall back on any assumptions about which arguments were fundamental to any empirical science. The Principia, after all, had instantiated a new form of empirical natural philosophy using mathematical tools, in which such arguments were central; but the self-evidence and very nature of this new form of science were far from obvious (see Eric Schliesser’s essay in Chapter 2 of this volume for some related methodological issues).

The account of space and time in the first edition of the Principia (1687) included few hints about its broader theological and metaphysical underpinnings. Newton expanded his account in the General Scholium of 1713: “He is eternal and infinite, … that is, he endures from eternity to eternity, and he is present from infinity to infinity. … He is not eternity and infinity, but he endures and is present. He endures always and is present everywhere, and by existing always and everywhere he constitutes duration and space. Since each and every particle of space is always, and each and every indivisible moment of duration is everywhere, certainly the maker and lord of all things will not be never or nowhere” (Newton 1687, 1713 ed.: 941). He developed these views in manuscript texts; unknown in the eighteenth century, these now serve as a primary site for historical debate over the sources and content of Newton’s views on space.2

Neither Newton’s account of space nor his account of the relationships between mathematics and metaphysics was clear to contemporaries. His apparently robust metaphysics of space appeared to clash with his famous call not to “frame hypotheses” about the nature and cause of gravity. Newton’s important early expositor John Keill demarcated one way of drawing the boundaries between mathematical and metaphysical inquiry into space in the wake of the Principia:


We conclude therefore, that there is in reality a Space distinct from all Body. … But what is the Nature of this Space, whether it is any thing positive, actually extended in itself, and endued with real Dimensions, or whether its Extension arises from the Relation of Bodies existing in it … ; or whether this our Space is the divine Immensity itself … ; these things we do not here enquire into, but leave them to be disputed by the Metaphysicians. It serves our turn to be able to explain some of its properties, and to establish and demonstrate its Distinction and Nature to be different from that of Body; They who would have more, may consult the Philosophers.

(Keill 1726: 18–19)



Such views offered an influential, if much contested, demarcation of epistemic authority.

Metaphysics against mathematics

The fundamental reply of Gottfried Wilhelm Leibniz and his followers to Newton was to deny that mathematics could make the sort of metaphysical claims Newton appeared to make about absolute space. In a standard account of the errors of mathematicians in metaphysical questions, Emilie du Châtelet explained that they mistakenly take abstractions for reality: “imaginary notions that aid infinitely in the search for truths that depend on determinations, which make up these Beings formed by the imagination, become extremely dangerous, when one takes them to be realities” (Du Châtelet 1740: §86, 105). Leibniz had made the point in his fifth letter to Clarke earlier in 1716: “the Mind not contented with an Agreement, looks for an Identity, for something that should be truly the same; and conceives it as being extrinsic to the Subjects: And this is what we here call Place and Space” (Leibniz and Clarke 1717: Leibniz’s Fifth Letter, §47 [GP VII, 401]). The strategy of Leibniz and his followers was to explain the ways in which the mind comes to the abstract idea of space and then quite mistakenly reifies it; in the process of abstraction, mathematicians treat extended things as characterized only by their quantity of extension and locomotions. More generally, mathematicians mistake the abstract products of mathematical procedures as correctly and completely revealing reality; they thus fail to recognize the necessary intervention of metaphysics, including such regulative principles as the principle of sufficient reason. A disorderly arrangement of disciplines allows the cognitive errors that lead to the reification of geometric abstractions such as space.

According to Leibniz, “Space is that which results from Places taken together” (Leibniz and Clarke 1717: Leibniz’s Fifth Letter §47 [GP VII, 401]). In his account of space and true motion:


● Space is just the collection of all things taken together; absolute space is merely an idea abstracted from matter in motion.

● True motion is the possession of internal force, ontologically prior to (the phenomena of) space-time.

● Geometry is an abstraction of the well-founded phenomena of bodies.

The Newtonian account of absolute motion, however attractive mathematically, fails as true natural philosophy and as metaphysics. Leibniz reasserts the priority of metaphysics over mathematics:


I have demonstrated, that space is nothing else but an order of the existence of things, observed as existing together; and therefore the fiction of a material finite universe, moving forward in an infinite empty space, cannot be admitted. … For, besides that there is no real space out of the material universe; such an action would be without any design in it; it would be working without doing anything, agendo nihil agere. There would happen no change, which could be observed by any person whatsoever. These are imaginations of philosophers who have incomplete notions, who make space an absolute reality.

(Leibniz and Clarke 1717: Leibniz’s Fifth Letter §29 [GP VII: 394–96])



Since every place in absolute space is identical, absolute space violates the principle of sufficient reason. Mathematical accounts of space provide no reasons that account for the existence of different places of space. According to Leibniz’s subsidiary principle of the identity of indiscernibles, any two things that cannot be distinguished must be understood to be identical. The definition of true motion as movement in an absolute space is likewise a mistaking of disciplinary domains: true motion must be understood in terms of causes or force: “For if we consider only what motion contains precisely and formally, that is, change of place, motion is not something entirely real … But the force or proximate cause of these changes is something more real, and there is sufficient basis to attribute it to one body more than another” (Leibniz 1686: §18 [GP IV, 444]; Leibniz 1989: 51). According to Leibniz, the rotating bucket showed only the insufficiency of Descartes’s account of absolute motion, not the correctness of the Newtonian one requiring absolute space and time.

In this Leibnizian account, no matter how essential they are for investigating the natural world, mathematical principles for philosophy are insufficient for understanding it. Worse yet, the supposedly empirically modest program of the Newtonians, on this reading, actually involved profound self-deception around the unjustified reification of mathematical abstractions into objects posited in the world. Even advocates of Newtonian empirical modesty thought Newton had failed to realize the implications of his methodological program. According to Hume, a proper understanding of Newton’s philosophy includes a denial of Newton’s claims of the absoluteness of space: the skepticism about knowledge of the real nature of bodies needs to be extended to include skepticism about the real nature of space:


If the Newtonian philosophy be rightly understood, it will be found to mean no more [than an inclination toward belief in the existence of a vacuum]. A vacuum is asserted; that is, bodies are said to be placed after such a manner, as to receive bodies betwixt them, without impulsion or penetration. The real nature of this position of bodies is unknown. We are only acquainted with its effects on the senses, and its power of receiving body. Nothing is more suitable to that philosophy, than a modest scepticism to a certain degree, and a fair confession of ignorance in subjects that exceed all human capacity.

(Hume 1739–40: Appendix, 1.2.5.26n12; SBN 64)



Hume argued we can only investigate our ideas about space—and that these do not include, indeed cannot include, ideas about absolute space.

Hume counseled a modest skepticism in the face of the failure to achieve closure in the debate over space, whether through either empirical arguments or first principles. Efforts to escape the disciplinary framing and assumptions of the debate were more philosophically and scientifically fruitful. Many of these were cast as means for articulating the genuine method to be found in Newton. This tradition continues today in Newton scholarship (see DiSalle 2006: 57–58). The process of interpreting Newton’s views was generative: debates over how rightly to transform natural philosophical practice using the fruits of Newtonian physics allied to the Leibnizian algorithmic calculus sparked much creative eighteenth-century work on space and the nature of mathematical reasoning. The success of mathematics and rational mechanics in achieving an impressive consensus about a broad range of phenomena was not generally taken to demand, however, a retreat or abandonment of metaphysics, or a reduction of metaphysics to mathematics.

Mathematics reforming metaphysics

By the middle of the eighteenth century, the apparent failures of metaphysics to secure the level of consensus to be found in mathematics or natural philosophy were often cited as grounds for regulating or guiding metaphysics, if not abolishing its study altogether. The success of mechanics based on the principle of inertia was already staggering and led to calls for regulating metaphysics using mathematical physics. Kant argued, for example, “The mathematical observation of motion, combined with cognition of space, likewise furnishes many data, which are capable of keeping the reflections of metaphysics concerning time on the path of truth. The celebrated Euler, among others, has provided a stimulus to reflections such as these” (Kant 1763: Ak II, 168).

Leonhard Euler praised the “marvelous concord of all the conclusions that one gets by means of calculation [using the laws of mechanics] with all the movement of bodies on earth, solid and fluid alike, and even with celestial motions, would be sufficient to put their truth outside any doubt” (Euler 1748: 324). The certainty of this mathematical physics should be seen as a boon for metaphysics: “It is always a great advance, when we know from elsewhere certain conclusions, which the first principles of Metaphysics must lead to. We must regulate and determine the first ideas of Metaphysics with these conclusions.” Indeed, “we will be authorized to admit only such principles that can exist alongside these same truths” (Euler 1748: 325).

At the current stage of philosophical development, Euler contended, we cannot “conceive” the two principles of inertia without having simultaneously ideas of absolute space and time: “if it is not possible to conceive the two alleged principles without mixing in the ideas of space and time, this would be a certain mark that these ideas are not purely imaginary.” The eidetic quality of the argument here is worth noting. Euler maintains that we simply cannot conceive inertia without conceiving absolute space, and thus we should “conclude, that absolute space and time, such as mathematicians conceive [se figurer] them, are real things, that exist outside of our imagination. …” (Euler 1748: 326). In contemporaneous terms, we know with clarity that the idea of inertia involves the idea of absolute space; but we do not understand either inertia or space distinctly enough to set out the marks that individuate them completely. These non-distinct, imaginary but certain ideas demand further conceptual analysis to make them into real ideas.

Euler explains the principle of stationary inertia by taking the existence in mechanics of space and place as real: “a body that finds itself in some place with no motion will remain there perpetually, so long as some external force does not chase it from there” (Euler 1748: 326). Under the relational account of place, the definition would become “a body A being surrounded by B, C, D, E, etc., tries to conserve itself always in the same neighborhood.” But what if B, C, D, E are parts of water, and that water begins to flow? If A stays in the neighborhood of B, C, D, E, as required by the relationist definition, then the relational account is no expression of inertia. Similar arguments could be maintained for far distant points, including the fixed stars. He concludes that no relationist definition of inertia can be conceived when one is conceiving inertia. Those elements required in the absolutist definition of inertia must be factored, in some way, into the metaphysical picture of the world: inertia “is founded on something that does not subsist in our imagination alone; from this, we must absolutely conclude that the mathematical idea of place is not imaginary, but that there is something real in the world, corresponding to this idea” (Euler 1750: 329).

Euler granted that the abstractions of mathematics did not—and could not alone—produce “real ideas” of the processes of nature. Unlike many of his French contemporaries, he maintained that real ideas of these processes, beyond those provided by mathematics, could potentially be obtained and were worth pursuing. The task of the metaphysician was to replace the imaginary ideas yielded by geometry with real ideas: “thus the metaphysician will be obliged to remedy this fault and to substitute real ideas for imaginary ones” (Euler 1750: 325).

Nevertheless Euler insulated the mathematician from responding to certain kinds of philosophical objection. Given the robustness of our confidence in the truth of inertia, mathematicians need not refute metaphysical objections to absolute space, such as the principle of sufficient reason. Leibniz had suggested that the principle of sufficient reason was so inviolate that mathematicians needed to discern how to create a physics that did not violate it. The metaphysical principle always trumps any mathematical argument. Euler’s regulative principle is equally demanding, for he calls for rejecting any views in contradiction to the principles of inertia as necessarily having some fault, even if mathematicians cannot isolate the fault. Metaphysicians need to figure it out. The mechanical principles always trump any metaphysical claim.

Euler’s call for a naturalistic metaphysics appears to be limited to those sets of concepts for which the metaphysician cannot provide equally plausible alternative definitions. He did not claim a more general naturalism in which the full range of claims of mechanics need be taken to be real just because of the robustness of our certainty in them.

The pre-critical Kant

Perhaps the most creative and appreciative reader of Euler was Kant. In his pre-critical piece “Von dem Ersten Grunde des Unterschiedes der Gegenden im Raume” (“Concerning the Ultimate Ground of the Differentiation of Directions in Space”) of 1768, Kant’s basic strategy was to show the existence of some properties of space that cannot be reduced to relations of bodies; thereby he claimed that space is something more than an abstraction from the relations of bodies; it is not merely a mistaken reification of geometry. “My purpose in this treatise is to see whether there is not to be found in the intuitive judgments about extension, such as are to be found in geometry, an evident proof that: Absolute space, independently of the existence of all matter and as itself the ultimate foundation of the possibility of the compound character of matter, has a reality of its own” (Kant 1768: 366, trans. modified, his emphasis; Ak II, 378). Euler had provided only a non-evident sort of proof; his proof was in the style of “mechanics” not of geometers (ibid.). Kant sought to provide examples that made evident and intuitive (in the pre-critical sense) the possibility of spaces whose properties cannot be captured in the relationist account of space. He did so by introducing a variety of examples of what he calls an incongruent counterpart: a body “equal and similar” to another that “cannot be enclosed in the same limits as that other” no matter how much one twists and turns it.

Kant offered the example of the left and the right hands. One hand can easily be constructed from the other through a one-to-one mapping or through an operation of mirroring. No translations or rotations in three-dimensional space of one hand can, however, make it fit within the boundaries of its pair. Within an absolutist understanding of space, the hands are discernible and distinct. Under a relational understanding of space, however, the two hands cannot be distinguished: “there is no difference in the relation of the parts of the hand to each other, and that is so whether it be a right or a left hand” (Kant 1768: Ak II, 383). Kant turned the Leibnizian metaphysicians’ own criteria against them. According to the principle of the identity of indiscernibles, indistinguishable things must be taken to be identical. From a relationist point of view, nothing distinguishes the left and right hand; they are thus identical. Given that they are incongruent, the left and right hand are not identical. No relationist position can account for the “inner difference” between the two. A proper metaphysical position must explain the possibility of this inner difference: “Our considerations, therefore, make it clear that differences … can be found in the constitution of bodies; these differences relate only to absolute and original space; for it is only in virtue of absolute and original space that the relation of physical things is possible” (Kant 1768: Ak II, 383). Kant moved from the clearly known differences in bodies to the conditions that would permit those differences to be (a) known and (b) created. Different possible hands must have different possible causes; and different possible causes must have different possible grounds. Only absolute space permits the differences in grounds, causes, and things to be possible. Thus the existence of space is a precondition for the differences in handedness readily apparent and possible to anyone thinking of objects.

Kant claimed the argument from incongruent counterparts offers geometers a proof of “the actuality of their absolute space with their accustomed evidence” (Kant 1768: Ak II, 378). He criticized Euler for offering only a proof from mechanics and failing to provide an evident proof. The Swiss mathematician “only shows the difficulties in giving a determinate meaning to the universal laws of motion,” given a relational account of space. Euler does not show the problems that arise in attempting to “represent” the laws of inertia “in concreto, employing the concept of absolute space” (Kant 1768: Ak II, 378). Kant attributed the evidence of mathematics to the ability to demonstrate its truths “in concreto,” using appropriate signs. Such demonstrations comprised a construction of particular lines and circles in geometry that would prove a universal law. Mathematical constructions, even in the imagination, have an intuitive grounding lacking in other sorts of imaginative constructions, such as those of metaphysics and mere fictions.

The argument from counterparts is supposed to be an evident proof: first it shows the impossibility of distinguishing and constructing incongruent counterparts given relative space; second it shows the possibility, given absolute space, of constructing them. The very possibility of doing the constructive proof, in other words, requires the existence of absolute space. The constructive nature of the proof makes evident—not just certain—the necessity of space. The proof makes “clear” that “the determinations of space are not consequences of the positions of the parts of matter relative to each other,” but rather “that the latter are the consequences of the former.” The Leib-nizian understanding of geometry is backwards. Not just an abstraction from experience, space is instead the conceptual precondition of experience: “absolute space is not an object of outer sensation; it is rather a fundamental concept [Grund-begriff] which first of all makes possible all such outer sensation. For this reason, there is only one way in which we can perceive that which, in the form of a body, exclusively involves reference to pure space, and this by holding one body against other bodies” (Kant 1768: Ak II, 383).

In this early argument, Kant was not arguing that metaphysics needs to follow mathematics in a general way, either in method or in detail; like Euler, he was pointing to mathematical concepts that were known with a particularly strong warrant as important regulative matters for some types of metaphysical inquiry.

The critical Kant

Drawing heavily upon his earlier concerns with the special status of mathematical knowledge, Kant reframed the question of the absolute versus relative nature of space in his critical thought, above all in the thorny “Transcendental Aesthetic” of the Critique of Pure Reason of 1781.3 He denied both that absolute space is a property of things in themselves and that space is only a mathematical abstraction about properties of relations among bodies: “Space represents no property at all of any things in themselves nor any relation of them to each other” (Kant 1781/1787: A26/B42). Instead, space is about us, about the way human beings are set up to have sensations: space is a condition of possibility of our a posteriori experience of exterior things as ordered and also the condition of possibility of our a priori knowledge of geometric entities. The “presentation” of space is immediate, singular, and non-empirical—it is our “form of outer intuition.”

In his early account of discernible counterparts just discussed, Kant took human ability to distinguish the orientation of objects such as hands as an evident proof of the existence of absolute space. In his critical thought, he transformed the ability to experience appearances spatially into a fundamental constitutive property of human experience: “that which allows the manifold of the appearance to be intuited as ordered in certain relations I call the form of appearance” (Kant 1781/1787: A20/B34). The possibility of ordering things must be prior to experience; that possibility cannot be a result of experience. To represent “certain sensations” as “outside one another, thus not merely as different but as in different places, the representation of space must already be their ground [zum Grunde]. Thus the representation of space cannot be obtained from relations of outer appearance through experience, but this outer experience is itself possible only through this representation” (ibid.: A23/B38). Our experience of things as being oriented relative to one another in space is possible only through the immediate, non-empirical “presentation” of space. The Newtonian abstracts a real absolute space from ordered things; the Leibnizian claims that abstractive process produces only imaginary mathematical objects. Kant twists the dispute: the abstraction yields something real, not imaginary, not about the world as such, but about our epistemic faculties. The Kantian abstracts to the a priori conditions of possibility of the experience of things as ordered (see Kant 1781/1787: A21/B35).

Our knowledge of space, Kant continued, does not originate in the understanding and is not fundamentally conceptual. Our knowledge of space cannot be fully explicated through concepts: “Space is not a discursive or, as is said, general concept of relations of things in general, but a pure intuition” (Kant 1781/1787: A25/B39). We have concepts of space in the understanding, but these always involve the imposition of “limitations” on space made possible by our intuition of space (see Shabel 2003).

In these passages, Kant hearkened back to his earlier distinction between the purely conceptual knowledge of traditional metaphysics, known only “in the abstract,” and the evident or intuitive knowledge of mathematics, known also “in the concrete.” In a crucial piece of transitional writing toward his critical position, the Inaugural Dissertation of 1770, he rejected the Leibnizian account of geometry as reducible to the logical analysis of truths:


That space does not have more than three dimensions. … none of these things can be derived from some universal concept of space; they can only be apprehended concretely so to speak, in space itself. Which things in a given space lie in one direction … cannot be described discursively nor reduced to characteristic marks of the understanding by any astuteness of the mind.

(Kant 1770: Ak II, 402–3)



In his critical philosophy, the fact that space (and time) are intuitions explains why mathematics has a distinctive certainty unavailable to metaphysics: “all geometrical principles, e.g., that in a triangle two sides together are always greater than the third, are never derived from general concepts of line and triangle, but rather are derived from intuition and indeed derived a priori, with apodictic certainty” (Kant 1781/1787: A25/B39). In Kant’s view, geometric truths are synthetic a priori truths: they cannot be produced through the logical analysis of basic concepts or a reduction to absurdity, but must involve additional content provided through the construction of concepts made possible through the intuition. The success and fecundity of geometry reveal that it depends on epistemic resources richer than any set of concepts could possibly provide. Any other account of mathematics or of space, he argued, had to be able to make “the possibility of geometry as a synthetic a priori cognition comprehensible” (Kant 1781/1787: B41). Kant demanded that any account of mathematical knowledge explain the evidence, as well as certainty, of geometry. Kant’s account of space provides a rich development of his denial of the applicability of mathematical methods to questions in metaphysics. Mathematicians and those who would copy their methods must recognize the bounds of mathematical inquiry; metaphysicians must recognize the centrality of synthetic a priori reasoning in mathematics and beyond.

The continuum

To exemplify how knowledge in metaphysics differs from that of mathematics, Kant in his prize essay of 1764 offered the example of a geometric proof of the infinite divisibility of space: “Suppose, for example, that the geometer wishes to demonstrate that space is infinitely divisible. He will take a straight line standing vertically between two parallel lines; from a point on one of these parallel lines he will draw lines to intersect the other two lines. By means of this symbol he recognizes with the greatest certainty that the division can be carried on ad infinitum” (Kant 1764: Ak II, 279). Consider two parallel lines CX and BD (Figure 8.1). Construct a segment AB perpendicular to both. Starting from D and in the direction of B, construct as many points K, I, etc., on the line BD as you wish. By constructing segments from C to points of AB, one can construct ever smaller segments of AB. This successive constructive process, Kant maintained, provides a constructive proof of the possibility of infinite division; or more precisely, that for any n, any line segment AB may be divided into n + 1 segments.4

Kant’s choice of this proof as an exemplification of the nature of geometric knowledge of the infinite is striking, as earlier philosophers had contested the probative value of just such mathematical proofs of infinite divisibility, whether for the foundations of mathematics or for metaphysical claims about ultimate constituents of physical reality. To accept such proofs was to subscribe to a subordination of philosophical authority to mathematical reasoning: the apparent solidity of geometrical proofs of infinite divisibility indicated the need to clarify philosophical notions. While many mathematicians were happy to follow along with such a naturalistic approach, opponents contested the steps of the proof and the process of moving from claims in mathematics to claims in metaphysics; in turn, considerable thinking about the nature of mathematics was motivated by reconciling quandaries around the continuum with the great success of geometry. In particular, Berkeley and Hume contested standard interpretations of the nature of mathematical reasoning about the continuum in the service of their broader program of reforming the goals of metaphysical inquiry. Denying the claims of mathematics to legislate to philosophy, they nevertheless drew upon a revisionist understanding of mathematical practice to motivate their demands for transformations in philosophy. Kant likewise used the qualities of the continuum to motivate a new account of a priori reasoning central to his critical philosophy.
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Figure 8.1 Kant’s geometric proof of the infinite divisibility of space.




With some outstanding exceptions, late seventeenth- and eighteenth-century mathematicians worried surprisingly little about the nature of the continuum and its relation to mathematical continuity.5 Kinematic assumptions about geometric objects tended to make continuity a given in mathematics and rational mechanics. Newton’s kinematic view of the production of geometrical objects illustrates many of the crucial assumptions: “Mathematical qualities I consider not as consisting of least possible parts, but as described by a continuous motion. Lines are described and by describing generated not through the apposition of points … These geneses take place in the reality of physical nature and are daily witnessed in the motion of bodies” (Newton 1967–81: VIII, 123). The Leibnizian Christian Wolff likewise gave “genetic” definitions for lines, planes, and bodies—the processes of generating them.

Recent historical scholarship has unpacked the geometric and physicalist assumptions tacitly informing the eighteenth-century mathematical treatment of the continuous. Eighteenth-century mathematicians confidently (and productively) transferred a set of assumptions about geometrical objects understood usually in kinematic terms onto the objects of algebraic analysis. Not viewed as comprising a set of points, a continuous object was treated as a whole capable of being divided into points or parts. Curves and relations were not defined pointwise; in general they were defined through motions. Accordingly, there was no distinction between open and closed intervals in considering a curve or other continuous objects. A function or equation was not a set-theoretic object but an analytical expression for a continuous whole (see Ferraro 2008: 102–4; Breger 1992: 77). While subject to increasing stress, these assumptions about continuity survived the change within mathematical practice from a decided focus on geometric quantities to a more abstract conception of quantities. Rules for dealing with continuous objects were held to work equally in finite and infinite domains, a principle known as the “law of continuity.” Leibniz expressed the principle in a letter to Varignon: “the rules of the finite succeed in the infinite … and vice versa the rules of the infinite succeed in the finite, as if they had metaphysically infinitely small [parts], though they have no need for them.”6 The law of continuity authorized mathematicians to pursue symbolic manipulations in ways now considered wildly unrigorous and lacking the careful regard to domain central to modern analysis. Given that the underlying picture of continuity involved an implicit vision of a line or a smooth curve, questions of the continuum were often debated as inquiries into the nature of geometrical extension; in particular, they were questions to be decided through consideration of constructions involving geometric extension, as in Kant’s example.

D’Alembert offered a principled defense of modestly bracketing metaphysical worries about the foundations of mathematics. Drawing upon metaphysical perplexity when confronted with the infinitesimal calculus, D’Alembert counseled the abandoning of philosophical inquiry in favor of the “true metaphysics” created whenever one became competent in analysis. He complained of the “abuse” of metaphysics in geometry: “dissertating on the nature of extension, on the existence of mathematical points, which is but an abstraction of the mind, on the nature of a straight line that is so difficult for us to define, although we know it enough through its principal property to be able to deduce all the other properties from it” (D’Alembert 1767: V, 257). In his article on the differential calculus for the Encyclopédie, D’Alembert sought out its “true metaphysics” in its proper use. Showing that non-infinitesimal methods yielded the same results as the differential calculus using limits, he noted: this “seems to us sufficient to make beginners understand the true metaphysics of the differential calculus. Once this has been understood, one will appreciate [sentira] that the supposition of the infinitely small is only for abridging and simplifying reasoning, but that in essence the differential calculus does not at all suppose necessarily the existence of these quantities.” He explained that the calculus involves only “determining algebraically the limit of a ratio of which one already has an expression in line.” While this is likely “the most precise and sharpest definition” for the calculus, only practice, not philosophical abstraction about practice, will reveal its soundness: “often the true definition of a science can be only appreciated [sensible] by those who have studied a science” (Diderot and D’Alembert 1751–72: “Différentiel,” IV, 986). D’Alembert suggested that only practicing analytical mathematicians could gain the insight into foundational questions that avoided the false perplexity and deceptive rigor that philosophical inquiry into the infinite would yield.

If many mathematicians tended to be sanguine about the foundations of the new calculus, opponents of the new infinitesimal analysis remained unwilling to accept the assurances of mathematicians. For philosophers skeptical of the normative role of mathematics in philosophy more generally, the lack of closure around the nature of the continuum precluded the use of mathematics to resolve debates concerning the continuum, time, and space. Yet the clear successes of mathematics still had probative value. Discerning the real nature of mathematical reasoning would help to undermine erroneous goals in philosophical reasoning, as Hume suggested:


’Tis usual with mathematicians, to pretend, that those ideas, which are their objects, are of so refin’d and spiritual a nature, that they fall not under the conception of the fancy, but must be comprehended by a pure and intellectual view, of which the superior faculties of the soul are alone capable. … ’Tis easy to see, why philosophers are so fond of this notion of some spiritual and refin’d perceptions; since by that means they cover many of their absurdities, and may refuse to submit to the decisions of clear ideas … to destroy this artifice, we need but reflect … that all our ideas are copy’d from our impressions.

(Hume 1739–40: 1.3.2.7; SBN 74–76)



While the claims of mathematics might not have a hold on philosophy, mathematics properly understood could still offer a signal lesson in modesty for philosophy. Critical of the accounts of mathematicians and philosophers about the nature of mathematics, Berkeley, and following him Hume, used a revised analysis of mathematics and its successes to bolster their respective philosophical programs for more modest kinds of metaphysical inquiry.

At the center of both of their analyses is a refutation of standard contemporary mathematical views about the composition of the continuum, especially claims of infinite divisibility (see Fogelin 1988). Berkeley and Hume were at pains to exclude the study of abstract ideas as generally understood from philosophy. In support of this effort, they sought to show that mathematics, when properly understood, involved no abstract ideas. They insisted upon a gap between the actual practice of abstraction in correct geometrical reasoning and the many mistaken philosophical claims about the nature of abstraction. Both argued that abstractions are properly understood as signifying sets of particulars, not as ideas independent of (if abstracted from) those sets of particulars. Their quarry was to demonstrate that philosophy should not pursue abstract ideas that are independent of their particulars. By denying that mathematics traffics in abstract ideas, except when it goes astray, they retained the normative status of mathematics but denied that mathematics offered a normative model of a successful abstractive process to be imported into philosophy more generally. Hume’s most detailed consideration of mathematics and of space and time follows his nuanced account of the proper understanding of abstraction (see Hume 1739–40: 1.2–1.3). His account of mathematics serves to underscore the need to pursue abstract ideas properly understood, and not as they are said—mistakenly—to serve in mathematics. Berkeley and Hume alike saw the problems surrounding new innovations in mathematics as stemming from the polluting of geometry with improper ideas concerning its real nature and practices promoting those ideas; both contested the improper hypostatization of mathematical abstractions into real entities.

Berkeley gave the example of how a line is properly understood in geometric reasoning. A universal idea in geometry signifies a collection of particulars, not an abstraction from them. Berkeley denied that the geometer forms “an abstract idea” by “abstracting from their magnitude”; rather it means “only that he cares not what the particular magnitude is, whether great or small, but looks on that as a thing indifferent to the demonstration. … ” (Berkeley 1710: I, §126). The abstractive process moves away from consideration of particular attributes of the line but not away from the collection of particulars. Universality is not the result of abstracting from all particular lines but instead the signifying of them all. Unfortunately, through a metaphorical sleight of hand, a mere representation (a sign) is wrongly made into an abstract idea in itself, translated from a sign signifying something represented into a hypostatized something itself, giving the appearance of an idea of an abstract thing (ibid.: §§126–28).

In the face of such criticisms, Kant’s deployment of a geometric proof of the actually infinite division of the continuum seems deeply insufficient. Kant’s proof would seem only to show the possibility of an indefinite division, not any real infinite division. Kant’s concern is with the conditions of that possibility. The proof does not directly construct a line with infinitely small parts; it is a construction revealing the possibility of constructing arbitrarily small lines. To understand the nature of geometrical reasoning, we must account for that possibility unquestioned in geometric practice. For Kant, the proof of the constructability of an arbitrarily small portion of a line could only have been possible given an intuition of an infinite space, which provides a non-conceptual ground for reasoning:


Space is represented as an infinite given magnitude. Now one must, to be sure, think of every concept as a representation that is contained in an infinite number [in einer endlichen Menge] of different possible representations (as their common mark), which thus contains these under itself; but no concept, as such, can be thought as if it contained an infinite number of representations within itself. Yet it is in just this way [gleichwohl] that space is thought (for all the parts of space, even to infinity, are simultaneous). Therefore the original representation of space is an a priori intuition, not a concept.

(Kant 1781/1787: B40, translation modified)



Since space contains an infinite number of representations we can construct a line of arbitrary smallness; only our intuition secures the possibility that we might always construct any such line. In Michael Friedman’s important reading of Kant’s account of geometry, Kant has to appeal to something outside of formalizable concepts because he lacks a sufficient formal language to articulate the nature of fundamental attributes of geometric space, such as continuity, denseness, infinitude. The notion of denseness is easily given in polyadic logic as ∀a ∀b ∃c a > c > b. With such a formalization, the Kantian appeal to intuition in order to grasp continuity has been seen as unnecessary, or, at least, far harder to motivate (see the nuanced exploration in Friedman 1992). Yet the existence claim in ∃c would, on Kant’s reading, implicitly invoke a constructive claim grounded in the intuition. Such claims are ostensive construction in the pure intuition. Constructive claims gain their legitimacy and their thinkability from an appeal to the intuition, which is prior to the symbolic formalization and can never be adequately expressed in it (see Posy 2008). The existential quantifier merely points to the possibility of constructing in pure intuition; it does not explicate that possibility. For Kant, the certainty and evidence of mathematics rest precisely on the ability to move beyond the conceptual and linguistic and draw upon the guidance of intuition. It thus offers a model of a priori reasoning that moves beyond the mere analysis of concepts—a model of synthetic a priori reasoning.

In his Critique of Pure Reason, the study of the conditions of possibility of geometrical reasoning served as model for understanding the conditions of possibility for a new “critical” metaphysical reasoning at once sensitive to the need for epis-temic modesty but opposed to rampant skepticism toward all of metaphysics. Kant drew on his more refined account of mathematics to motivate and support his transcendental alternative to, on the one hand, Hume and Berkeley, and on the other to Leibniz and Wolff. In showing mathematics to be a synthetic a priori knowledge, Kant bolstered the possibility of meaningful philosophical inquiry through the use of synthetic a priori knowledge, as in a critical metaphysics. If Hume had only grasped that mathematics did not exclusively comprise analytic knowledge, Kant argued in the Prolegomena to Any Future Metaphysics, Hume would have been forced to re-evaluate his overly dismissive approach to metaphysics: “The good company in which metaphysics would then have come to be situated would have secured it against the danger of scornful mistreatment; for the blows that were intended for the latter must have had to strike [mathematics] as well, which was not his intention and could not have been … ” (Kant 1783: Ak VI, 272–73).7 While offering no method to philosophy, a proper account of mathematical practice nonetheless reveals the possibility of a critical philosophy, neither dogmatic nor overly skeptical, one capable of securing epistemic—and moral—order.

Symbolic fecundity and skepticism about symbolism

In his second-place answer to the Berlin Prize competition for 1763, Kant explained the gulf between metaphysical and mathematical cognition to be a consequence of two intertwined differences: the concreteness of mathematical thinking and appropriate symbolic means that facilitate that concrete thinking. In philosophical cognition, “one has to focus one’s attention on the thing itself; one is constrained to represent the universal in abstracto without being able to avail oneself of that important device which facilitates thought and which consists in handling individual signs rather than the universal concepts of the things themselves” (Kant 1763: Ak II, 279). Evidence, for Kant and many of his contemporaries, rested on an implicitly physic-alist vision of mathematics in an uneasy alliance with the manipulation of symbolic systems of ever greater power.

Throughout the eighteenth century, the insistence on an eidetic conception of mathematical knowledge clashed with the algorithmic and symbolic fecundity so central to contemporary mathematical practice. Kant’s confidence notwithstanding, admiration of the fecundity of formal and symbolic reasoning fit only with some difficulty with the view insisting that mathematical proofs ultimately provide ideas and evidence. Symbolic reasoning clearly was fruitful, and yet, “the name of reasoning cannot be given to a process in which no idea is introduced” (Playfair and Maskelyne 1778: 320). What relationship did such reasoning have to the production and reproduction of ideas, especially when objects not obviously having geometric reference such as imaginary numbers were involved?

Few philosophers maintained that all mathematical knowledge was evident, especially when symbolic reasoning was involved. In Kant’s analysis early in his career, symbolic reasoning began and ended with an ideational grounding: “one operates with these signs according to easy and certain rules, by means of substitution, combination, subtraction and many kinds of transformation, so that the things signified are themselves completely forgotten in the process, until eventually, when the conclusion is drawn, the meaning of the symbolic operation is deciphered [entziffert wird]” (Kant 1763: Ak II, 278). The presentness or immediacy characteristic of intuitive knowledge is essential to all mathematical thinking, not an ancillary addition to it.

The most important critic of the new infinitesimal calculus, Berkeley, argued that the new analysis worked as a sort of mechanical procedure—a logistic—but not as a means for connecting ideas, nor as a general technique for teaching to reason and judge—a logic (see Sherry 1991: 46). For Berkeley, the advances of the new mathematics undermined its evidence, if not always its certainty. “Tho’ some mathematicians of this last age have made prodigious advances, and open’d divers admirable methods of investigation unknown to the ancients, yet something there is in their principles which occasions much controversy & dispute, to the great scandal of the so much celebrated evidence of Geometry” (Berkeley 1707: 235). While granting some utility to symbolic calculations in the study of physical appearances, Berkeley and other critics of the new analysis took this gulf to undermine the suitability of symbolic mathematics, on the one hand, for reasoning about fundamental physical and metaphysical truths, and on the other, as a training for the mind to reason more generally: “… the rules may be practised by men who neither attend to, nor perhaps know the principles. … You may operate and compute and solve problems thereby, not only without an actual attention to, or an actual knowledge of, the grounds of that method, and the principles whereon it depends, and whence it is deduced, but even without having ever considered or comprehended them.” In computing this way, “you may pass for an artist, computist, or analyst, yet you may not be justly esteemed a man of science and demonstration” (Berkeley 1734: §36). Such procedures do not involve “the justest inference from the most evident principles” (Berkeley 1734: §1).

The fecundity of symbolism challenged advocates of the new analysis. Skepticism about human ability to have ideas concerning novel objects of algebraic manipulation often extended to include even negative numbers. D’Alembert, for example, rejected negative and imaginary numbers as well as infinitely small quantities as real entities of mathematics. Underlying his rejection of all of them was an insistence on a rigorous grounding of mathematics within geometric intuitions and an insistence that mathematical objects be cognized as ideas. In the Encyclopédie, D’Alembert argued, “—3 taken abstractly offers the mind no idea.” The absolute certainty of reasoning with negative numbers precludes forbidding them from mathematic, however. Given the “exactitude and simplicity of the algebraic operations” on negative quantities, we should think “the precise idea that we ought to attach to negative quantities must be a simple idea and not at all deduced from a controverted metaphysics.” Rather than refer to an idea of a negative quantity, the negative sign “serves to redress and correct an error made in the hypothesis”—the setting up of the problem (Diderot and D’Alembert 1751–72: “Négatif,” XI, 72–73).8 More generally, then, imaginary signs refer only indirectly to ideas and indicate the falseness of the supposition. Mathematicians needed to be prudent not to reify objects that appear to exist due to formal manipulations. “The simplicity and utility of algebraic expressions consists in representing a great number of ideas all at once, in a shortcut; this laconism of expression, so to speak, sometimes imposes itself on certain mind and gives them false ideas” (D’Alembert 1761: 204).

D’Alembert developed his views on these matters in a long debate with Euler over the nature of logarithms of negative numbers. In his textbook Introductio in analysin infinitorum (1748), Euler introduced his new formulas expressing the trigonomic formulas in terms of e and i, including:
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Beyond their level of generality, these formulas facilitated any number of calculations as well as leading quickly to perplexing if beautiful results such as the famed eiπ = −1. Their expression involving imaginary numbers as well as e made them deeply vexing even to mathematicians comfortable with the new analysis. Absent some commitment to a formalist account of mathematics, how were mathematicians to understand the gulf between such powerful formulas and their normative accounts of eidetic knowledge of geometric entities? Few good answers were forthcoming.

In 1778 John Playfair set out the paradox to be explained: “though geometry rejects this method of investigation, it admits, on many occasions, the conclusions derived from it, and has confirmed them by the most rigorous demonstration. Here then is a paradox which remains to be explained. If the operations of this imaginary arithmetic are unintelligible, why are they not also useless?” (Playfair and Maskelyne 1778: 321). Taking the example of expressing trigonomic functions as expressions involving e and i as in Euler, Playfair maintained that a certain “analogy” between calculations involving the circle and hyperbola allows operations with functions formally devoid of ideational reference to lead nevertheless to proper results with geometric signification grasped as ideas—in such a small number of cases: “the only cases in which imaginary expressions may be put to denote real quantities, are those in which the measures of ratios or of angles are concerned” (Playfair and Maskelyne 1778: 335).

The widespread refusal in the eighteenth century to accept and celebrate the proliferation of new mathematical objects implied by the formal manipulations has often seemed otiose. The rejection of a formalist view of mathematics was understood as essential to rebutting claims that mathematics was fruitless, tautological, and/or devoid of significance. Few working mathematicians in the eighteenth century viewed mathematics in nominalist terms as an arbitrary system, a system of human imposition. While a century earlier Thomas Hobbes had stressed the arbitrary nature of mathematics as precisely the source of its certainty, critics of mathematics used such an account to diminish it as merely a stream of tautologies—purely analytical truths. The natural historian, and mathematician manqué, Buffon articulated the position that mathematics was but tautologies based on arbitrary suppositions: “The final consequence is true only because it is identical with what precedes it … up through the first supposition. Since definitions are the only principles on which the whole is built, and given that they are arbitrary and relative, all the consequences are equally arbitrary and relative. What we call mathematical truths reduce to the identity of ideas and have no reality” (1779 ed., Buffon 1749: 53–54). Around the same time, Denis Diderot went further, to denounce such mathematics as metaphysics in the pejorative mid-century sense: “games and mathematics are much alike … the object [chose] of a mathematician has no more existence in nature than that of a player. Both are simply conventions. When mathematicians disparaged metaphysicians, they were far away from thinking that all their science was but a metaphysics” (Diderot 1753: IX, 29).

How an account of mathematics as comprising logical tautologies could explain the production of novel knowledge was far from clear. The basic response was to claim that mathematics—at least productive mathematics—involved some reference to geometrical and kinematic ideas that supplemented any formal manipulation. Kant’s mature vision of the nature of evidence in mathematics, his account of the synthetic a priori was a rigorous means to provide some sort of ideational and intuitive content in order to preclude the possibility that mathematics might be nothing but tautologies, a mere game of definitions. The need to explain the fruitfulness and creativity of mathematics long remained an important problem. Defending Kant in 1816, Gauss explained the insufficiency of an account of geometry based merely “on definitions” and the Leibnizian principle of identity and principle of contradiction: “Kant certainly did not wish to deny that use is constantly made in geometry of these logical aids to the presentation and linking of truths; but anyone who is acquainted with the essence of geometry knows that they are able to accomplish nothing by themselves, and that they put forth only sterile blossoms unless the fertilizing living intuition [Anschauung] of the object itself prevails everywhere” (Gauss 1816: 300). When Frege claimed, many years later, that the truths of arithmetic are analytic, not synthetic as the Kantians claimed, he took on the burden of explaining how his account of mathematics could account for its fecundity: “the more fruitful kind of definition is a matter of drawing boundary lines that were not previously given at all … here we are not simply taking again out of the box what have we just put into it. The conclusions we draw from it extend our knowledge, and ought therefore, on Kant’s view, to be regarded as synthetic; and yet they can be proved by purely logical means, and are thus analytic” (quoted in Tappenden 1995: 428). Mathematics did not need to be evident, or be grounded in intuitions, to be fruitful.

Coda

The origin of the rigorous foundations for the calculus has traditionally been traced to Augustin-Louis Cauchy’s Cours d’analyse of 1821. In his preface, Cauchy explained:


if I have tried, on one hand, to perfect mathematical analysis, on the other, I am far from pretending that this analysis suffices for all the sciences of reasoning. Let us, therefore, be persuaded that there exist truths other than the truths of algebra, realities other than sensible objects. Let us cultivate the mathematical sciences with ardor, without wanting to extend them beyond their domain; and let us not imagine that one can attack history with formulas, nor give sanction to morality through theories of algebra or the integral calculus.

(Cauchy 1821: v—vii.)



Berkeley had worried that improper extensions of mathematics to ever more domains would destroy the epistemic, political, and religious order; Cauchy was convinced that just such a destruction under the hubristic guidance of mathematics had precipitated the French Revolution. Grasping the limits of a mathematical method in philosophy was likewise crucial for Kant: “Through criticism alone” of dogmatic philosophy, he explained, “can we sever the very root of materialism, fatalism, atheism, freethinking unbelief, … and finally also of idealism and skepticism … ” (Kant 1781/1787: Bxxxiv, his emphasis). Kant’s critical philosophy of mathematics enables philosophy to evade dogmatism and become a force capable of contending with these challenges to social, religious, and moral order.

Concerns about the overextension of mathematics were integral to the rigorization of mathematics as well as the texture and depth of eighteenth-century philosophies of mathematics. Historians of philosophy and mathematics tend not to see eighteenth-century philosophy of mathematics, like eighteenth-century mathematics, as having gotten much right about foundational questions. Posterity holds that eighteenth-century philosophers were too uninterested in mathematics as symbolic formalism, while mathematicians were too naive in their formal manipulations and caught in an insufficiently reflective physicalist approach. Such anachronism holds little hope in understanding what philosophy and mathematics were in the period; worse yet, such anachronism ultimately cannot grasp the grounds making possible the creativity of eighteenth-century thinking about mathematics and its relation to physics and metaphysics.

Notes



1 The article summarizes Wolff 1728: §§114–25; 135, 139, 126–43, 154–56, 160–63.

2 A manuscript known as De gravitatione, probably from the 1680s, is now the primary focus of inquiry; see Newton 2004: 25.

3 Among the considerable critical literature, see Parsons 1992; Shabel 2003; Janiak 2009.

4 An earlier form of the argument, in Rohault (1671: 52), casts it in good Cartesian terms as proof of the indefinite—the possibility of dividing without end, rather than the existence of an actually infinite division. Kant likely found the argument in the Newtonian Keills text, see Keill (1726: lecture 3, 26): “… how great soever the Number assumed shall be, it may be shewn that the Line AB is divisible into a Number of Parts greater than that Number; namely, by taking in the right Line BD a greater Number of Points, (which may be easily done, since no finite Number is so great, but a greater may be assumed, and that in any given Ratio of a greater inequality) and by drawing right Lines from the Point C to the Points taken in the right Line DB: for these right Lines will divide the right Line AB into as many Parts, as there are right Lines, and therefore into more Parts than the Number first assumed contains Unites; and consequently the right Line AB is divisible into more Parts than can be expressed by any finite Number, and therefore it is divisible in infinitum.”

5 Though see Schubring 2005 for numerous efforts to reflect upon foundations.

6 Leibniz to Varignon, 2 February 1702, quoted in Laugwitz 2000: 190; see also Schubring 2005: 174–75.

7 See the discussion in Garrett 2008: 194; cf. Kant 1781/1787: 656; A764–65/B792–93.

8 See Schubring 2005: 104–6; for this sort of procedure for logarithms of negative numbers, see D’Alembert 1761: 184–87.
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WHAT IS TIME?

Yitzhak Y. Melamed

 

 


If no one asks me, I know: if I wish to explain it to one that asketh, I know not

(Augustine, Confessions 11.14; Pusey trans., 1948)



Time is one of the most enigmatic notions philosophers have ever dealt with. Once subjected to close examination, almost any feature usually ascribed to time leads to a plethora of fundamental and hard-to-resolve questions. Just as philosophers of the eighteenth century attempted to take account of revolutionary developments in the physical sciences in understanding space, life, and a host of other fundamental aspects of nature (see Jones, Chapter 8, Gaukroger, Chapter 28, and Smith, Chapter 29, in this volume) they also engaged in fundamental and fruitful controversies about the nature of time spurred by Newton and others (see Schliesser, Chapter 2, and Schabas, Chapter 30, in this volume). In this article, I will attempt to trace the general outlines of these controversies. Special attention will be given to a question that was central for many eighteenth-century philosophers and is somewhat less prominent in contemporary, twenty-first-century1 debates on the nature of time, i.e. whether time can be reduced to, grounded by, or explained through other more basic elements.

The concept of time is commonly discussed – both in eighteenth- and twenty-first-century philosophy – in analogy to space. Here I will attempt to focus on time and address the analogies to space only when relevant. This attitude is motivated both by the need to provide as detailed an account as possible of time in the allocated textual space, and by the various dissimilarities between space and time. While space and time can be fruitfully compared and contrasted, the use of metaphors taken from one domain to clarify features belonging to the other domain has the real potential of leading us astray by unconsciously and seamlessly taking metaphorical language in a literal sense.

In the first part of this essay, I will discuss the famous debate between Newton, Leibniz, and Clarke on the nature of space and time. The second part will address Hume’s understanding of time and the relation between time and causation. In the third and final part, I will discuss Kant’s views on the relation between time and causality, place them in the context of his predecessors, and then examine Salomon Maimon’s attempt to revive the Leibnizian program of reducing time to concepts, within the framework of Kantian philosophy, broadly conceived.

Newton and Leibniz

Newton’s celebrated Principia opens with eight definitions of fundamental physical terms. Immediately following the eighth definition, Newton adduces a scholium explicating his understanding of the nature of time (and space).


Thus far it has seemed best to explain the senses in which less familiar words are to be taken in this treatise. Although time, space, place, and motion are very familiar to everyone, it must be noted that these quantities are popularly conceived solely with reference to the objects of sense perception. And this is the source of certain preconceptions; to eliminate them it is useful to distinguish these quantities into absolute and relative, true and apparent, mathematical and common.

Absolute, true, and mathematical time, in and of itself and of its own nature, without reference to anything external, flows uniformly and by another name is called duration.2 Relative, apparent, and common time is any sensible and external measure (precise or imprecise) of duration by means of motion; such a measure– for example, an hour, a day, a month, a year – is commonly used instead of true time.

(Newton 1687: 64)



The first paragraph in the excerpt above discloses Newton’s awareness of the difficulty of conceptualizing time in a clear and precise manner. But already in the paragraph that follows, he turns to describe absolute and true time in enigmatic terminology that could hardly be read not metaphorically. For, what does it mean that “time flows uniformly”? If time flows like a river, then where, when, and at what rate does time flow? And how do we measure this rate?

Newton is quite clear in explaining his understanding of true time as absolute and independent of the motions and things that occur in time: “All motions can be accelerated and retarded, but the flow of absolute time cannot be changed. The duration or perseverance of the existence of things is the same, whether their motions are rapid or slow or null” (Newton 1687: 66). Yet, Newton repeatedly attempts – and fails – to answer the most basic question: “what is time?” Thus, shortly after the previous passage, Newton writes: “For times and spaces are, as it were, the places of themselves and of all things. All things are placed in time with reference to order of succession and in space with reference to order of position” (Newton 1687: 66, italics added). What does it mean that time is “the place of itself and of all things”? And how can one explain the notion of time through succession without committing an obvious circularity? Can we explicate succession without reference to time?

In spite of his failure to provide an explanation of time, Newton does not seem content with leaving time as a primitive, unexplainable, notion, and over and over attempts to answer the question in a slightly different manner. In an intriguing draft from the early 1690s, he writes: “Time and Place are common affections of all things without which nothing whatsoever can exist” (in McGuire 1978: 117). The view of time and place as the common affections of all things is quite interesting, yet it immediately invites the question: what distinguishes time from place? Newton’s apparent answer – “All things are in time as regards duration of existence, and in place as regards amplitude of presence” – is of little help, since “duration” is hardly explicable without reference to time, and “amplitude of presence [amplitudinem praesentiae]” is highly vague (and may well involve the notion of space).

Shortly after this passage, Newton again invokes the flow of time: “For the Duration of a thing is not its flow, or any change, but permanence and immutability in flowing time. All things endure in so far as they remain the same at any time. <The duration of each thing flows, but>3 its <enduring> substance does not flow, and is not changed with respect to before and after, but always remains the same” (in McGuire 1978: 117, italics added). We are faced again with the metaphor of the flow of time. A beautiful metaphor. Wonderful for poetry, less so for philosophy or science.4

Leibniz’s account of space and time is commonly contrasted with Newton’s. Indeed, it is likely that Leibniz’s account was developed, at least in part, in reaction to Newton, as I will shortly show. It is noteworthy that Leibniz’s views on the nature of space and time underwent significant changes (Cover 1997: 303; Vailati 1997: 112). Here, I will concentrate primarily on Leibniz’s late views, roughly in the last twenty years of his life (1696–1716), when his views of space and time as mere relations, are most fully developed.

For Leibniz, space and time are heterogeneous. They are not species of any common genus: “[T]ime and space are quite heterogeneous things, and we would be wrong to imagine some common real subject I-know-not-what which had only continuous quality in general and whose modifications resulted in time and space” (Leibniz 1765: GP V, 56–57; Leibniz 1989: 303).

What are they then? In his celebrated correspondence with Samuel Clarke, Newton’s friend and philosophical ally, the issue of the nature of space and time takes a primary role (along with questions about the nature of God’s volition and the proper interpretation of the principle of sufficient reason). In his third letter to Clarke (§4), Leibniz writes:


As for my own opinion, I have said more than once that I hold space to be something merely relative, as time is, that I hold it to be an order of coexistences, as time is an order of successions. For space denotes, in terms of possibility, an order of things which exist at the same time, considered as existing together, without entering into their particular manners of existing. And when many things are seen together, one perceives this order of things among themselves.

(Leibniz and Clarke 1717: Leibniz’s Third Letter §4 [GP VII, 363]; Ariew and Garber trans., Leibniz 1989: 324–25 – italics added)



Indeed the view of space as the order of coexistence (or of possible5 coexistences) and of time as the order of successions is asserted numerous times in Leibniz’s writing of this period,6 and it contrasts nicely with Newton’s assertion that “[a]ll things are placed in time with reference to order of succession and in space with reference to order of position” (Newton 1687: 66). For Newton, space and time are ordered “containers” in which all things are placed, but the very existence of space or time is not at all dependent on the things that populate it. For Leibniz, space and time are nothing but the relations among things. In the absence of things (i.e. in an empty world) space and time would not obtain at all.7 Thus, Leibniz argues that time instants “considered without the things, are nothing at all” (Leibniz and Clarke 1717: Leibniz’s Third Letter, V §6 [GP VII, 364]; Ariew and Garber trans., Leibniz 1989: 325).

Looking more closely at Leibniz’s view of space as the “order of coexistence” or “the order of things, which exist at the same time” it appears that Leibniz explains his notion of space by appealing to temporal notions (“coexistence,” “existence at the same time”). Does that mean that Leibniz takes time to be more fundamental than space? But then when we scrutinize Leibniz’s view of time as the “order of succession,” it appears as if Leibniz is providing a patently circular explanation of time, since it seems unlikely that we can explain succession without a reference to time. Or perhaps can we?

This blatant circularity of Leibniz’s account of time drew the attention of quite a few scholars. In order to avoid ascribing such circularity to Leibniz, Nicholas Rescher suggested that Leibniz distinguished between two kinds of temporal orders.


Leibniz’s standard definition of time as the order of non-contemporaneous things would be vitiated by an obvious circularity if it did not embody a distinction between intra- and inter-monadic time, carrying the latter back to (i.e., well-founding it within) the former.

(Rescher 1967: 92)



The ground floor of Leibniz’s late ontology consists of God and created monads. These monads are simple, non-extended, substances whose internal structure consists of monadic states and appetition, which makes the monad pass from one state to another (Monadology §15, in Ariew and Garber trans., Leibniz 1989: 215). According to Rescher’s suggestion, temporal relations among monads (inter-monadic time) should be grounded in the internal temporal order within each monad. While this suggestion is quite intriguing, it seems to achieve very little since it leaves the more basic, intra-monadic time, unexplainable, and if one is satisfied with primitive, unexplainable, intra-monadic time, she may just as well accept inter-monadic time as primitive.

A second venue through which one may attempt to vindicate Leibniz’s understanding of time is by appealing to passages in Leibniz’s late writing in which he suggests that temporal relations are grounded in the more basic relation of incompatibility. Thus, in the 1715 Initia rerum mathematicarum metaphysica (Metaphysical Foundations of Mathematics), Leibniz writes:


If a plurality of states of things is assumed to exist which involve no opposition to each other, they are said to exist simultaneously. Thus we deny that what occurred last year and this year are simultaneous, for they involve incompatible states of the same thing.

(GP VII, 17; Loemker trans., Leibniz 1969: 666)8



This passage seems to assert that monadic states are simultaneous, if and only if, they are logically compatible (the first sentence of the passage asserts the right-to-left side of the biconditional, the second sentence an equivalent to the left-to-right side). Grounding simultaneity/non-simultaneity in compatibility/incompatibility relations brings about two urgent conspicuous problems. First, it is not at all clear that we can explain compatibility without reference to time (since having contradictory properties at different times is not contradictory). Second, and even more troubling, it seems that incompatibility, being a symmetrical relation, cannot explain the asymmetry of temporal relations. In other words, the incompatibility of two states of the same monad rules out their simultaneity, but it does determine which state precedes the other. Thus, it seems that incompatibility alone is insufficient to explain time.

A third venue which can be discerned in Leibniz’s late writing on time is the reduction of temporal relations to either (a) causality or (b) ground-containment relations. Thus, the passage just quoted from the Initia rerum continues:


If one of two states which are not simultaneous involves a reason for the other, the former is held to be prior, the latter posterior. My earlier state involves a reason for the existence of my later state. And since my prior state, by reason of the connection between all things, involves the prior state of other things as well, it also involves a reason for the later state of these other things and is thus prior to them. Therefore whatever exists is either simultaneous with other existences or prior or posterior.

(GP VII, 18; Loemker trans., Leibniz 1969: 666)



This passage has been interpreted by various scholars as either offering a reduction of time to causality (van Fraassen 1970: 38; Winnie 1977; Cover 1997: 309), or to groundcontainment relations (Arthur 1985). Cover argued, convincingly in my mind, that for Leibniz, causes and reasons are thoroughly assimilated (Cover 1997: 308), and therefore in the following, I will not distinguish between the two.

There are several significant problems with the suggestion that Leibniz reduced time to causal relations.9 First, we may wonder what is the precise nature of this reduction (see Cover 1997: 290–96). If we understand it to mean that at the foundational level of Leibniz’s ontology there are only causal, but no temporal, relations, we will have to explain several central texts of Leibniz in which he describes monads – his most real and fundamental entities – in terms that clearly involve time, such as “change or passage” (Monadology §15), “memory” (Monadology §19), or even “future” in a 21 January 1704 letter to De Volder (letter 29 [GP II, 261–65]; Loemker trans., Leibniz 1969: 533). Second, a reduction of time to causal relations requires that causes will always precede their effects in time (for otherwise, causality alone could not explain the spread in time of cause and effect). While the view that the cause must precede (in time) its effect is widely accepted today (perhaps following Hume), it was not in Leibniz’s time. Descartes, Spinoza, and even Kant allow for causation that is either simultaneous or not in time at all.10 If cause and effect do not have to be located in different times, causation would not suffice to explain the temporal order of states. Third, assuming that we are able to explain away the variety of texts, which seem to show that temporal relations obtain even at the ground level of Leibniz’s ontology, we are likely to face pressure from the opposite side. If we ground time in a causal order that is time-free, it is not clear that we could explain what is sometimes called “the dynamic nature of time.” Causal relations may explain the asymmetry of time,11 but there is more to time than mere asymmetry (cf. Maudlin 2007: 110). Unlike the variety of other asymmetric orders, time involves a certain sense of alteration, or change. For this reason, some scholars pointed out that Leibniz posits, at the ground level of his ontology, the dynamic notion of appetite (Monadology §15) which makes the monad pass from one state to another (Arthur 1985: 276). But then, we may fall again to our first problem, since time (appetite) would be present at the ground level of our ontology and our explanation of time will turn again to be circular.

It seems that there are at least three requirements for a proper explanation, or reduction, of time: (i) the explanans must not involve the notion of time (for otherwise, the explanation would be circular) (ii) the explanans must account for the asymmetry of time, and (iii) the explanans must account for the dynamic nature of time. There seems to be a tension between the first and third requirement with regard to the question of whether the dynamic nature of time should be included in the explanans: (i) presses against, while (iii) presses in favor of such an inclusion.

Another way to make the same point is to distinguish between two elements of time: asymmetry and change. It is one thing to explain asymmetry, but it is far more difficult to explain change (without assuming change in the explanans). Obviously, these problems are essential to the issue and should haunt any attempt – not only Leibniz’s – to explain time.

Hume

A major principle underlying David Hume’s conception of time is his celebrated “copy principle”: “all our simple ideas in their first appearance are deriv’d from simple impressions” (Hume 1739–40: 1.1.1.7; SBN 4; cf. 1.2.3.1; SBN 33; and Baxter 2008: 131, 144). Applying the copy principle to our idea of time, Hume writes: “The idea of time is derived from the successions of our perceptions of every kind, ideas as well as impressions” (Hume 1739–40: 1.2.3.6; SBN 35). Before we turn to examine more closely Hume’s explication of time, let us have a quick look at Hume’s famous theory of causation (another implication of his copy principle), and particularly his view of the relation between temporal succession and causation.

Following an extensive critical discussion of our beliefs about the nature of causation in his Treatise of Human Nature, Hume arrives at a twofold definition of causation:


We may define a cause to be “An object precedent and contiguous to another, and where all the objects resembling the former are placed in like relations of precedency and contiguity to those objects that resemble the latter.” If this definition be esteemed defective, because drawn from objects foreign to the cause, we may substitute this other definition in its place, viz. “A cause is an object precedent and contiguous to another, and so united with it that the idea of the one determines the mind to form the idea of the other, and the impression of the one to form a more lively idea of the other.”

(Hume 1739–40: 1.3.14; SBN 151)



The precise role of each of these two definitions has been a subject of recent scholarly inquiry (see, for example, Garrett 1997: 96–117). Both formulations refer to a constant successive conjunction of similar events. Obviously, there are many further questions that must be answered before we can fully evaluate this account (for example, “How similar should the cause and effect be?”). Still, for our purposes, it would suffice to note that the effect must follow the cause in time. In fact, Hume’s temporal atomism (Hume 1739–40: 1.2.2.4; SBN 32) allows him to hold that the effect follows the cause in the very next moment (Garrett 1997: 115). Thus, it seems that for Hume, causal orders supervene on temporal orders.12 There is nothing wrong with this view, but the story gets more complicated (and interesting) once we realize that Hume rejects the conceivability of empty time (Hume 1739–40: 1.2.4.2; SBN 39–40), and that his theory of time is, like Leibniz’s, a variant of the relationist family.13 Let us have a look at Hume’s explanation of how we form our idea of time.


As ’tis from the disposition of visible and tangible objects we receive the idea of space, so from the succession of ideas and impressions we form the idea of time; nor is it possible for time alone ever to make its appearance, or be taken notice of by the mind. A man in a sound sleep, or strongly occupied with one thought, is insensible of time; and according as his perceptions succeed each other with greater or less rapidity, the same duration appears longer or shorter to his imagination. … Wherever we have no successive perceptions, we have no notion of time, even though there be a real succession in the objects. From these phenomena, as well as from many others, we may conclude, that time cannot make its appearance to the mind, either alone or attended with a steady unchangeable object, but is always discovered by some perceivable succession of changeable objects.

(Hume 1739–40: 1.2.3.7; SBN 35 – italics added)14




The ideas of space and time are, therefore, no separate or distinct ideas, but merely those of the manner or order in which objects exist; or, in other words, it is impossible to conceive either a vacuum and extension without matter, or a time when there was no succession or change in any real existence.

(Hume 1739–40: 1.2.4.2; SBN 39–40)



For Hume, our idea of time is an abstract, or general, idea derived from particular cases of perceptions, which succeed each other (Hume 1739–40: 1.2.3.6; SBN 35). Thus, for example, when we experience the impressions of five notes played by a flute, we derive our idea of time not from any single impression, but rather from the sequence (Hume 1739–40: 1.2.3.10; SBN 36–37). When we do not experience succession, we do not perceive time at all.

Hume’s explanation of the emergence of our idea of time, while clearly interesting, invites several further fundamental questions. What is the reason for the succession of our perceptions? What is the nature of the “real succession in the objects” (Hume 1739–40: 1.2.3.7; SBN 35) which may take place even when we do not perceive change? Is this objective succession of objects explainable (or accessible) at all? And finally, why do certain successions of perceptions – for example, when we look at a street from left to right – not make us believe that the order of our perceptions reflects the real temporal order of things? (We do not believe that the houses on the left side of the street exist before those on the right side.)

Hume’s account of causation as grounded in constant temporal succession may seem, and indeed be, a promising alternative and reversal of Leibniz’s view on the relation between time and causation, but just like Leibniz, Hume leaves many, too many, questions unanswered. Some, though not all, of these questions will be taken up by Hume’s prominent successor, Immanuel Kant, in his own attempt to explain the objectivity and coherence of our notion of time.

Kant and Maimon

Kant begins his major work, the Critique of Pure Reason (first edition 1781; second, revised edition 1787) with a discussion of the nature of space and time. For Kant, time and space are not qualities of things in themselves, but rather features cast by our cognitive system on everything we perceive and experience. Time and space are intuitions (Anschauungen), i.e. non-conceptual representations which we cognize without any mediation (Kant 1781/1787: A19/B33), or more specifically, a priori intuitions, i.e. intuitions which we do not acquire from experience, but rather are the conditions through which we (i.e. human beings) can have experience at all. In the Transcendental Aesthetic part of the Critique of Pure Reason, Kant attempts to prove these features, arguing that were we not to have an a priori intuition of time, we could not experience any succession (or simultaneity) of external objects, and that therefore (pace Hume), time cannot be an idea we develop from experiencing the succession of objects (A30/B46). Furthermore, Kant argues (against Leibniz) that we can represent time empty of any appearances in it, but we cannot represent appearances, removed from time (A31/B46). Relying on these two arguments, Kant claims to establish the apriority of time. Against any attempt to conceive time as a general concept (rather than intuition), Kant argues that finite times are just parts of one and the same infinite time, while the relation between a general concept and its instantiations is not one of whole to part (B47/A32). As if pressed to tell us more about the nature of time as intuition, Kant writes that “time is nothing other than the form of inner sense, i.e., of the intuition of our self and our inner state” (B49/A33).

Kant’s view of time as intuition, rather than concept, seems to undercut any attempt to explain or reduce time, and secure its primitive, inexplicable nature. Nevertheless, as we advance further in the Critique of Pure Reason, it becomes clear that time has a very central role in Kant’s system, and the very delicate play between time-determinations and the twelve categories Kant’s a priori concepts which are the conditions for any thought at all – appears to underpin the entire system. Indeed, for Kant, the intuition of time is more extensive than space, since space is the a priori condition for experiencing outer appearances, while time the condition of all appearances in general, both outer and inner (B50/A34).

For Kant, intuitions and concepts are generated by distinct faculties: sensibility (Sinnlichkeit) and understanding (Verstand), respectively. The heterogeneity of intuitions and concepts is stressed when Kant discusses the question of what explains the possibility of applying the concepts of the understanding to sensible intuitions (B176). According to Kant, these are certain time-determinations, which he calls “schemata,” that secure the possibility of such application. Thus, the schema of the category of cause is “the succession of a manifold, insofar as it is subject to a rule” (B183). The schema of the category of actuality is “existence at determinate time,” and the schema of the category of necessity is “the existence of an object at all times” (B184). In this manner, time serves as the scaffolding and condition for the application of the categories. Yet, for Kant, the categories also have a mirror-role in the construction of objective time order, a claim he develops in the Analogies of Experience section of the Critique of Pure Reason.

If we return to the question which we raised in our discussion of Hume – why do we believe that certain successions of perceptions are objective, while others are not (e.g. the succession of my perceptions of the houses in a street when I look from left to right) – Kant would argue that only through the category of causation is the subjective time order we perceive transformed into an objective time order, i.e. an order of succession according to a rule (B238–40). The order of succession we experience when we survey the street from left to right is not necessary (on other occasions we experience the successions in reverse order). In other words, such a succession of perceptions does not involve the notion of any necessary connection between the succeeding representations (i.e. a notion of causation), and in the absence of this notion, we would not judge the temporal order of our perceptions as objective. In this sense, it seems that, in Kant, there is a certain mutual dependence between time-determinations and concepts, rather than reduction of the one to the other.15

Kant’s dualism of concepts and intuitions has been the target of several arguments by Salomon Maimon, the philosopher whom Kant considered the sharpest of his critics.16 Thus, Maimon would argue that if intuitions and concepts were truly heterogeneous, we could not explain their systematic cooperation. The necessary agreement of intuitions and concepts can be explained if we assume an infinite intellect as the ultimate source of all intuitions.


Kant claims that sensibility and understanding are two completely different faculties. But I argue that an infinite thinking being must think them as one and the same power [Kraft] despite the fact that we must represent them as two different faculties in us, and that for us sensibility is incomplete understanding.

(Maimon 1790: 181)



For Maimon, any non-conceptual element in our cognition (i.e. the intuitions of space and time) is just an indication of the incompleteness of our knowledge of objects (Maimon 1794: 134). The more we develop our intellect the more we are able to explain conceptually what appears to us as brute intuition.

The attempt to reduce time and space to concepts should appear familiar to the reader. Clearly, Maimon was attempting to smuggle a rationalist Trojan horse into Kant’s castle. Indeed, Maimon openly announces: “Kant asserts that [time and space] are the forms of our sensibility, and here I am of completely the same opinion as him. I add only that these particular forms of our sensibility have their ground in the universal forms of our thought in general” (Maimon 1790: 6). Leibniz argued against Newton and Clarke, that time is a mere relation, grounded in the causal relations that obtain among substances. Maimon adopts a similar strategy. For him, however, the reduction obtains within thought, i.e. between the two layers of cognitions, concepts and intuitions, which Kant considered utterly heterogeneous.

We have seen that Leibniz barely developed and systematized his claim that time can be reduced to conceptual relations. In Maimon, we find several attempts to reduce temporal relations to the Kantian categories. Thus, for example, Maimon writes:


Just as the actual existence of the various features of an object, has its ground in the ideal coexistence, i.e. logical connection of these features in an infinite capacity of cognition, so the regular succession of various phenomena one upon another must also have its ground in the infinite capacity of cognition which thinks of this regular succession of the phenomena in terms of logical antecedent and logical consequent.

(Maimon 1793: 55)17



Like Leibniz, Maimon never developed fully the suggestion to reduce time to concepts. He seems to consider several paths, but none was brought to completion.18

Conclusion

In this short study, we have encountered a series of failed attempts to explain the nature of time by some of the brightest philosophical minds of the eighteenth century. We have learned a lot from these failures, which not only drew our attention to the complexity and importance of the issue, but also pointed out many of the problems facing the various attempts to provide a philosophical account of time. Our investigation stressed the need to elucidate what we are really after when we search for an explanation of becoming, i.e. what should count as a non-circular and adequate explanation of time. It is noteworthy that this fundamental and simple question is still very much with us today, after another two centuries of becoming, reflections on becoming, and refutations thereof.
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Notes



  1 For a helpful survey of contemporary philosophy of time, see Markosian 2010. Discussions of the causal theory of time (roughly, reducing time to causality) were much more common in the 1970s. See, for example, van Fraassen 1970.

  2 There seems to be a slight yet important change in the sense of tempus between Newton and his predecessors. For Descartes (1644: AT VIIIA, 27 [pt. 1, §55]) and Spinoza (1677b: Epistle 12) time (tempus) is merely the measure of duration (duratio). Newton seems to take tempus and duratio as interchangeable.

  3 < > marks interpolation in the manuscript.

  4 For an insightful defense of the passage (though not the flow) of time, see Maudlin 2007: 110–42.

  5 The inclusion of possible existences is probably meant to secure space’s continuity “which is uniform and indifferent to every division.” See Leibniz’s 1702 “Reply” to the Rorarius article in Bayle’s Dictionary (GP VI, 568; Loemker trans., Leibniz 1969: 583).

  6 See, for example, Leibniz’s 1702 “Reply” to the Rorarius article in Bayle’s Dictionary (GP VI, 568; Loemker trans., Leibniz 1969: 583), Leibniz’s 26 May 1712 letter to Des Bosses (Letter 93 [GP II, 444–45]; Ariew and Garber trans., Leibniz 1989: 201), and his 20 June 1703 letter to De Volder (Letter 25 [GP II, 248–53]; Leibniz 1989: 178).

  7 Or, as Leibniz asserts in his fourth letter to Clarke (§41): “If there were no creatures, space and time would only be in the ideas of God” (Leibniz and Clarke 1717: 4th Letter §41 [GP VII, 376–77]; Ariew and Garber trans., Leibniz 1989: 331). For Newton, God himself is present in time and his eternity is just existence in all times. See McGuire 1978: 121. On the ideality of relations, in general (and not only space and time), in Leibniz, see Mugnani 2012, esp., 181–84.

  8 Cf. Leibniz’s 1702 “Reply” to the Rorarius article in Bayle’s Dictionary (GP VI 568; Loemker trans., Leibniz 1969: 583): “Time is the order of possibilities that are inconsistent but nevertheless have connection,” and his 20 June 1703 letter to De Volder (GP II 253; Ariew and Garber trans., Leibniz 1989: 178): “Time is the order of inconsistent possibilities.” Notice that the incompatibility account of time frequently appears together with the causation/ground-containment account of time, as in the Initia rerum.

  9 I will not address here the issue of the compatibility of the reduction of time to causality with Leibniz’s view of monads as causally independent (Monadology §11). Leibniz’s doctrine of the pre-established harmony (notice the “the connection between all things” phrase in the Initia rerum passage above), combined with the interpretation of inter-monadic causation as mere façon de parler, seems to go a long way toward adequately addressing this issue. See Cover 1997: 307.

10 For Descartes, see the first set of replies, Descartes 1641: AT VII, 108. For Spinoza, see his claim that “God is not before his decrees,” i.e. his effects (Spinoza 1677a: pt. 1, prop. 33, schol. 2). In Spinoza, causa immanens is a species of the efficient cause that is not in time. See Melamed 2012: 382. For Kant, see 1781/1789: A203.

11 Assuming we rule out self-causation, and similar scenarios.

12 For Hume’s argument against simultaneous causation, see Hume 1739–40: 1.3.2.7.

13 See Hume (1739–40: 1.1.5.5): “After identity the most universal and comprehensive relations are those of space and time, which are the sources of an infinite number of comparisons, such as distant, contiguous, above, below, before, after, etc.” Cf. Baxter 2008: 131.

14 Cf. Hume (1739–40: 1.2.3.11): “The idea of duration is always derived from a succession of changeable objects, and can never be conveyed to the mind by any thing steadfast and unchangeable. It inevitably follows from thence, that since the idea of duration cannot be derived from such an object, it can never in any propriety or exactness be applied to it, nor can any thing unchangeable be ever said to have duration.”

15 Whether this mutual dependence is consistent is an issue I cannot address here. Some scholars, however, take Kant’s Second Analogy as offering a causal theory of time. See Cover 1997: 306n30. For a helpful discussion of Kant’s response to Hume on the issue of causation, see De Pierris and Friedman 2008.

16 See Kant’s letter to Herz (26 May 1789), in Maimon 1790: 231. For an introduction to the philosophy of Maimon, see Melamed and Thielke 2012.

17 The translation is quoted from Atlas 1959: 242.

18 For the relationship between time and the categories of substance and accident, see Maimon 1790: 17. For Maimon’s critique of (and suggested alternative to) Kant’s Second Analogy, see Maimon 1790: 101.
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CONSCIOUSNESS AND PERSONAL IDENTITY

Donald Ainslie and Owen Ware

 

The “new science” of the seventeenth century was, broadly speaking, mechanistic, in that it conceived of the operations of nature as akin to the operations of artificial machines, the parts of which produce their effects through contact motion. Philosophers wrestled with the question of how human beings fit into this new understanding of nature. Some – notably René Descartes – insisted that the human soul was an immaterial, immortal, thinking substance that was entirely different from the extended world of the natural philosophers. Others – notably Thomas Hobbes – took human beings to be fully composed from deterministic matter in motion. Eighteenth-century philosophers struggled to reconcile these two poles of seventeenth-century thought, especially in light of the acknowledged explanatory limitations of the Newtonian version of the new science. Their starting point was John Locke’s revolutionary discussion of persons in the second edition of his Essay concerning Human Understanding (Locke 1689, 1694 ed.). By holding that human beings have only limited insight into the deep structures of both matter and mind, at the same time as they have a full grasp of themselves, Locke introduces the concept of persons as subjects of consciousness who also simultaneously recognize themselves as such subjects. Whether persons ultimately reside in immaterial substances or are simply elements of material systems can be left as an open question. Locke thought that his account of persons sufficed for our everyday concern with ourselves and our practices of moral attribution.

The problem is that Locke is less than clear about how his readers should understand his crucial innovation – his notion of consciousness. The difficulties were apparent from the start. Pierre Coste, the French translator of the Essay, in an edition originally overseen by Locke himself, notes that he cannot find an appropriate French word for “consciousness,” finally settling on “conscience” despite registering reservations about its appropriateness (Locke 1742: 1005). And G. W. Leibniz, in his response to Locke, New Essays concerning Human Understanding, introduces a French neologism, “consciosité,” out of a sense that “conscience” failed to capture the distinctive sense Locke intended (Leibniz 1765: 235n). Samuel Clarke lists five different possible meanings for “consciousness”: the reflexivity whereby all thoughts declare themselves to belong to their subject (“the strict and properest Sense of the Word”), the act of thinking, the power to think, simple sensation, or the capacity to determine motion by the will (Clarke 1706–8: 177n). It is thus essential to read eighteenth-century philosophers with care, not assuming that an invocation of consciousness is self-explanatory.

We start the discussion below with an overview of Locke’s view that persons are self-conscious subjects. Locke’s initial respondents tended to reject his new notion of persons, insisting that a traditional understanding of persons as immaterial souls or substances was required to secure moral responsibility, both in this life and after. In his Treatise of Human Nature (1739–40), David Hume breaks with both Locke and the traditionalists by rejecting both substance ontology and Locke’s conception of consciousness. Whereas Locke emphasizes the inward character of mental life, with self-awareness an element of all thoughts, Hume takes us normally to lack any such sense of self. And thus, for him, an account of the mind is inadequate as an account of our everyday self-concern. Minds are nothing but bundles of perceptions, lacking intrinsic unity at a time or across time; nonetheless, our emotional responses to one another mean that persons in everyday life are defined by their virtues, vices, bodily qualities, property, riches, and the like.

Jean-Jacques Rousseau also takes persons to be fundamentally determined by our socially mediated emotional responses to one another, though unlike Hume or Locke, he has little interest in placing this account of persons alongside a larger discussion of the human mind and its operations. Rousseau’s focus instead is on the psychic and social instability that our emotional self-definitions create. We ultimately need to reform society itself to allow us to live in peace with ourselves and others, no longer threatened by our tendency to be defined by others’ reactions to us.

We finish the discussion with a consideration of Immanuel Kant’s complex and multifaceted treatment of the person. Like Hume, he thinks that we do not experience ourselves as conscious subjects in the manner that Locke suggested. But Kant’s innovation is that we nonetheless presuppose a special kind of self-consciousness in all of our judgments. We can think of ourselves as free in so judging and our moral commitments require that we must take ourselves to be free. The fundamental equality that Rousseau sought in the political order is, for Kant, a requirement that reason puts on all of us.

Locke: the conscious person

Locke’s empiricism requires that every simple idea arise either from sensation or from introspective observation of our mental operations, what he calls “reflection” or “internal sense” (Locke 1689: 2.1.2–5, 104–6). His distinctive account of persons arises because neither source yields a full understanding of substances, mental or physical. We sense an object’s shape, color, heaviness, feel, and so on, but we do not similarly sense that in virtue of which these different qualities are united into one thing (ibid.: 2.23.4, 297). Similarly, we reflectively observe the mind’s perceiving ideas, compounding them into complex ideas, willing bodily or mental actions, and so on, but do not observe the mental substance in virtue of which these different mental features are united into one thing (ibid.: 2.23.5, 297–98). Locke thinks that our ignorance of matter and mind is so great that we are even unsure whether they are ultimately different from one another. Notoriously, he allows that it is possible that God “superadded” thought to matter so that human beings would be merely material systems (ibid.: 4.3.6, 539–43). Locke’s exact point has been debated extensively in the secondary literature (Ayers 1981; Downing 1998; McCann 1994; Rozemond and Yaffe 2004; Wilson 1979), and we need not dwell on it here. But his skepticism about our insight into substances, both mental and material, sets the stage for his discussion of persons. For, though we lack a clear grasp of material or immaterial substances, we are nonetheless able to recognize our own identity through time. Thus we must take persons to be something other than straightforward substances.

Locke discusses persons in a chapter, “Of identity and diversity,” that he added to the Essay for its second edition in 1694 (1694 ed., Locke 1689: 2.27, 328–48). He argues there that an inanimate, natural, material object is the same through time so long as it neither gains nor loses any of its constituent particles. Artifacts, in contrast, remain identical through changes in their constitution so long as they preserve their function. Living beings, similarly, can sustain changes – sometimes radical changes, as when an acorn grows into an oak – while remaining the same so long as they preserve their organization or “life” (ibid.: 2.27.5, 331–32). Humans, for example, remain the same even if they lose consciousness or undergo radical changes in personality, so long as they are the same living beings (ibid.: 2.27.6, 330–31). But Locke thinks that we can imagine, say, a prince and a cobbler switching bodies, so that the cobbler’s memories and mental outlook would be located in the prince’s body and vice versa. No one would say that the prince as a human being is different because he is now possessed, as it were, by the cobbler. But neither would we say that, as a person, the prince remains in his original body; instead we would address the cobbler to find out what the prince thinks and desires (ibid.: 2.27.15, 340). Persons are thus different from human animals.

Locke similarly distinguishes persons from spiritual substances or souls. For he points out that, for all we know given our fundamental ignorance of substances, someone might have the same soul as the one Socrates once had. But, lacking any memories of life in the agora, of teaching Plato, and so on, we would not thereby say that he was the same person as Socrates (Locke 1689, 1694 ed.: 2.27.14, 338–39). Conversely, given our ignorance, it is possible that several substances have been supporting someone’s mental life, with each substance passing on to the next all of its memories and consciousness. In that case, the person would be the same while her or his soul varied (ibid.: 2.27.13, 337–38).

Thus Locke concludes that a person can be equated neither with a human animal nor with a soul. Instead a person is


a thinking intelligent Being, that has reason and reflection, and can consider it self as it self, the same thinking thing, in different times and places; which it does only by that consciousness, which is inseparable from thinking, and, as it seems to me essential to it: It being impossible for any one to perceive, without perceiving, that he does perceive. When we see, hear, smell, taste, feel, meditate, or will any thing, we know that we do so. … And as far as this consciousness can be extended backwards to any past Action or Thought, so far reaches the identity of that Person; it is the same self now it was then; and ’tis by the same self with this present one that now reflects on it, that that Action was done.

(1694 ed., Locke 1689: 2.27.9, 335)



A person is a self-conscious rational subject of thought and action. Moreover, Locke thinks that this self-consciousness brings self-concern in its wake: “a concern for Happiness [is] the unavoidable concomitant of consciousness; that which is conscious of Pleasure and Pain, desiring that that self, that is conscious, should be happy.” “Person” is thus a “Forensick” term (ibid.: 2.27.26, 346). In rewarding or punishing people for good or bad deeds we look not to the presence of an ongoing substance or human being, but rather to a connection between the consciousness of the one who did the deed and the one who is being held accountable. In human “Judicatures” we are often forced to rely on the identity of the human being as a proxy for the human person, but God in the afterlife ensures that we are properly rewarded or punished only for those deeds we did as conscious persons (ibid.: 2.27.22, 343–44).

In defining “person” in these terms, Locke is often thought to embrace a memory criterion for personal identity, whereby someone is the same as a person at an earlier time if and only if the later person remembers the earlier person’s experiences. And indeed Locke does repeatedly appeal to a person’s memory of her or his past throughout his discussion. But a memory criterion is open to serious objections both because it seems possible for someone to have forgotten (even irremediably so) previous experiences without thereby no longer having done them, and because it seems possible for someone to have false memories without thereby becoming the (non-existent?) person who did the deed that is supposedly remembered. Locke’s critics argue that we need to return to the traditional notion of persons as immaterial substances.

Thomas Reid, for example, worries that Locke’s view would violate the transitivity of identity. A brave officer might remember the experiences he had as a young boy and a general “in advanced life” might remember the experiences of the brave officer, but the general might have forgotten his experiences as a boy. If Locke held a memory criterion, then the officer would be the same person as the boy and the general would be the same person as the officer, but the general would not be the same as the boy (Reid 1785: 3.6; 276).

Both Leibniz and Joseph Butler also take Locke to hold a memory criterion for personal identity and both suggest that he has confused the evidence we appeal to in determining personal identity with its metaphysical foundation. Leibniz takes rational souls to include consciousness or “apperception” – a notion that later German philosophers, notably Kant, would develop in greater detail – of some of our perceptions, though he also allows that we have many “petites perceptions” that remain below the threshold of our awareness. He acknowledges that memories help to show that someone is the same as an earlier person, but he thinks that there must be a metaphysical foundation for that unity, namely a “monadic” substance that is defined by the complete set of perceptions it undergoes (Leibniz 1765: 2.27.9; GP V, 218).

Butler worries that Locke’s account is circular. For a mental state counts as a memory if and only if it represents a past state of the person whose state it is. A false memory counts as false because the person did not in fact have the experience in question. We need a notion of personal identity in order to secure the concept of memory (Butler 1736: 441). Indeed Locke himself seems to help himself to a memory-independent notion of personal identity in his account of the “Great Day,” where God ensures that we are punished or rewarded only for the deeds that we in fact did; he reveals the “secrets of our hearts” in holding us responsible (1694 ed., Locke 1689: 2.27.26, 347; see also 2.27.22, 343–44). If our memories determined who we were in the past, there would be no secrets to be revealed; our not remembering them would mean we did not do them – someone else was their agent.

In order to interpret Locke as holding something other than a memory criterion for personal identity, we need a clearer grasp of how he understands consciousness, the crucial element of his definition of persons. His clearest statement on this topic is that “consciousness is the perception of what passes in a Man’s own mind” (Locke 1689: 2.1.19, 115). Some interpreters have thus been tempted to equate consciousness with reflection, “that notice which the Mind takes of its own Operations, and the manner of them, by reason whereof there come to be Ideas of these Operations in the Understanding” (ibid.: 2.1.4, 105). Such an equation, however, runs afoul of several other Lockian tenets (see Kulstad 1991). First, Locke understands reflection to yield a kind of thought – the perception of ideas that represent our mental operations. And he takes all thought to be accompanied with consciousness. Just as all sensation is conscious, so also is all reflection. So if consciousness just is reflection, and all reflection is conscious, Locke would have introduced an infinite hierarchy of perceptions into the mind. Though Spinoza embraces such a conclusion (Spinoza 1677: 259), Locke recoils from attributing an infinite capacity to the mind. Second, Locke thinks that children rarely, if ever, reflect, because their attention is almost wholly fixed on the objects that they sense around them (Locke 1689: 2.1.24, 117–18). But children are conscious of all their sensations.

Accordingly, Locke cannot mean to equate consciousness with reflection. Instead, he seems to be developing an idea found in seventeenth-century Cartesians, such as Antoine Arnauld, who take consciousness to be a kind of self-awareness that is a constituent of every thought. In perceiving an idea of sensation or reflection, we would be conscious of ourselves as the ones so perceiving. We would be aware both of what the idea presents and of ourselves, the subjects of the awareness (Weinberg 2008; Coventry and Kriegel 2008). Thus, though Locke breaks with the Cartesian identification of the self with a thinking immaterial substance, he nonetheless retains a version of the Cartesian cogito argument: “In every Act of Sensation, Reasoning, or Thinking, we are conscious to our selves of our own Being [be it material or immaterial]; and, in this matter, come not short of the highest degree of Certainty” (Locke 1689: 4.9.3, 619). Consciousness is self-consciousness, where the self in question is just the person who is the subject of the consciousness. Moreover (and more controversially) this consciousness is not limited simply to our occurrent mental states. Locke allows that we “retain” or “extend” our thoughts in consciousness from one moment to the next (ibid.: 2.1.19, 115; 1694 ed., 2.27.16, 340–41) without our having to remember them as prior thoughts. Thus our being continuing persons is manifested to us in all of our mental states.

Though Locke’s view might escape the criticisms that were leveled at him for holding a memory criterion of personal identity, he faced a second set of criticisms for his openness to the possibility of a material mind. Leibniz rejects this possibility in his famous “windmill” analogy from the Monadology:


Moreover, everyone must admit that perception, and everything that depends on it, is inexplicable by mechanical principles, by shapes and motions, that is. Imagine there were a machine which by its structure produced thought, feeling, and perception; we can imagine it as being enlarged while maintaining the same relative proportions, to the point where we could go inside it, as we would go into a mill. But if that were so when we went in we would find nothing but pieces which push one against another, and never anything to account for a perception. Therefore, we must look for it in the simple substance, and not in the composite, or in a machine.

(Leibniz 1720: §17)



His point seems to be that a material system, no matter how complex, can change only by having its parts rearranged, and no such rearrangement will suffice to be or produce thought. Monads, whether “bare monads” that lack consciousness, animal souls, or rational spirits, must be immaterial simple substances.

Samuel Clarke also rejects Locke’s openness to a material mind, even while he accepts something like Locke’s conception of consciousness (see Ahnert, Chapter 12, and Wolfe, Chapter 3, in this volume). It is the “Reflex Act by which I know that I think, and that my Thoughts and Actions are my own and not Another’s” (Clarke 1706–8: 149). As in Locke, “the Consciousness that a Man has at one and the same time, is One Consciousness; and not a Multitude of Consciousnesses” (ibid.: 185). But Clarke holds that the unity of this consciousness means that it cannot be instantiated in a material system. If it were, the divisibility of matter would mean that each part of the system would bear a piece of the consciousness, undermining its unity. Where Locke thinks our fundamental ignorance of the real essence of matter means that we cannot rule out a material consciousness, Clarke argues that material systems can only bear qualities that are the same in kind as its parts. So unthinking matter cannot be combined to form a thinking mind.

Clarke develops this argument in an influential exchange with Anthony Collins, who defends a version of the Lockean position, in particular by suggesting that a system of matter (say, a rose or a brain) need not have qualities that are the same in kind as its parts (a petal is not a rose and a neuron is not a brain). Thus consciousness could occur in a material system without being a feature of its parts. Clarke presses Collins on the issue of how such a material system could preserve the unity of consciousness both at a time and through time, and Collins finally breaks with Locke’s conception of consciousness as uniting our thoughts from moment to moment. Instead, Collins treats each state of consciousness as distinct from the next, so that “the individual Consciousness To-day, can neither in an individual or divisible Being be the individual Consciousness To-morrow: that Consciousness is a perfectly distinct Action in both Beings from the preceding Consciousness the Day before” (Clarke 1706–8: 236–37). He then embraces a memory criterion for personal identity, with all the attendant objections itemized above. Clarke concludes that Collins cannot account for such things as moral responsibility, and that only by recognizing that consciousness must inhere in an immaterial substance can we sustain our everyday understanding of ourselves (ibid.: 291–93).

Hume: minds and persons

We have seen that the Lockean approach to persons fuses two different issues: a metaphysical one about what we are and a moral one about how we hold one another responsible in everyday life. Because, for Locke, every mental state includes an element of self-consciousness, we always manifest to ourselves what we are from the metaphysical point of view. And, because of the pervasiveness of this self-consciousness, it becomes fundamental for our moral self-understandings as well. Though Hume shares Locke’s empiricism, he rejects Locke’s account of self-consciousness and accordingly separates the metaphysical and moral issues about persons.

Hume’s core metaphysical argument comes in his account of personal identity in the Treatise of Human Nature. Using his version of Lockean reflection, he “enters most intimately” into himself in order to “observe” his mental life, and he finds only a “bundle or collection of different perceptions, which succeed each other with an inconceivable rapidity, and are in a perpetual flux and movement” (Hume 1739–40: 1.4.6.3; SBN 252). He does not find himself as the one having these perceptions. Hume thus breaks with Locke by suggesting that we are blind to our mental states, so that we are aware of their content without simultaneously being aware of our having them. We only become aware of our mental states when we reflectively observe them.

Hume’s argument is perhaps not the strongest, for in the course of enunciating his point he seems to take for granted an understanding of himself as the one who engages in this inner observation: “For my part, when I enter most intimately into what I call myself, I always stumble on some particular perception or other, of heat or cold, light or shade, love or hatred, pain or pleasure. I never can catch myself at any time without a perception, and never can observe any thing but the perception” (Hume 1739–40: 1.4.6.3; SBN 252 – original emphasis on “myself” only). A Lockean could thus respond to Hume’s view by arguing that, in reflecting on the mind, we both observe our mental operations, each of which is self-conscious, and at the same time are conscious of ourselves as the ones reflecting. Moreover, we recognize that it is the same self that both reflects and exerts itself in the various operations we observe by means of that reflection. Hume’s response seems to be that in both philosophical observations of the mind and the vulgar observations of the world we remain blind to the perceptual mediation of our experiences. Linguistically we might invoke the first person, but the structure of the mind leaves us in the default position of taking ourselves to have direct access to what our perceptions reveal to us.

For Hume, then, it takes reflection for us to recognize our minds as bundles of perceptions. Most of us, however, observe our mental states only rarely and intermittently. So the view of the self as a bundle of perceptions – as a mind – cannot be the way we think of ourselves in everyday life. “We must have recourse to the most profound metaphysics to give a satisfactory” account of the mind; “in common life ’tis evident these ideas of self and person are never very fix’d nor determinate” (Hume 1739–40: 1.4.2.6; SBN 189–90). Thus Hume distinguishes between personal identity “as it regards our thought or imagination” and “as it regards our passions or the concern we take in ourselves” (ibid.: 1.4.6.5; SBN 253). The bundle view is a theory of only the former.

When we do observe our minds as bundles of perceptions, why do we believe that they are simple at a time – one individual mind – or identical through time? Hume answers this question by appealing to his associationist psychology. Though perceptions are, for Hume, all really distinct from one another, so that the bundle lacks any kind of intrinsic or “perfect” unity, it nonetheless has “imperfect” unity in the eyes of the observer (Hume 1739–40: 1.4.6.9; SBN 256). The causal and resemblance relations between the perceptions in the mind-bundle yield associations between an observer’s ideas of these perceptions (ibid.: 1.4.6.16; SBN 260). Hume thinks that the association of ideas can often make us overlook any difference between the objects of the associated ideas. And thus the observer of the mind comes to feel as if the mind that she is observing is unified at a time and through time. He concludes that the mind is like


a republic or commonwealth, in which the several members are united by the reciprocal ties of government and subordination, and give rise to other persons, who propagate the same republic in the incessant changes of its parts. And as the same individual republic may not only change its members, but also its laws and constitutions; in like manner the same person may vary his character and disposition, as well as his impressions and ideas, without losing his identity. Whatever changes he endures, his several parts are still connected by the relation of causation.

(Hume 1739–40: 1.4.6.19; SBN 261)



Just as republics have relatively clear boundaries, Hume thinks that persons-as-minds usually have relatively clear boundaries. Even if someone has irremediably forgotten an event from his childhood the causal connections between it and the perceptions constituting the current mind-bundle mean that the forgotten experiences are still rightly attributed to the person who forgets them. But when you get to the Lockean puzzle cases, such as the prince and the cobbler, Hume thinks that there is no fact of the matter – no intrinsically unified self – that we can appeal to. “[A]ll the nice and subtile questions concerning personal identity can never possibly be decided, and are to be regarded rather as grammatical than as philosophical difficulties (ibid.: 1.4.6.21; SBN 262).

Hume expresses second thoughts about his explanation of our beliefs about mental unity in the Appendix to the Treatise, published less than two years after the personal identity section first appeared. He declares that he has gotten himself into a “labyrinth” from which he sees no means of escape: there is an inconsistency between the claim that perceptions are “distinct existences” and the principle that the mind never discerns “real connexions among distinct existences” (Hume 1739–40: Appendix, SBN 636). Unfortunately Hume does not elaborate on why these two principles are inconsistent, and, given their centrality to a series of his other arguments in the Treatise, why their supposed inconsistency threatens only his account of personal identity.

Making sense of Hume’s second thoughts on personal identity has become something of a cottage industry in the secondary literature, with various interpreters suggesting different options: the appeal to association presupposes an active principle beyond the bundle of perceptions (Robinson 1974; Passmore 1980: 82–83); the account Hume originally offers takes perceptions to come in bundles but he comes to realize he has no theory of the origin of such bundles (Pears 1990: 135–51; Haugeland 1998; Stroud 1977: 134–40); simultaneous non-spatial perceptions of, say, taste or smell cannot be localized to particular minds, in that they share all causal and resemblance relations with one another (Garrett 1981, 1997); Hume is mistaken in his second thoughts, having seemed to have lost the courage of his empiricist convictions (Beauchamp 1979; McIntyre 1979a; McIntyre 1979b; Swain 1991); and many others. Our preferred interpretation sees Hume’s problem as arising from the relation between the reflecting mind that is observing its perceptions and the perceptions that are themselves observed (Ainslie 2001). Why do we believe that it is one mind that is both reflecting and constituted by the observed perceptions? His original treatment of the issue ignored the ideas by means of which we observe perceptions when we “enter most intimately” into ourselves. As we noted above, Hume holds that perceptions are normally invisible to us, so that we think only of their objects, not the mental states that afford our awareness of those objects. But, in giving his explanation of our belief in the unity of the perceptions that we observe when introspecting, Hume relies on the association of ideas of those perceptions (Hume 1739–40: 1.4.6.16; SBN 259–60). So he comes to recognize that the reflecting mind contains both observed perceptions and unobserved ideas of those perceptions. In the Appendix, Hume tells us that “consciousness is nothing but a reflected thought and perception” and that his second thoughts arise when he tries to explain the principles that unite perceptions in our “thought or consciousness (Hume 1739–40: Appendix, SBN 635–36). We take this to mean that he has no way of explaining how we believe that the reflective mental states are part of the same mind as the one we observe by means of those states. Reflective perceptions are distinct existences lacking any real connections with the other perceptions in the bundle and yet we believe that they are part of one unified mind.

Though Hume came to have second thoughts about his treatment of personal identity as it regards the mind, he never backed away from his account of personal identity “as it regards our passions or the concern we take in ourselves” (Hume 1739–40: 1.4.6.5; SBN 253). The core of his treatment of this issue is found in the first two parts of Book 2 of the Treatise, where he addresses what he calls the “indirect” or person-oriented passions of pride, humility, love, and hatred. While much of his discussion focuses on the details of the mechanics of these passions, the “double relation of ideas and impressions” (ibid.: 2.1.5.5; SBN 286), he is best understood here as outlining a solution to the problem of why only some of a person’s features are taken to make her who she is (Ainslie 1999). Of the many facts that are true of us, why are some “in a manner separated from us, and are never consider’d as connected with our being and existence” (Hume 1739–40: 2.1.8.9; SBN 302) while others define us as, say, Canadian, a philosopher, a member of this family, lazy, generous, this dog’s owner, and the like? Hume answers that, because a defining feature of a person matters to us, we respond to it positively or negatively. And, because the feature is connected in some respect with the person, the positive or negative reaction is “transfuse[d]” (ibid.: 2.1.5; SBN 290) into a positive reaction to the person overall. We come to have a conception of her or him as defined by that feature.

Hume puts various “limitations” (Hume 1739–40: 2.1.6; SBN 290–94) on the mechanism for the indirect passions, with the result that our conceptions of one another are not merely subjective, triggered by positive or negative reactions that we might or might not happen to feel. First, he thinks we only feel an indirect passion in response to a feature that is relatively rare. We react to people in a social context where we look for what sets them apart in some respect. Second, he thinks that others must feel the same way about the feature as we do. Because Hume takes sympathy – a tendency to feel the feelings of those who surround us – to be a fundamental feature of human nature, we cannot sustain a conception of someone that is not “seconded” by others (ibid.: 2.1.11.1; SBN 316). Note that as Norman Kemp Smith emphasizes (Kemp Smith 1941, v, 74–75, 555), Hume’s explanation of sympathy invokes a special kind of ever-present self-consciousness that might seem to be in tension with his earlier rejection of the Lockean position:


’Tis evident, that the idea, or rather impression of ourselves is always intimately present with us, and that our consciousness gives us so lively a conception of our own person, that ’tis not possible to imagine, that any thing can in this particular go beyond it. Whatever object, therefore, is related to ourselves must be conceived with a like vivacity of conception.

(ibid.: 2.1.11.4; SBN 317, emphasis added)



One of us has argued elsewhere that Hume’s uncertainty about this self-perception, indicated by the phrase “idea, or rather impression,” indicates that he means to treat this kind of self-consciousness in terms of the manner in which the different perceptions appear in the mind-bundle, rather than any discrete element of the bundle (Ainslie 2005). Thus he does not ultimately contradict his earlier anti-Lockean treatment of self-consciousness.

Finally, Hume thinks that “general rules” or “custom” influence the indirect passions. Just as his account of causation holds that, when we have repeatedly experienced objects conjointly, we come to expect them to continue their conjoint appearances, he also holds that, when most people tend to take a particular feature to be person defining, we suppose that others will as well, even if they do not show much interest in the feature in question. The result is that we construct social “ranks” into which people fall independently of their own feelings on the matter (Hume 1739–40: 2.1.6.8; SBN 293). The indirect passions are thus a mechanism whereby we are constructed as persons of particular kinds. Our emotional reactions to one another, spread through sympathy and regularized by general rules, create the social terrain we inhabit (ibid.: 2.1.6.9; SBN 293–94).

Hume focuses on four broad categories of features that tend to trigger the indirect passions and thus tend to define us as who we are: virtues and vices, bodily qualities (“beauty and deformity”), property and riches, and “external advantages and disadvantages” (Hume 1739–40: 2.1.7–10; SBN 294–316). This last is a catch-all category into which pretty much anything can fall so long as it is taken up into a society’s mutual feelings towards one another. He thus acknowledges trans-cultural commonalities in the human tendency to constitute persons in light of certain kinds of features as well as allowing for particular societies to have their own distinctive ways of making sense of themselves.

Hume’s bundle theory of the metaphysics of persons had little influence in the eighteenth century. The Treatise fell “dead-born from the press” (Hume 1777: xxxiv), and the discussion of personal identity did not reappear in his later, more popular, works, perhaps because of the problem identified in its Appendix. Hume’s account of the persons in everyday life and the constitution of rank through our passional responses to one another was more influential, notably in the later Scottish social philosophers, several of whom in their own ways pursued Hume’s project of understanding the social worlds that we create for ourselves: Adam Ferguson in the Essay on the History of Civil Society (1767), John Millar in The Origin of the Distinction of Ranks (1771), and Adam Smith in An Inquiry into the Nature and Causes of the Wealth of Nations (1776).

Rousseau: passions, persons, and politics

Hume’s insight on the role of the passions in the constitution of the person was also developed independently by Rousseau in his Discours sur l’origine et les fondemens de l’inégalité parmi les hommes (Discourse on the Origin and Foundations of Inequality among Men) and Émile, ou De l’Education (Émile, or On Education), both of which were widely read and debated in the latter half of the century. Though Rousseau has little interest in the metaphysical question pioneered by Locke concerning the deep structure of persons, he, like Hume, thinks we come to be persons in a social sense only by the emotions we feel when contrasting ourselves with those around us (Dent 1998). But where Hume takes this feature of human nature in stride, Rousseau finds it deeply problematic. Our dependence on others’ attitudes towards us means that our freedom is threatened unless we can remake society so as to render our mutual dependence on one another innocuous. Rousseau’s The Social Contract (1762) sketches how society must change to allow for human freedom to flourish.

In the Discourse, Rousseau argues that distinctively human forms of social life emerge only through the operations of amour-propre, a kind of pride, self-love, or self-interest that he contrasts with amour de soi. Where the latter yields our concern for our personal welfare and survival, independently of the opinions of others, the former causes us to have a special interest in our status, determined in part through others’ reactions to us (Rousseau 1755: n. O; OC III, n. 15, 219). Rousseau offers a speculative genealogy of human society, starting from a state of nature in which humans, governed solely by amour de soi, live freely but so primitively that they are hardly recognizable as human at all. He shows that it is only through the influence of amour-propre that such things as property, civilization, and morality, as well as hypocrisy, domination, and cruelty emerge: “[T]o this ardor to be talked about, to this furor to distinguish oneself, … we owe what is best and worst among men: our virtues and our vices, our sciences and our errors, our conquerors and our philosophers” (ibid.: 184; OC III, 189). In Émile he traces a similar development, this time in the individual, where the infant’s amour de soi is usurped by amour-propre as he develops into a distinctively social person:


[A]s soon as amour-propre has developed, the relative I is constantly in play, and the young man never observes others without returning to himself and comparing himself with them. The issue, then, is to know what rank among his fellows he will put himself after having examined them.

(Rousseau 1762a: bk. 4, 243; OC IV, 534)



It is because of amour-propre that “sociable man [lives] always outside himself, knows how to live only in the opinion of others; and it is, so to speak, from their judgment alone that he draws the sentiment of his own existence” (Rousseau 1755: 187; OC III, 193).

Rousseau was often interpreted as wanting us to return to the state of nature, as if the effects of amour-propre could be extirpated from human nature. But it is clear that he recognizes amour-propre is the source of good as well as various evils. The challenge of amour-propre is that it leaves our very being as persons dependent on others’ opinions of us. The fact that they are similarly dependent on us can lead to dangerous struggles, where each tries to control the terms that define us as who we are. Hypocrisy becomes widespread as people feel compelled to create a public facade that conforms to the social norms.

Rousseau’s solution to the challenge posed by amour-propre is both individual and social (Neuhouser 2008). Education should be reformed so that we become men before we become citizens (Rousseau 1762a: bk. 1, 39; OC IV, 248) – the extent to which this point applies to women is less clear. Thus in Émile he argues that boys should be raised in isolation and in conformity with nature until their adolescence, when they can be introduced into society in such a way as to sympathize with others, to “see the same passions, the same sentiments in the hod-carrier and the illustrious man” (ibid.: bk 4, 225; OC IV, 509). Even if he has some talents that set him apart from others, he should learn to recognize their arbitrary nature: “[H]e is a man like others and subject to the same weaknesses” (ibid.: bk. 4, 245; OC IV, 537). Rousseau here anticipates Kant’s claim that we possess a worth or dignity by virtue of our humanity, a worth that makes us genuine equals in society. But the need for a public identity remains, and Rousseau in The Social Contract argues that the state can provide it. Notably, every citizen should be an equal subject of the law (Rousseau 1762b: 1.6.10; OC III, 361–62). And every citizen should participate in the general will and thus collectively serve as sovereign, the source of law (ibid.: 2.4.5; OC III, 373). The law would then protect the freedom of all equally. This fundamental equality in place, the remaining differences among us that help to define us will be less dangerous.

Kant: apperception and autonomy

While Rousseau and Hume think that the social, everyday self can be treated apart from the self-as-mind, Kant brings these two perspectives back together again. Like Locke, he emphasizes self-consciousness as fundamental to the self of thought, but he fills in the content for that self-consciousness in the practical realm, where we must view ourselves to be, like others, autonomous in our deeds. Kant can thus be seen as responding to Hume by unifying insights from Locke and Rousseau.

As we noted earlier, Leibniz accepts Locke’s account of consciousness (what he calls “apperception”) but rejects his claim that we are unable to draw further conclusions about the subject’s constitution. Leibniz instead holds that the self is a monadic unity, a conclusion he draws on the basis of the unity of the conscious mind. Kant rejects this move both in Leibniz and in later eighteenth-century German philosophers who were influenced by him, such as Christian Wolff (1734), A. G. Baumgarten (1739), and Moses Mendelssohn (1767). While it is right to say that there cannot be an activity of thinking without a thinker, Kant argues we cannot infer from the “I think,” as a formal feature of thought, to a thesis about what kind of thing “I” am: i.e. a simple substance distinct from my body. A thread common to these theories, which Kant groups under the heading “rational psychology,” is the Cartesian assumption that we can infer real attributes of the soul (subsistence, simplicity, identity, etc.) from the structural or logical features of the “I” in “I think” (Kant 1781/1787: B407–9; 445–46). For Kant, we can speak of the self as a thing that thinks only if we keep our metaphysical status an open question.

Kant first raises the issue of self-consciousness in the “Transcendental Deduction of the Categories” from the Critique of Pure Reason. One of his main concerns in this section is to deny that the mind receives precombined representations of objects; instead, our sensibility yields the material for sensory thought while the mind is responsible for its combination. Cognition is thus a twofold process: we actively take up the data from sensibility and “synthesize” it into ordered representations. In defending this claim, Kant agrees with Hume that we do not perceive a fixed, abiding self in the content of sensible intuition. Consciousness of the self as given passively in inner sense lacks any necessary relation to a unified self, and the materials available to us through introspection reveal only a variety of mental states. Through empirical self-consciousness (“reflection,” in Locke’s and Hume’s sense) we are nothing more than a “bundle of perceptions,” none of which contain a self. As Kant writes: “The consciousness of oneself in accordance with the determinations of our state in internal perception is merely empirical, forever variable; it can provide no standing or abiding self in this stream of inner appearances, and is customarily called inner sense” (Kant 1781/1787: A107).

Unlike Hume, however, Kant does not think this supports skepticism about the intrinsic unity of the self. For Kant, the synthetic nature of cognition – our activity of combining representations of a manifold – presupposes such unity. This is not to say that in order to think or perceive we must in fact be self-conscious at a second-order level, by thinking that we think or perceiving that we perceive, but only that we can be aware of our unity through the relevant operations of cognition, operations that produce meaningful descriptions of objects or mental states precisely because they can be brought under first-personal ascription. Kant’s point is that without this possibility of ascription, and so without relation to the “I think,” representations of a manifold would be cognitively empty – “nothing” for us, as he says (Kant 1781/1787: B132) – because by definition they would not be synthesized. For this reason, Kant argues that we must have a special “consciousness” of our self-unity that is not passively received through inner sense, and this is what he calls “pure” apperception. On this point his account is surprisingly close to Locke’s theory of consciousness but, whereas Locke develops a psychological thesis about the thinking self, Kant’s thesis is transcendental.

It is important to see that Kant’s criticism of rational psychology, as well as his account of self-consciousness, follow from his division of reality into things-as-they-appear (phenomena) and things-in-themselves (noumena). Since our cognition of objects only concerns phenomena, rational psychology commits a category error: it takes structural features of self-consciousness for noumenal features of the soul. Kant instead shuts the door to theoretical knowledge of the self, in just the same way as his transcendental idealism rules out theoretical knowledge of other things in themselves. Yet there are crucial moments in Kant’s philosophy where the door to self-knowledge reopens, if only slightly. In attempting to resolve the traditional debate between freedom and determinism (the “Third Antinomy” in the “Transcendental Dialectic”), Kant maintains that through pure apperception we have a special awareness of our self-activity, and this holds open our claim to freedom. Through intuition, we know ourselves only as phenomena, and as phenomena we must be subject to the same mechanistic laws that govern the relations between appearances. But since we cannot infer anything from appearances to things-in-themselves, it remains possible that we are, qua noumena, undetermined by the relations between appearances. It remains possible that we are free.

In making such claims, Kant comes dangerously close to a metaphysical thesis about the noumenal self, and thus violating his distinction between things-as-they-appear and things-in-themselves. At one point in the “Dialectic” he states: “The human being, who is otherwise acquainted with the whole of nature solely through sense, knows himself also through pure apperception, and indeed in actions and inner determinations which cannot be accounted at all among impressions of sense. … We call these faculties understanding and reason” (Kant 1781/1787: A547/B575; see 1785: Ak IV, 452; 57). Kant is walking a fine line here. On the one hand, he officially rejects any theoretical knowledge of things-in-themselves, including ourselves as noumenal subjects. On the other hand, he seems to slip into talk that suggests we have some kind of access to our rational spontaneity. The fact that “I think” could accompany every representation reveals our synthetic activity and thus a unity of apperception that transcends the appearances. As Kant puts it, the representation of a manifold “is an act of spontaneity, i.e., it cannot be regarded as belonging to sensibility” (Kant 1781/1787: B132, 246), and later in the Critique he says we apperceive our capacity to think pure “Ideas” (as opposed to empirical concepts), the construction of which he assigns to reason rather than the understanding. In another text Kant goes so far as to say that the spontaneity of reason is unmixed with anything sensible – that in virtue of thinking ideas like God or freedom, or ideals like an ethical commonwealth or a Stoic sage, we are framing concepts that go “far beyond” anything sensibility can offer us through intuition (Kant 1785: Ak IV, 452; 57). In light of such comments, then, we might think Kant has succumbed to the very metaphysical temptations he accused his rationalist predecessors of.

One way of saving Kant from this verdict would be to appeal to his distinction between logical and real possibility. A thought that contains no contradiction presents us with a case of logical possibility; this is the status Kant assigns noumenal freedom in his resolution to the “Third Antinomy” (see Kant 1781/1787: A558/B586). By contrast, real possibility, or what Kant also calls objective validity, requires “more” than logical consistency, and Kant adds: “This ‘more,’ however, need not be sought in theoretical sources of cognition; it may also lie in practical ones” (ibid.: Bxxvi). This important, if obscure, suggestion will turn out to play a key role in Kant’s ethical theory during the 1780s and 1790s, for there he argues that we have grounds to ascribe freedom to ourselves, not intuitively, but practically, through our consciousness of the moral law. Put simply, Kant argues that our claim to freedom becomes objectively valid when we recognize ourselves under an obligation, for the actions that morality demands from us (actions we “ought” to perform in the eyes of reason) presuppose our freedom of will. The demand that I ought to act in such a way that I can will the universalization of my maxim (say, that I ought to help others, because doing so is a valid choice between persons and across situations), requires that I draw my motivation from the law itself. For Kant, moral action is unique in this way because it makes a general capacity of the will accessible to us: our capacity to determine ourselves, or what he calls “autonomy.” While this capacity underlies all of our choices, it is only visible in our encounter with the law. For “had not the moral law already been distinctly thought in our reason, we should never consider ourselves justified in assuming such a thing as freedom (even though it is not self-contradictory)” (Kant 1788: Ak V, 4n4; see also 1793: Ak VI, 26n; 74–75).

So the “more” that Kant says makes our claim to freedom objectively valid does not come from the sources of sensory experience. There is no corresponding intuition of freedom that would make it an object of cognition for us. From what he says elsewhere, it is likely Kant has in mind a kind of activity unique to pure practical reason. Whenever we are confronted with a decision, Kant says our reason will always give deliberative preference to itself, to its form, before it accepts any material incentive stemming from our sensible nature. Kant develops this argument in the “Analytic” of the Critique of Practical Reason (1788). Between an action that conforms to our inclinations and an action that conforms to the universality of a maxim, our reason will always adopt the latter as a standard of choice (Kant 1788: Ak V, 30). To be clear, Kant is not saying that we are always successful in following our reason over what we find desirable. He thinks we are at liberty to choose between the two at all times. But his point is that we must view ourselves as capable of acting on the basis of reason, and our evaluation of reasons must conform to a standard of justification. The universality of a maxim, the moral law, is the standard that reason upholds to us, whether or not we want it to. By “autonomy,” then, Kant does not mean anything like liberty of indifference. He means our capacity to evaluate actions under a rational norm. Our autonomy reflects a pure spontaneity in us because our evaluation of actions is not motivated by anything other than the moral law. In other words, our evaluation of actions is not driven by any impulse or inclination, even though, somewhat paradoxically, we are at liberty to endorse a maxim that aims toward satisfying the impulses and inclinations we have.

This appeal to the practical realm – to fill in the theoretically empty concept of ourselves as rational subjects – explains why Kant speaks of “persons” mostly in his ethical writings. As we have seen, the synthetic activity of cognition presupposes a unified subject, and Kant says that we have a special kind of consciousness of this activity that is revealed by the fact that we can attach the “I think” to any of our representations. But this formal condition on our thought does not yet fulfill Kant’s criterion of personhood. Personhood designates a capacity of the will to form maxims independently of external influences. While our consciousness of self-activity is revealed through the possibility of the “I think” relation, Kant constantly reminds us that we can never determine our spontaneity from a theoretical point of view. Theoretical cognition requires corresponding intuitive data, and we can never experience or intuit freedom of will. So he concludes that we can know ourselves as persons, not through the “I think” relation, but through the “I ought” relation. In this way, the door to self-knowledge reopens for Kant from a normative point of view: we know ourselves as persons when we are conscious of the moral law.

Like Rousseau, Kant believes this kind of self-knowledge is available to everyone, the philosopher and the common person alike. We do not need to engage in highly abstract thinking to recognize our moral autonomy; in fact, Kant believes speculative investigations always run the risk of going astray, so that philosophy might lead us to think we are unfree in our actions. Kant thanks Rousseau directly for helping him overcome his sense of intellectual superiority and to recognize the “dignity” of the common human being (1764–65: Ak XX, 44; 7). Indeed, Kant’s account of the categorical imperative can be seen as transferring to the moral realm crucial elements of Rousseau’s political theory of the general will discussed above, where each person serves as both the author and the subject of the law. So while Hume’s skepticism about causation awoke Kant from his “dogmatic slumber,” which led him to the system of transcendental idealism, it is fair to say that Rousseau helped Kant on the path that eventually led to his theory of what gives the human being dignity, namely, our autonomy.

Conclusion

Kant’s theories of apperception and autonomy had a profound impact on late eighteenth-century and nineteenth-century thought. Some of Kant’s followers – notably K. L. Reinhold (1790) – started off as expositors of Kant’s system, but their own attempts to explain the intricacies of the Critique opened up new conceptual territory that would later inform the work of J. G. Fichte (1794–95), F. W. J. Schelling (1795), and G. W. F. Hegel (1807) – three of the most influential thinkers in the German idealist tradition. One of the driving concerns of this tradition, especially in its early stages, was to articulate a deeper principle of self-consciousness that would unify Kant’s views on the spontaneity of the cognitive thinker and the autonomy of the moral agent. For instance, in the Grundlage der gesamten Wissenschaftslehre (Foundation of the Entire Science of Knowledge) (1794–95), Fichte argued that we have immediate access to the active character of self-consciousness, such that we can understand the unity of the thinking self (theoretical reason) and the self of action (practical reason). A similar preoccupation with the unity of reason guided a number of important strands of thought in the early twentieth century, from Herman Cohen’s neo-Kantianism (1871) to Martin Heidegger’s brand of existentialist phenomenology as represented in his 1927 lectures (1988).

More recently, interpreters of Kant (Allison 1990, 1994; Korsgaard 1996; Wood 1999) and philosophers working in the area of self-knowledge and self-ascription (Burge 1998; Moran 2001; Bilgrami 2006) have tried to remove the air of mystery surrounding Kant’s discussion of freedom by integrating his accounts of the spontaneity of action and the spontaneity of thought. If we can show that the kind of freedom Kant stipulates as a necessary condition for moral action does not differ from the kind of freedom we exercise in our cognitive activities, then we can make the transcendental foundation of Kant’s ethical theory more palatable to modern readers. Along similar lines, philosophers working in the areas of normativity and action theory (Korsgaard 2008, 2009; Velleman 2000) have appealed to Kant in support of their view that we can ground norms of action or thought from “thinner” premises about what, at the most basic level, acting and thinking consist of.

While both projects contain important and exciting lines of inquiry, their connection to Kant seems textually thin. The same can be said about the idiosyncratic readings of Kant by the German idealists. For Kant, we are conscious of the spontaneity of thought through a kind of cognitive awareness called “pure apperception.” Yet Kant denies we can ever know our absolute spontaneity, or freedom, in the theoretical realm. As agents, we know we are free only through our consciousness of the moral law. Only the moral law specifies actions that require freedom of will in the positive sense, i.e. our capacity for self-determination. There is nothing about the “I think” relation, or about our active representation of a manifold, that demands this kind of freedom from us. This is not to say that the spontaneity of thinking is actually limited, but only that our epistemic route to freedom does not have a theoretical source. Somewhat ironically, then, one of Kant’s most important views has had the least impact on subsequent philosophy: his claim that there are inherent limitations to theoretical reason that only practical reason can overcome.
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WAYS TO CERTAINTY

Dario Perinetti

 

Epistemology is an area where we might think Whitehead’s famous claim that philosophy is naught but a series of footnotes to Plato is particularly appropriate. After all, metaphysics begins with the distinction between appearance and reality and the ensuing injunction not to confound belief in appearances with knowledge of reality. Plato’s Theaetetus provides, on this reading, the blueprint for all future inquiries on distinguishing genuine knowledge from mere opinion. What is the relation between knowledge and perception? What is the relation between practical (knowing how) and propositional (knowing that) knowledge? Is having a true belief sufficient for knowledge or is having reasons for believing something to be true also necessary? If the latter, what counts as good reasons for believing? And, need these reasons be available to the knower?

These questions do encapsulate most of what philosophers puzzling over epistemological questions have been dealing with since the fifth century BC. But the variety of historical settings in which similar questions were discussed gave rise to substantial differences not only in the way those questions were answered but, most notably, in the way they were asked. In the eighteenth century, questions about knowledge were raised in the midst of a deep social, political and intellectual transformation in Europe that began in the last decades of the seventeenth century. The religious crisis, the consolidation of experimental science (see Gaukroger, Chapter 28, and Smith, Chapter 29, in this volume), the birth of incipient forms of social science (see Schabas, Chapter 30 in this volume), the unfolding of the new idea of the moral and political autonomy of human agents and communities (see McArthur, Chapter 26 in this volume) provide a particular backdrop against which time-honored questions about knowledge could be rehearsed. For attempting to give an answer to the traditional quandaries about the extent and sources of human knowledge involved, for all the thinkers of the period, adopting philosophical stances that had enormous consequences for pressing debates about the respective role of reason, sentiment and faith in unveiling for us the last secrets of the universe, in knowing human nature and the obligations we have to each other, in learning from the past and orienting our expectations about the future.

The immediate effect of the profound transformation and crisis described above is the unsettling experience that many beliefs that had been taken for granted became, all of a sudden, objects of puzzlement, skeptical suspicion, overt criticism and controversy. The fundamental presuppositions of natural science, the most well-entrenched religious tenets, beliefs about the age of the world and the origins of humanity, the foundation of moral distinctions, the sources of political authority, became, during the eighteenth century, the objects of fierce intellectual and political battles, mostly revolving around the uncertain grounds upon which the adversaries were basing their claims. No wonder, then, that we find the problem of certainty at the center of the philosophical stage. For that reason, eighteenth-century philosophers were crucially—although by no means exclusively—concerned with the following question: what does it mean for a belief to be certain?

In this essay I shall be concerned with explaining the particular ways eighteenth-century philosophers understood the notion of certainty. In the course of doing so, I shall discuss three pivotal questions in eighteenth-century debates. First, do different areas of inquiry—metaphysics, mathematics, natural science and moral philosophy—have different kinds of certainty as their satisfaction condition? Second, can different kinds of certainty be equally certain or the distinction in kind imply too a distinction in degree? Finally, what are the metaphysical assumptions underlying the distinction between kinds of certainty?

Definitions

It is difficult to get clear on what “certainty” meant for eighteenth-century philosophers because they mostly used the notion without clearly defining it. Moreover, the vast majority of writers appeal to subtle distinctions of kinds and degrees of certainty that they take as common knowledge but which are obscure for a contemporary reader. A review of the definitions of “certainty” in dictionaries, encyclopedias and lexica (Adelung 1774; Chambers 1728; Chauvin 1713; Crusius 1747: §420; Diderot and D’Alembert 1751–72; Walch 1775) shows that, in philosophy, “certainty” or “certitude” denoted:

(1) A property of that which is asserted.

(2) A property of the knowledge one has of that which is asserted.

(3) A property of the act by which something is asserted.

The first was called objective certainty or certainty of the thing (certitudo rei) and referred to the impossibility of something to be otherwise. The second was called subjective certainty and referred to the impossibility of knowing something to be otherwise. The third, formal certainty (certitudo formalis)—which was sometimes confounded or conflated with the second—referred to the impossibility of not assenting to a given proposition. In this latter sense, “certainty” signifies a “firm” or “strong adhesion” to some proposition (Chauvin 1713; Diderot and D’Alembert 1751–72) or the “absence of fear” that the opposite of what is asserted could be the case (e.g. Adelung 1774; Crusius 1747: §420; Meier 1752: §160).

Take for example the demonstrative knowledge that “the sum of the interior angles of a triangle equals to two right angles.” This proposition asserts what early modern thinkers thought of as a necessary truth. Hence, that the sum of the interior angles of a triangle is equal to two right angles is objectively certain, because it is a fact—or so it was thought—that could not be otherwise than it is. However, the proposition by which we assert that fact may or may not be subjectively certain. It is subjectively certain if it is either the result of an intellectual intuition or the conclusion of a demonstration. In those cases, my knowledge of that proposition is subjectively certain because I know the contrary to be impossible. The proposition is also formally certain because the mind is—or so it was commonly assumed—perfectly incapable of withholding assent to a proposition that is either intuitively evident of has been demonstrated. Now, suppose that someone, who has never done a geometrical proof, is nevertheless convinced that the sum of the interior angles of a triangle is equal to two right angles, and that, because an unreliable friend told him that this is true. In that case the thing remains objectively certain, though the proposition, as uttered by that individual, lacks both subjective and formal certainty.

Subjective certainty is not, however, a psychological state of mind wholly independent of objective facts or reasons. Indeed, an important group of eighteenth-century philosophers devoted considerable energy to dissociating the notion of subjective certainty from any psychological connotation. In Weg zur Gewißheit und Zuverlässigkeit der menschlichen Erkenntnis (The Way to Certainty and Reliability in Human Knowledge), the German Pietist philosopher Christian August Crusius distinguished presumed certainty (vermeinte Gewißheit)—a conviction with no objective basis—from true certainty, which is a conviction determined by objectively valid reasons (Crusius 1747: §420). One of the most prominent figures of the Italian Illuminismo, Antonio Genovesi, similarly distinguished true certainty from apparent certainty (certitudo apparens) (Genovesi 1759: 156). Even when certainty was defined in terms that seem psychological, such as “firm adhesion” or “absence of fear,” the sentiment of conviction was properly called “certainty” only when some non-psychological conditions obtain. As Crusius put it, considered as a psychological state, certainty “is the internal sensation of a proposition’s relation to its contradictory opposite, in virtue of which one is aware that the latter cannot be thought or cannot be thought as being true” (Crusius 1747: §421, my translation).

How certainty came to be distinguished from a psychological state can be seen by examining the way the distinction between the notions of certitudo and evidentia was understood prior to the eighteenth century. Traditionally, these notions were treated as more or less coextensive (for further details see Knebel 2000). To say that a proposition was evident was to say that it had a psychological salience—its “evidentness” or “self-evidence” (evidentia)—that was instrumental in necessarily causing the assent of the mind and, thus, in being certain.

The connection between certainty and evidence came under fire among sixteenth- and seventeenth-century Spanish scholastics, who pointed out that it endangered the certainty of revealed truths. They argued that although “certainty” is often connected with self-evidence the connection is not necessary, since, in the case of some very obscure revealed truths (e.g. the doctrine of the Trinity) it is possible to have certainty without self-evidence (evidentia) (see Arriaga 1632). Thus a proposition might be certain even if it does not, all by itself, naturally and infallibly produce immediate psychological conviction.

In the eighteenth century the need to distinguish certainty and self-evidence arose in reaction to Descartes’s close association between certainty and clearness and distinctness. In his Discours préliminaire to the Encyclopédie, Jean Le Rond D’Alembert held that évidence obtains when the mind grasps all at once (tout d’un coup) a relation of ideas and certitude obtains when a relation of ideas can only be ascertained via intermediate ideas (Diderot and D’Alembert 1751–72: I, xiv). D’Alembert’s distinction is well-illustrated in the Encyclopédie entry “Certitude” (most likely written by Diderot and Abbé Prades): “the whole is bigger than the part” is évident (self-evident) whereas “in a right triangle, the square of the hypotenuse is the sum of the squares of the other two sides,” though certain, is not self-evident because it only produces conviction after it has been demonstrated (Diderot and D’Alembert 1751–72: II, 845). Moses Mendelssohn, one of the most conspicuous representatives of the German Aufklärung, also distinguished certainty (Gewißheit) from self-evidence (Evidenz) by claiming that certainty is a necessary but insufficient condition for self-evidence. For some truth to be self-evident, it must not only be certain but also be endowed with perspicuity (Faßlichkeit). Mendelssohn then argued that some disciplines are grounded on principles that are as indisputable as those of geometry and, yet, their principles are not as perspicuous as geometrical axioms are. For example, the principles of fluxional calculus (i.e. differential calculus) are certain but they are not endowed with the kind of perspicuity that would be necessary for self-evidence (see also Alain 2009).

The domain-specificity of knowledge

Eighteenth-century conceptions of certainty also involved other important and interrelated features. They

(1) Take claims to knowledge to be domain-specific.

(2) Imply an understanding of the modality of assertions.

These are both closely connected to the distinction between kinds or degrees of certainty that is as puzzling for a contemporary reader as it was commonplace for eighteenth-century philosophers. This distinction of kinds derives from late scholastic interpretations of Aristotle’s claim in Nicomachean Ethics 1094b19–27 that the satisfaction conditions for knowledge vary according to the domain of the inquiry. Aristotle claimed that it was as foolish to require demonstrations from a rhetorician as to require probable reasoning from a mathematician. The idea that satisfaction conditions for knowledge were domain-dependent was further developed by late scholastic writers who distinguished between metaphysical, physical and moral certainty (e.g. Arriaga 1632: 748–50; Hurtado de Mendoza 1615: 226, col. 1), a tripartite distinction of kinds that, with some variations, became standard during the seventeenth and eighteenth centuries (see Dear 1992; Knebel 2000).

Metaphysical certainty (or “demonstrative” or “mathematical” certainty) obtains when a proposition cannot be negated without contradiction or, what amounts to the same, when a proposition is a necessary truth. An example of a metaphysically certain proposition is “the whole is greater than the part.” Mathematics, intuitive knowledge, and fundamental principles of metaphysics are the domains for which metaphysical certainty was deemed the appropriate satisfaction condition. Physical certainty was often defined as the certainty derived from “natural” or “physical” principles—i.e. from laws of nature (Hurtado de Mendoza 1615: 749). Thus, a belief that “fire burns” is “physically certain” because its negation would be incompatible with our knowledge of the nature of fire. Sometimes, physical certainty was defined as the certainty derived from sense perception (e.g. Meier 1752: §157; Wilkins 1675: 5). On this latter interpretation, “fire burns” is physically certain if it is the product of a highly reliable belief-forming mechanism: sense perception. Natural philosophy was the domain for which physical certainty was thought to be the appropriate satisfaction condition. Finally, a belief is morally certain when the contrary of that belief, although possible, cannot be accepted without disappointing fundamental expectations regarding the behavior of other human beings. A common example of moral certainty was the belief in the existence of a city—most often Rome. Such a belief appears to depend entirely on our trust in the testimony of others; for even if someone is actually in Rome, the only way to know it, is by being informed (by a person or a sign) and by trusting that information (e.g. Kant 1992a: Ak XXIV, 896; Hume 1739–40: 1.3.9.4; SBN 108). In the Cyclopaedia, Chambers gives another example of moral certainty: “a Criminal who hears the Sentence read, frequently makes no doubt either of his Condemnation or Execution; and yet has nothing, here, beyond a Moral Certitude” (Chambers 1728: “Certitude,” I, 184). In both cases our certainty depends on normal expectations about human behavior. In the first case, it would radically upset all our normal expectations concerning human behavior to suppose that so many witnesses and historians would concur in deceiving us about the existence of Rome. In the second case, to suppose that sentences are not followed by actual punishment seriously contravenes our normal expectations about events in civil life. Moral certainty was considered the satisfaction condition for all the areas in which testimony-dependent beliefs and conjectures about human behavior were important. These included, history, natural philosophy (as most of the empirical facts on which natural science relied were known through testimony), the “moral sciences” (what we would now call, sociology, economics, anthropology) and, for many, also theology and natural religion.

The distinction between kinds of certainty becomes more tractable once we see that when eighteenth-century philosophers said of a proposition p that it is certain, they were expressing something about the modality of that proposition, namely, that the contrary of p is, in some specifiable sense, impossible. For example, the certainty of “the whole is bigger than its part” lies in that the contrary of that proposition involves a contradiction in terms, that is to say, a logical impossibility. The connection between certainty and modality is, thus, fairly obvious in the case of demonstrative truths (see e.g. Leibniz 1686: GP IV, 437–38).

For those assuming that only demonstrative truths are necessary, the connection between certainty and modality might seem less obvious in the case of contingent truths or matters of fact. However, this assumption was by no means a commonly shared one. Corresponding to the distinction between kinds of certainty, there was too a distinction between metaphysical, physical and moral necessities. For instance, Leibniz argued that, although in an absolute sense contingent truths are not necessary, this does not mean that they are arbitrary. Contingent events, like necessary events, have a sufficient reason for their being; a reason that explains why they are, necessarily, thus and so rather than otherwise. In the Theodicy, Leibniz claimed that contingent truths are also necessary, albeit in a qualified sense. Truths can be said to be necessary in three different senses. In an absolute sense, a proposition p is necessary just in case the negation of p implies a contradiction. In a conditional sense, a proposition p can be morally necessary if it exhibits moral fitness (convenance) and, hence, if the negation of p would contravene moral truths. Finally, and also conditionally, a proposition p is physically necessary, if the negation of p contravenes the laws of nature. Since Leibniz held that the laws of nature are contingent, but were freely chosen by God owing to their being the best or the fittest, he held that moral necessity is conditional on God’s freedom, and physical necessity is founded on moral necessity (Leibniz 1710: GP VI, 50). Thus, for Leibniz, some propositions are certain because they are absolutely or metaphysically necessary (i.e. the contrary implies a logical contradiction or absolute impossibility) and others because they are “morally necessary” (i.e. the contrary implies a “moral impossibility” or something that is incompatible with God’s goodness).

Some philosophers spelled out the connection between different kinds of certainty and different kinds of modality in terms of the different kinds of repugnantia or incompatibility existing between the terms of a proposition. Thus, a proposition is certain when its contrary evinces a fundamental incompatibility between its terms. According to Genovesi mathematical certainty obtains when the opposite is a contradiction or logical impossibility. Physical certainty obtains when the opposite, although mathematically possible, implies a “physical impossibility” (un impossibile fisico), that is to say, when the opposite is “incompatible” (ripugnante) with the laws of nature. Finally, “moral” or “historical” certainty obtains when the opposite is “incompatible” (ripugna) with well-established testimony (Genovesi 1774: 86–87).

In other cases, the connection between kinds of certainty and kinds of modalities, was accounted for in terms of a distinction between alethic and deontic modalities. This is the case of Humphry Ditton, a theologian and mathematician of Newtonian allegiance, in A Discourse concerning the Resurrection of Jesus Christ (an apologetic work which included a lengthy discussion of “The Nature and Obligation of Moral Evidence”). Ditton’s originality lies in claiming that metaphysically certain propositions and morally certain propositions have different grips on our will. The former, being necessary, force the assent of the will: “the Power of such Proof is plainly irresistible” (Ditton 1727: 74). Moral certainties are dependent on proofs (e.g. testimony) that the will remains free to subject to critical scrutiny, to doubt and, eventually, to resist. Moral certainty is not weaker, though, than metaphysical certainty; for the usage of our freedom with respect to testimony-based empirical beliefs remains constrained by moral or deontic norms. Assent to demonstrations is necessary, while assent to morally certain beliefs is obligatory.

Ditton contended that to accept that morally certain propositions are less than fully certain would put most of the beliefs that make social life possible in jeopardy. For most of our social, political and cognitive practices rely on the general acceptance of beliefs founded on expectations about human behavior and testimony (Ditton 1727: 144–46). Testimony being so fundamental to our epistemic and social practices, should skepticism about moral certainty be allowed, then society itself would be destroyed (ibid.: 146–48). General acceptance of moral certainty is a condition of possibility for moral and social life so that, whenever moral certainty is established beyond reasonable doubt, we are under an obligation to assent to it. A proposition p is morally certain not by virtue of the impossibility of its contrary, but because assenting to not-p is morally forbidden.

For the majority of eighteenth-century philosophers certainty denoted, thus, a relational property of propositions, acts of mind, and sometimes things themselves—a property something has by virtue of the modal status of its contrary. The distinction between kinds of certainty can be understood in the following way:

(1) A proposition p is metaphysically certain just in case not-p is logically impossible.

(2) A proposition p is physically certain just in case not-p is physically impossible.

(3) A proposition p is morally certain just in case not-p is incompatible with a fundamental expectation about normal human behavior (i.e. it is morally impossible or, in some cases, morally forbidden).

As we have seen, the distinction between kinds of certainty was meant to underscore that the satisfaction conditions for knowledge are domain-specific and that reaching certainty is not exclusive to the demonstrative sciences: metaphysics and geometry. Moral certainty was the satisfaction condition for everything that depends on our trust and expectations about other human beings, mostly their testimony. The truths of history, natural religion and also all the truths of natural philosophy that depended on testimony were measured against that standard. And physical certainty was the satisfaction condition for all kinds of empirical knowledge that depends both on direct observation and on our knowledge of the laws of nature.

Tensions

The domain-specificity of certainty, its connection to modality and the distinction between types of certainty generates, though, a fundamental puzzle for eighteenth-century theories of knowledge. The generic form of the puzzle is:

(1) A proposition p is certain because not-p is, in one specific sense, impossible.

(2) But, in another specific sense, not-p is possible.

(3) Hence, p is certain in one sense and not certain in another sense.

The debate on the credibility of miracles, for example, can be understood as a variation on this kind of problem. What happens if you have unanimous and massive testimony in favor of an event—a miracle—that constitutes a violation of the laws of nature? It seems that the belief should be accepted as morally certain despite the fact that it is physically impossible. So, is it certain? Belief in transubstantiation—a central contention point between Catholics and Protestants—provides a case in point. Believing that the bread and wine at Mass have turned into the body and blood of Christ radically contradicts the report of our senses. All the accidental properties of the previous substances seem to remain the same (the substances still look like bread and wine) but a fundamental change in substance is supposed to have occurred when the priest blesses it. That a sudden change of substance could be produced through uttering a few words radically upsets our knowledge of natural laws and our reliance on the reports of the senses. It cannot be physically certain. Indeed, it is physically impossible. But, according to the Catholics, the belief is certain because there is sufficient reliable testimony that it is a revealed truth.

Protestants such as Bishop John Tillotston held that the belief that the bread and wine used in the Catholic Mass becomes something other than what it appears to be is premised on an absurd conception of faith and belief. If we were to accept as a sufficient warrant for belief something that radically contradicts the testimony of the senses, skepticism about every ocular testimony of events would follow, including the apostles’ testimony on which the Christian doctrine is based. Moreover, if we were to doubt of our own sense perception, how could we possibly justify our belief in the doctrine of transubstantiation? For we could not be sure that the apostles did not err in reporting what they saw and heard in the Last Supper, nor could we be sure that we are really reading the Bible without relying on the report of our senses (Tillotson 1684: 37–40).

Claims to knowledge in metaphysics faced similar problems. How can you accommodate the strictures proper to empirical knowledge with the belief that the world is fundamentally composed of things—substances—that are not empirically detectable? Moral knowledge also faces similar difficulties. How can you believe that some action is really wrong if you do not believe that values have objective reality, that is, that there are moral facts that can be known? And how can you believe in moral facts without enchanting the world in a way that conflicts with experimental and natural philosophy?

Adopting a conception of certainty as domain-specific results in conflicts between competing legitimate claims to knowledge, particularly in areas of inquiry straddling different domains. In those conflicting situations, it is difficult to weigh proofs satisfactory in one domain of inquiry against proofs that are only valid in distinct domains. Hume’s essay “Of Miracles” in the Enquiry concerning Human Understanding is perhaps the most telling case of this type of conflict (Hume 1748: 10). The problem of the credibility of miracles is discussed in terms of weighing proofs derived from testimony— which are at best morally certain—against proofs derived from our knowledge of the laws of nature, which aim at physical certainty. Hume’s essay shows that it is not easy to find the right decision procedures for handling these cases.

“Rationalists,” “empiricists” and degrees of certainty

A common strategy for dissolving these epistemological tensions was to turn the difference of kinds of certainty into a difference of degrees. By ranking different forms of certainty and making some of them more fundamental than others, some philosophers provided decision procedures for adjudicating problematic cases. The distinction of degrees of certainty served also to classify the different disciplines or sciences according to the level of certainty they can achieve.

Although these labels should be taken cum grano salis, the philosophers we now call “rationalists” tended to give precedence to metaphysical certainty and demonstrative knowledge, and the so-called “empiricists” stressed that physical certainty—the certainty derived from sense perception—can be as strong as metaphysical. Both types of philosophers recognized the force of moral certainty but were committed to denying that it could trump physical or metaphysical certainty. The hierarchical ordering of kinds of certainty was a frequent feature of eighteenth-century popular logic manuals. For example, in an abridged vernacular version of Genovesi’s Latin logic, Giuseppe Manzoni gave the basic decision procedures in the form of a dialogue:


D. If mathematical evidence conflicts with the physical, which is to be preferred?

R. The metaphysical [i.e. the mathematical, DP], because it is the highest one [perchè è somma].
 
D. If mathematical evidence conflicts with mathematical evidence, and physical evidence with physical evidence, which is to be preferred?
 
R. [In that case] one or the other is flawed [fallace], and for that reason it is necessary to consult the common sense of the wise.
  
D. If human authority [i.e. the reliability of testimony, DP] conflicts with mathematical or physical evidence, which is to be preferred?
  
R. The evidence, because human faith [i.e. our trust in testimony, DP] cannot compare to evidence, neither in dignity nor in assurance.
  
D. If the clear authority of God conflicts with physical evidence, which is to be preferred?
  
R. The clear authority of God, which is infallible.
 
D. If it seems that God’s authority conflicts with mathematical evidence, which rule is to be applied?
  
R. [In that case] either the evidence is not mathematical or God’s authority is not clear, because the one and the other cannot be in conflict.

(Genovesi and Manzoni 1783: 146–47)



Although this type of rigid ordering is common in logic manuals, serious discussions often reveal much more complex and nuanced positions.1 Leibniz is a good example of the rationalist emphasis on reasoning as the most certain foundation for knowledge. In New Essays on Human Understanding (written 1704 but first published 1765), he distinguished two degrees of certainty. The first degree, called evidence, is a “luminous certainty” resulting from our incapacity to doubt while perceiving the connection (liaison) between ideas (Leibniz 1765: 4.11.9 [GP V, 426]). This form of certainty derives from Leibniz’s principle of sufficient reason: if you know that e is the case because of c (e’s reason or cause), then you know that if c is the case, then, necessarily, e is or will be the case (and the presence of c implies the evidence that e). Evidence obtains both with metaphysically necessary truths and with contingent empirical facts that are only conditionally or morally necessary. In both cases, however, the evidence of a proposition is the product of reasoning, either demonstrative or inductive, from reasons or causes to the existence of things or events.

The second degree, called certainty, applies to propositions expressing unperceived connections between ideas. For example the connection between Napoleon being in Waterloo and his losing a battle, is made not by simple scrutiny of the ideas but from historical reports that connect the ideas by telling us that Napoleon lost a battle in Waterloo. Because they are not evident, these propositions are open to doubt, in the sense that our assent to them is not forced. Nevertheless merely certain propositions are not open to serious doubt. To challenge well-established testimony-dependent beliefs, although theoretically possible, is practically unreasonable or even, morally blamable (Leibniz 1765: 4.11.9 [GP V, 426]). It is in this latter sense that propositions concerning non-evident existence (mostly facts about the past or those derived from testimony) can nonetheless be said to be certain even if they are not, in an absolute sense, indefeasible.

This tendency to give epistemic primacy to metaphysical certainty and to demonstrative knowledge is reinforced in the work of Leibniz’s most important heir, Christian Wolff, with the twist that the fundamental contribution of experience to knowledge is now emphasized. Wolff distinguished between three kinds of knowledge: historical, philosophical and mathematical. For him, “historical” knowledge is “the bare knowledge of the fact” acquired through the senses—that is to say, empirical knowledge of particulars based on observation. Philosophical knowledge is the knowledge of the “reason of things” either in the form of an understanding of the reasons that are sufficient to make something be what it is—i.e. its definition—or in the form of an understanding of the causes of the coming to be of something—i.e. its causal conditions. Mathematical knowledge involves knowing the “quantities which are present in things” (Wolff 1728: I, §17). “Historical” and mathematical knowledge are necessary but ancillary to demonstrative knowledge (Wolff 1728: I, §35). Wolff believed that, though historical experience provides only intuitive knowledge of particular facts, it nonetheless represents a solid and certain starting point for philosophical demonstrations (Wolff 1728: I, §10). Mathematical knowledge by providing proofs that effects are proportionate to their causes serves to provide further evidence to philosophical reasoning and, thus, to give more certitude to them (Wolff 1728: I, §§27 and 35).

Wolff’s stress on the importance of empirical experience within his Leibnizian framework is a reaction to the ascendance of Lockeanism (and Newtonianism) throughout the Republic of Letters. In his Essay concerning Human Understanding Locke set out to “enquire into the Original, Certainty, and Extent of human knowledge; together, with the Grounds and Degrees of Belief, Opinion, and Assent” (Locke 1689: 1.1.2). Locke’s position on the issue of certainty is complex and is not easily amenable to the “empiricist” position. For Locke still claims, like the “rationalists,” that only intuition and demonstration can properly be called knowledge, although he stresses too that the certainty of knowledge depends on a present perception of what is being known, rather than on an ability for computation proper to the faculty of reason. This latter claim led him to include, as one would expect from an “empiricist,” the present perception of particular sensible objects in the category of certain knowledge but also to rank all empirical beliefs depending on past observations or future expectations to the lower class of probability.

Locke claimed that knowledge lies in “the perception of the connexion and agreement, or disagreement and repugnancy of any of our ideas” (Locke 1689: 4.1.1). Knowledge, strictly speaking, is either intuitive—when the agreement or disagreement of ideas is immediately perceived—or demonstrative—when it results from a series of connected intuitions. He also adds that demonstrative knowledge is ultimately grounded on the intuitive link between ideas found in each step of a demonstration (Locke 1689: 4.2.7). Demonstrations yield knowledge due to the irresistibility of intuitions. The mind is forced to accept that, for instance, a circle is not a triangle, because it is impossible for it to perceive that a circle is a triangle; leaving “no room for Hesitation, Doubt or Examination.” This is why, for Locke “all the Certainty and Evidence of all our Knowledge” depends on intuition (Locke 1689: 4.2.1).

Intuitive and demonstrative knowledge require an actual perception of the agreement or disagreement of ideas. This initial requirement seems too strict in the case of demonstrative knowledge, since it implies that knowledge is only possible while performing a demonstration; but that certainty in the result of a demonstration is no longer perfect after the demonstration is finished, since assent would rest exclusively on the reliability of the testimony of memory (i.e. that it was demonstrated). The absurdity of this implication led Locke to argue, in later editions of the Essay, that the type of “habitual knowledge” that results from remembering that something has been demonstrated can be raised to the level of certainty and knowledge. Locke’s argument is based on the supposition that the certainty we now have that “p has been demonstrated in the past” together with the knowledge that “demonstrative truths cannot change” warrants the conclusion that p remains absolutely certain (Locke 1689: 4.1.9). Though Locke’s solution to this problem is unconvincing it shows how much he clung to the thesis that knowledge is the actual perception of agreement or disagreement between ideas.

Strictly speaking, thus, anything that is neither an intuition nor a demonstration nor the remembering of intuitions or demonstrations “is but Faith, or Opinion, but not Knowledge” (Locke 1689: 4.2.14). However, Locke admits another exception: our perceptual knowledge of the existence of external particular objects. Although we do not have intuitive evidence of the existence of particular external objects when we perceive their ideas, our ideas nevertheless feel different when they are caused by the presence of an external object than when they are merely entertained by our memory or imagination. The content of what I perceive when I imagine my finger burning and when my finger actually burns may be exactly the same. But the manner by which we perceive these ideas is clearly different, and this is sufficient for me to distinguish my entertaining the thought that my finger is burning from my knowledge that my finger is actually burning. For that reason, our sensible perception of particular external objects, though not “perfectly reaching” the “degrees of Certainty” proper to intuition and demonstration, goes nonetheless “beyond bare Probability” and “passes under the name of Knowledge” (Locke 1689: 4.2.14).

The distinction between intuitive, demonstrative, and sensitive knowledge is, according to Locke, not only a distinction in kind but also in degree. In virtue of its irresistibility, intuition constitutes the highest “degree of knowledge.” However, the certainty of demonstrations, on account of their being a series of intuitions, derives from the certainty of intuitive knowledge. Now, demonstrative knowledge is not initially evident. Demonstrations are required precisely to prove a proposition that is initially doubtful. For example, we cannot tell whether the sum of the interior angles of a triangle is equal to two right angles prior to performing the demonstration. The evidence of the proposition becomes apparent only at the end of a demonstration (Locke 1689: 4.2.5). Also, if the demonstration is complex and the chain of intermediate intuitions is too long then the global perception of the agreement or disagreement of the ideas in the proposition being proved may be less clear and distinct than a simple intuitive relation between two ideas (Locke 1689: 4.2.6). For instance, after long or complex calculations, we often repeat the steps of the mathematical reasoning to confirm the result. This is not because mathematical calculations are inexact but because, in Lockean terms, it is difficult to have a clear global perception of the correctness of every single step in the reasoning. Hence, demonstrations exhibit a lesser degree of knowledge than intuitions. Finally, sensible knowledge of particulars is inferior in degree to intuition and demonstration because—though certain—it is not founded on intuitions.

Locke’s conception of knowledge ties all certainty to the present perception of the agreement or disagreement of ideas and distinguishes degrees of knowledge and certainty according to the distinctness ofthat perception. Although he does not use that language, this conception implies that certainty obtains only for metaphysically evident truths.2With the exception of the small class of empirical propositions asserting the existence of presently perceived particular external objects, all the propositions that other philosophers considered under the label of physical or moral certainty, because they involve references to the past (what has been observed) or the future (causal expectations) are not endowed with certainty and fall short of the domain of knowledge.

The mathematical treatment of moral certainty

As we have seen, most of the philosophers that choose to interpret the distinction of kinds of certainty as being a distinction of degrees, and in particular Locke, tended to relegate moral certainty to the domain of probability or opinion. Studies of early modern theories of probability often present the birth or the “emergence” of a mathematical approach to uncertainty as one of the effects of the downgrading of moral certainty (Daston 1988; Hacking 2006; Hald 1990). This is not surprising since, once “moral certainty” is denied the status of full certainty, and given the number and the importance of beliefs falling in this category, it became important to explain why, although uncertain, these beliefs remain so highly probable that it becomes unreasonable to challenge them. This is, for example, the origin of the idea of probability “beyond reasonable doubt” (see Shapiro 1991, 2000). In order to establish the right threshold for assenting to probable propositions, the quantitative approach came in handy.

One important strand in the mathematical approach to moral certainty developed as the attempt to give a solution to the following problem: granted that “ocular proofs”—direct witnessing, that is—yield knowledge, what happens when the initial testimony is transmitted to others in chains of testimony? Locke’s answer is straightforward:


The Being and Existence of the thing itself, is what I call the original Truth. A credible Man vouching his Knowledge of it, is a good proof: But if another equally credible, do witness it from his Report, the Testimony is weaker; and a third that attests the Hear-say of an Hear-say, is yet less considerable. So that in traditional Truths, each remove weakens the force of the proof: And the more hands the Tradition has successively passed through, the less strength and evidence does it receive from them.

(Locke 1689: 4.16.10)



Locke feared that his argument may coalesce with historical Pyrrhonists’ attacks on the credibility of history and desired his argument “not be thought to lessen the Credit and use of History.” But truth, he claimed, forced him to say that “no Probability can arise higher than its first Original” (Locke 1689: 4.16.11).3 The original certainty turns thus into probability by being communicated through testimony and, so the argument goes, the probability diminishes in direct proportion to the increasing number of links in a single chain of testimony.

Although Locke avoided any quantitative treatment of the idea of the diminution of probability in testimonial chains, others were less cautious. A well-respected Scottish mathematician and theologian associated with Newtonian circles, John Craig (or Craige) attempted using the Newtonian calculus of fluxions to establish the diminution rate of historical credibility in time (Craig 1699). Craig measured the “force” of the credibility of a given testimony against the “velocity of suspicion” elicited by the number of witnesses, concluding that suspicion, which progresses arithmetically, outweighs credibility in a knowable rate that varies depending on whether testimony is passed in a single chain or in concurrent ones and on whether it is oral or written. Thus, Craig claimed to “demonstrate” that the certitude of sacred history would completely vanish in AD 3150. Given an interpretation of scripture, which he takes as implying that the second coming will occur when faith in sacred history would vanish on earth, Craig’s calculus was intended to show that the millenarians were wrong in expecting it any time soon. As cranky as it sounds, Craig’s Principia was widely read and discussed, perhaps because the implications of his argument were seen as threatening moral certainty and, particularly, the credibility of sacred history. It is today considered a founding text in the history of mathematical probability (Daston 1988; Stigler 1999).4

Although Craig’s work was unanimously criticized as quirky, it was also widely read and discussed by a host of thinkers such as Bayle, Hume, Reid, Chladenius, Clarke, Fréret and Montmort. General discussions of the argument of the diminishing credibility of history are to be found in an array of authors such as Crusius, Hume, Reid, Chladenius and Kant.

The equal certainty thesis

Many philosophers, including some Lockeans and Wolffians, were dissatisfied with the exclusion of moral certainty from the domain of knowledge and thought that the quantitative approach to probability did not offer an acceptable solution. The causes of this dissatisfaction vary but, in general, some philosophers thought that undermining the full certainty of morally certain beliefs would open the door to skepticism about these beliefs. Since both natural philosophy and natural religion depended heavily on testimony-based beliefs, skepticism about moral certainty was a serious problem. For that reason, as we have already seen in the case of Ditton, many in the eighteenth century attempted to defend what could be termed the “equal certainty thesis,” that is to say, the idea that testimony-dependent beliefs could be as certain as demonstrations or beliefs based on sense perception. Defenders of the equal certainty thesis stuck to the view that the satisfaction conditions for certainty were entirely domain-dependent and that when these conditions are met, full certainty obtains even in non-demonstrative knowledge.

David-Renaud Boullier was among the philosophers who sought to give the status of full certainty to testimony-dependent beliefs. A series of critical reviews of his Essai philosophique sur l’âme des bêtes (A Philosophical Essay on Animal Souls) (1728) convinced Boullier to add Traité des vrais principes qui servent de fondement à la certitude morale (A Treatise on the True Principles which ground Moral Certainty) to the second edition of the Essai in 1737. The Traité was written to support Boullier’s claim that his arguments on the reason of animals were demonstrations.

Boullier distinguished certainty, which is full and complete, from “reasonable confidence” (assurance raisonnable) and probability, both of which admit of degrees (Boullier 1737: 38–39). Although morally certain beliefs concern things and events that are neither evident nor necessary, for Boullier they are no less demonstrable than metaphysical principles. Moral demonstrations are different in kind but not in epistemic force from metaphysical or mathematical demonstrations (Boullier 1737: 19–20). Boullier’s strategy for defending the force of moral certainty lies in his use of the principle of sufficient reason combined with three “metaphysical principles”: (1) that God exists, (2) that he cannot be a deceiver and that (3) there is “a natural proportion” between causes and effects (ibid.: 173). Boullier claimed that “[g]iven that God is not a deceiver, the connection of a manifold of appearances that strike me to a simple cause that explains them, and alone can explain them, proves the reality of that cause” (ibid.: 22). Thus, if a great number of unrelated credible witnesses attest that p, the supposition that p is true is the best explanation for their convergent testimonies. And supposing another possibility somehow implies that God let appearances manifest themselves in a deceitful way.

Another important defense of the certainty of testimony-based beliefs comes from one of the most prominent figures of the Scottish Enlightenment, Thomas Reid. In An Inquiry into the Human Mind: On the Principles of Common Sense (1764) and in Essays on the Intellectual Powers of Man (1785), Reid argues against a reductionist conception of testimony, or the view that the certainty of testimony depends entirely on and derives from the evidence of the initial perceptual observations of direct witnesses. Reid’s anti-reductionism is premised on the claim that testimony is an independent and original source of empirical knowledge that works analogously to and is on an equal footing with sense perception (Reid 1764: 6.24; 190). In both empirical beliefs are the result of our grasping the naturally established relation holding between natural signs that are the object of our awareness and the things that these signs signify. Reid argues further that the disposition to infer from signs to things signified is an innate disposition, “so that, previous to experience, the signs suggest the thing signified, and creates the belief of it” (ibid.). Thus, in the case of sense perception, our felt sensations are the signs by which we infer the presence of the things signified, and this inference is possible because “[n]ature hath established a real connection between the signs and the things signified” (ibid.). Thus, because heat causes pain, the feeling of burning warrants an immediate inference to the presence of a source of heat that is causing it. Similarly, Reid claims that we have an innate disposition common to all human beings to infer from their “features in the face, gestures of the body and modulations of the voice” all the thoughts and intentions that are signified by them (ibid.).

Now, it could be argued that, even if one accepts this account of our perceiving thoughts and intentions, the situation changes drastically when it comes to testimony. Interpreting testimony primarily involves reading thoughts, doxastic states and intentions from linguistic statements. It is precisely this interpretative relation that turns a linguistic statement into testimony, that is to say into an assertion expressing a doxastic commitment. This interpretative relation is disanalogous to the one existing between natural signs and things signified. For, taken as assertions, linguistic statements, unlike natural signs, can not only be true or false but also truthful or deceitful—that is to say, they can (1) rightly or wrongly represent an actual state of affairs and they can (2) rightly or wrongly represent the witness’s beliefs about these states of affairs.

In order to account for these aspects of testimony, Reid introduces two further principles. The first, the principle of veracity, states that human beings have a natural propensity “to speak truth and to use the signs of language, so as to convey our real sentiments” (Reid 1764: 6.24; 193). Rather than an acquired intellectual virtue, for Reid veracity is presupposed in all linguistic practices involving assertions. For if linguistic statements were not in general reliable indicators of what people mean when they produce them, then communication through language would become impossible (ibid.: 6.24; 194–95). Of course, some people lie or are, for a variety of reasons, unreliable witnesses. But even a liar cannot count as a liar, as opposed to someone who is cognitively impaired, if all her statements systematically fail to indicate what she believes. We can only learn to tell reliable from unreliable witnesses within a linguistic practice that presupposes truthfulness.

Secondly, the principle of credulity, states that human beings have a natural propensity to believe in testimony (Reid 1764: 6.24; 194). Reid contends that if we were to suppose that belief in testimony is the result of experience rather than a basic natural instinct, then, absurdly, it would follow that children would be “absolutely incredulous” and, hence, incapable of being taught while the most experienced and educated individuals would rank as the most credulous (ibid.: 6.24; 194–95). The principles of veracity and credulity complete Reid’s argument for the reliability of human testimony and the claim that, because of a structural analogy between these two forms of information gathering, testimony is as reliable as sense perception.

Now, an important ambiguity in the formulation of the two principles threatens Reid’s account (see Van Cleve 2006). For when Reid claims that we have a natural propensity “to speak truth and to use the signs of language, so as to convey our real sentiments (my emphasis),” it is not clear whether he means:

(1) That S’s testimony that p is a reliable indicator that S believes that p; or

(2) That S’s testimony that p is a reliable indicator that p is true; or

(3) That S’s testimony that p is a reliable indicator that S believes that p and that p is true.

Most of what Reid actually says about the veracity principle seems to suggest that what he actually has in mind is (1). But it is unclear how that argument can support the view that testimony is a reliable source of empirical beliefs since the credulity principle would be interpreted as merely stating that we have a propensity to believe that S believes that p when S testifies that p. This would be an unreliable foundation for our belief that p, since the truth that S believes that p is compatible with p being false. On the other hand, if (2) was the proper interpretation of the veracity principle, it is unclear how Reid could claim that testimony is an independent source of empirical beliefs. For S’s testimony that p can only be a reliable indicator of the truth of p if S knows that p as opposed to merely believing that p. On this reading our reliance on S’s testimony that p would—absurdly—depend on an independent assessment of S’s knowledge of p.

Reid might be defending a version of (3), namely, the claim that testimony is a reliable indicator of the witness’s beliefs and of the truth of what she believes. To see why, it is important to keep in mind that, for Reid, testimony is fundamentally a social practice that only makes sense on the supposition that linguistic statements are globally truthful and true even if, occasionally, they can be locally deceitful or false. For if linguistic statements were systematically or randomly deceitful it would be impossible to take them as assertions expressing doxastic commitments in the first place and it is hard to conceive the possibility of a linguistic practice that can do without giving and receiving assertions (Reid 1764: 6.24; 194; see also Coady 1992 85–93). In other words, global skepticism about the reliability of testimony is incompatible with the possibility of the linguistic practices that make the skeptical challenge intelligible in the first place. So, testimony is generally assumed to be both truthful and true, unless there are reasons to suspect it in a particular case, pretty much in the same way that sense perception is generally assumed to be a reliable indicator of external states of affair unless there are particular reasons to suspect a given observational report.

Reid’s forceful defense of the certainty of testimony-based beliefs led him to challenge that the distinction between different kinds of certainty is to be interpreted as a distinction in degrees of certainty. In Intellectual Powers, Reid distinguished between two kinds of reasoning leading to certainty: demonstrative and probable reasoning (which includes both inductive reasoning from sense perception and from testimony). These two ways of acquiring knowledge both lead to certainty but are different in kind. Thus, for instance, demonstrations are concerned with necessary truths while probability deals with contingent ones; a single demonstrative argument is sufficient for certainty while, in probable reasoning, evidence is cumulative; demonstrations proceed deductively while probable reasoning involves inductive inferences. The difference in kind, however, does not entail a difference in degree:


In common language, probable evidence is considered as an inferior degree of evidence, and is opposed to certainty. … Philosophers consider probable evidence, not as a degree, but as a species of evidence which is opposed, not to certainty, but to another species of evidence called demonstration.

(Reid 1785: 7.3; 557)



Like Reid, the philosophers who took moral certainty to be a form of full certainty, stuck to the claim that the tripartite distinction of forms of certainty is a distinction of different irreducible kinds, not a distinction of degrees. This was the view defended by the great mathematician Leonhard Euler in his Lettres à une Princesse d’Allemagne sur divers sujets de physique et de philosophie (Letters to a German Princess on Various Topics in Physics and Philosophy). Euler claimed that there are three kinds of truths accessible to human beings, (1) truths of the senses, (2) truths of the understanding and (3) “truths of faith” or “historical truths.” For each kind of truth there is a corresponding kind of proof: direct observation or experience ground all the truths of the first kind, reasoning is the criteria for intellectual truths and reliable testimony serves as proof for the third kind (Euler 1768: 273). Though these proofs are different from one another, Euler claims that if they are solid in their respective kind, they produce the same conviction (ibid.: 274). All three ways of knowing contribute equally to the increase and progress of our knowledge and are equally subject to error. Mathematics is no more error-free than history. Certainty results from the combined assessment of the solidity of the proof advanced to support a knowledge claim and of the fitness of the kind of proof provided to the kind of truth that is asserted. For that reason, it would be incorrect to say of the certainty produced by these three different sources that “the truths of one of them are better grounded that those of another one” (ibid.: 275). To each kind of proof corresponds a different kind of certainty: physical certainty, logical or demonstrative certainty and moral certainty (ibid.: 281).

Euler’s stance might be surprising, since one would naturally expect a mathematician to extol the certainty and exactness of demonstrative knowledge. But Euler was clearly aware that immersion in one form of knowledge might mislead practitioners into thinking that all forms of knowledge should be subject to the kind of proofs customary to that area. Experimental philosophers assume that proof demands rigorous experiment, mathematicians think that only demonstrations produce knowledge and some historians believe that all knowledge—even in mathematics—is based on testimony (ibid.: 276). Euler responded that “for truths of each of these kinds, one should be satisfied with proofs that are appropriate to the nature of each of them.” Although this seems to be a mere restatement of Aristotle’s time-honored claim in the Nicomachean Ethics, Euler had a contemporary aim: to ridicule the many esprits forts of his time who sought geometrical demonstrations to establish truths of religion for which solid testimony was appropriate (ibid.: 275).

David Hume also defended a version of the equal certainty thesis. The clearest formulation can be found in his Letter from a Gentleman to his Friend in Edinburgh, which Hume published anonymously in 1745 to answer objections to A Treatise of Human Nature (1739–40) circulated among those opposed to his candidacy for the University of Edinburgh Chair of Moral Philosophy. One charge raised against Hume was that by denying that the principle “whatever begins to exist must have a Cause of Existence” is intuitively or demonstratively true he had implicitly committed himself to atheism. Rejecting the demonstrative certainty of this metaphysical principle entailed that a supernatural cause—i.e. God—could not be demonstratively inferred as necessary for the existence of the world. Hume defended himself against this charge by stressing that he only denied that the principle is an intuitive or demonstrative truth, which in no way immediately implies that the principle is not certain. Denying that this principle is metaphysically certain does imply that any a priori demonstration of the existence of God is doomed to failure. However, it is not a consequence of Hume’s position that non-demonstrative a posteriori proofs, such as the design argument, would equally fail. To claim that we can only be morally, rather than metaphysically, certain that everything has a cause does not diminish the certainty of the principle; unless one also believes that moral certainty is less certain than intuition and demonstration (which he does not).


It is common for Philosophers to distinguish the Kinds of Evidence into intuitive, demonstrative, sensible, and moral; by which they intend only to mark a Difference betwixt them, not to denote a Superiority of one above another. Moral Certainty may reach as high a Degree of Assurance as Mathematical; and our Senses are surely to be comprised amongst the clearest and most convincing of all Evidences. Now, it being the Author’s Purpose [i.e. Hume himself, DP] … to examine the Grounds of that Proposition; he used the Freedom of disputing the common Opinion, that it was founded on demonstrative or intuitive Certainty; but asserts, that it is supported by moral Evidence, and is followed by a Conviction of the same Kind with these Truths, That all Men must die, and that the Sun will rise To-morrow. Is this any Thing like denying the Truth of that Proposition, which indeed a Man must have lost all common Sense to doubt of?

(Hume 1745: §26).5



Hume’s version of the equal certainty thesis is based on the doctrines he develops in the Treatise and in the Enquiry concerning Human Understanding (1748). In these works, Hume examines certainty and the distinction between knowledge and probability, through his associationist psychology. In A Treatise Hume argued that all claims to knowledge are the products of relations between ideas—the “philosophical” relations— which are ultimately founded on the three ways we unreflectively associate ideas: resemblance, contiguity and causation. The different ways of relating ideas divide into two groups: relations that depend solely on the content of the ideas (resemblance, contrariety, quantity and quality) and those that also depend on the manner and order in which the ideas appear to the mind (identity, spatial and temporal relations, and causation) (Hume 1739–40: 1.3.1.1; SBN 69). That I observe one of two resembling perceptions first and the other second does not determine whether or how they resemble each other. It is only their respective contents that matter. But the manner and order in which two perceptions present themselves to me is crucial for determining that one is (or represents) the cause and the other, the effect. These latter relations cannot be established independently of experience.

Content-dependent relations make up the domain of intuitive and demonstrative knowledge. Once a demonstration makes the relation visible to the mind, it is not possible to think of that relation as being otherwise than it is perceived. For that reason, mathematical reasoning insofar as it is a series of intuitions manages to “preserve a perfect exactness and certainty” (Hume 1739–40: 1.3.1.5; SBN 71).6

Manner-and-order-dependent relations constitute the domain of “probability,” since these relations must be determined by inferences drawn from the manner and order in which things are perceived. Thus, I cannot intuitively know that two temporally contiguous resembling perceptions are perceptions of the same identical thing from the relation of contiguity itself. If I conclude that they are, I must infer their identity from my experience of the two perceptions sharing the same spatial location. If I formed the supposition that someone has substituted the initial object for another similar one in such a short period of time that I didn’t notice, this would upset my normal causal expectations. Consequently the way things present themselves in time and space, together with some causal expectations, are required to make identity attributions.

Now, it seems that manner-and-order-dependent relations cannot be endowed with as much certainty as demonstrative relations. For they are established by inferences from what is present to the mind (e.g. two resembling perceptions or two constantly conjoined kinds of perceptions) to what is not detectable by the mind (e.g. identity or causality) and depend on the contingent way perceptions appear to an observer. Hume, however, does not conclude that propositions that are not demonstratively certain are merely probable. He claims that the philosophers who do that “are oblig’d to comprehend all our arguments from causes or effects under the general term of probability” (Hume 1739–40: 1.3.11.2; SBN 124). But it sounds odd to claim that propositions like “the sun will rise tomorrow” are merely probable. For that reason Hume makes a threefold distinction between:


(1) Knowledge, or “the assurance arising from the comparison of ideas”

(2) Proofs or “those arguments, which are deriv’d from the relation of cause and effect, and which are entirely free from doubt and uncertainty” and

(2) Probability or “that evidence, which is still attended with uncertainty.”

(Hume 1739–40: 1.3.11.12)



All empirical beliefs are, for Hume, the product of manner-and-order-dependent relations and, among these relations, causality is the most basic (Hume 1739–40: 1.3.2.2; SBN 73–74). For that reason, Hume takes all empirical beliefs to be ultimately founded in causal expectations. Accordingly, a “proof” regarding an empirical fact is certain because, being based in a uniform past experience of the constant conjunction between two types of events, the mind forms such a strong causal expectation that it is incapable of believing—as opposed to merely conceiving—the contrary. I can, for instance, imagine a possible scenario in which I might jump from the top of a high-rise and glide gently into the ground. However, when I am actually on top of the building, the fear resulting from the normal expectation of a fatal fall paralyses me and, if I am not hallucinating or delusional, will prevent me from jumping. No amount of persuasion can convince me that I will not die if I jump. As Hume puts it “[i]f we believe, that fire warms, or water refreshes,’tis only because it costs us too much pains to think otherwise” (Hume 1739–40: 1.4.7.11; SBN 270).7

Now it can be objected that Hume’s argument defending the equal certainty thesis is weak. For whereas the certainty of a demonstratively true proposition is established by proving the logical impossibility of its contrary, the certainty of a matter of fact is determined merely by the psychological resistance to believe its contrary. The modal status of demonstratively certain propositions seems clearly stronger than empirically certain propositions. But Hume thinks that logical and causal modalities are nothing but different ways of making explicit what the mind can or cannot do in its different operations (Hume 1739–40: 1.3.14.23; SBN 166). Both kinds of modality are, for Hume, expressive of what is psychologically possible for us.8

The impossibility of conceiving the contrary of a proposition is, thus, a particular way of proving the certainty of propositions that depend solely on relations of ideas. The incapacity of believing the contrary of a proposition is a way of proving propositions that depend on experience. Though the proofs are different both are grounded on the same understanding of our psychological dispositions, and are equally strong and valid ways to certainty.

Domain-specificity and claims to knowledge: the transcendental turn

In Germany, the problem of the competing claims to certainty in different domains of inquiry generated an important debate. Although orthodox Wolffians defended the epistemic superiority of mathematical and demonstrative knowledge over “historical” knowledge, there were also defenders of the equal certainty thesis. Johann Martin Chladenius’s Vernünftige Gedanken von dem Wahrscheinlichen und desselben gefährlichen Mißbrauche (Rational Thoughts on the Probable and Its Dangerous Misuse) (1748) was devoted to arguing against the worship of the “idol of probability” (Abgott der Wahrscheinlichkeit) so common among his contemporaries (Chladenius 1748: 1). Chladenius’s goal was to raise doubts about the viability of a “logic of probability” while conversely saving history, “hermeneutic” (i.e. the science of interpreting texts), and natural science from the charge of being disciplines that could only produce highly probable beliefs but never “complete certainty” (Chladenius 1748: 142).

With greater philosophical acumen Crusius argued in Weg zur Gewißheit (The Way to Certainty) that “certainty is a property of a proposition thanks to which one no longer has any rational cause to be worried of being misled when one takes the proposition as true” (Crusius 1747: §246). A proposition is certain when it is irrational to challenge it. When there are at least some reasons to question it, the proposition is merely probable (bloß wahrscheinlich) (ibid.). Crusius maintained that, formally, certainty can be defined according to two modal principles: (1) when it is impossible to think the contrary of p, then p is certain and (2) when it is impossible to think the contrary of p as being true, then p is certain. Certainties of the first kind are called demonstrative and certainties of the second kind are called moral (Crusius 1747: §421–22). When the contrary of p is unthinkable, p is demonstratively certain; and when the contrary of p is unbelievable, p is morally certain.

This debate in general, and Crusius’s thinking about certainty in particular, were important for the development of Kant’s views about knowledge which culminated in the publication of the Critique of Pure Reason. Kant’s understanding of the issues related to distinctions of kinds or certainty can be seen in his comments on Meier’s Auszug der Vernunftlehre (Excerpts from the Doctrine of Reason) (1752), a compendium of Wolffian logic. Kant used Meier’s manual from 1755 until 1795 and his copious notes reflect both the continuities and discontinuities between the pre-critical and critical periods of Kant’s thought. In the manner typical of Wolffian “scholasticism” Meier introduced further distinctions concerning certainty, alongside the distinction between kinds9. In his lectures and comments not only Kant showed awareness of Meier’s fine-grained distinction of kinds of certainty, but he also endorsed a version of the equal certainty thesis. In the Vienna Logic, Kant explicitly claimed that testimony-based beliefs—which he called “historical beliefs”—counted as knowledge to the same extent as beliefs derived from personal experience:


We can see that historical belief can also be knowledge if I ask someone, What is the capital of Spain? and if he would say, I believe it is Madrid[;] then I would say, You have to know this, not believe it. If one wanted to say that one cannot know it unless one has been there oneself, then I can answer, If I am there myself, I cannot learn it except from what the residents there tell me, and hence I accept it on the testimony of others. The fact that it is testimony does not hinder there being certainty in this matter. For we can just as well accept something on the testimony of others as on our own experience.

(Kant 1992a: Ak XXIV, 896)10



Kant also made use of Meier’s distinction between objective and subjective certainty. Objective certainty is a property of things themselves and so, Kant claims, is what we normally refer to as “truth” (Kant 1992a: Ak XXIV, 143). Subjective certainty is an epistemic property of judgments not of things. For that reason, subjective certainty does not entail truth and subjective uncertainty can obtain.

In his notes and Lectures, Kant also connects certainty with modality. In the Blomberg Logic he claimed that “certainty is nothing but the subjective necessity in the quality of the judgment” (Kant 1992a: Ak XXIV, 142). Kant added that subjective necessity is ascribed to a judgment when the contrary of it is known to be impossible (Kant 1764: Ak II, 290). In the lectures contemporary to or after the Critique of Pure Reason. Kant ties the different ways of taking something to be true (Fürwahrhalten) to the three categories of modality as presented in the Transcendental Analytic. Thus an opinion (Meinung) expresses the judgment that p as being problematic, because it only takes p to be likely or probably true. A belief (Glauben) expresses the judgment that p as being assertoric, because it takes p to be actually true. Finally, to say that one has knowledge (Wissen) of p expresses that the judgment that p is apodictic, for it takes p to be necessarily true (Kant 1800: Ak IX, 66–70).

In the pre-critical period Kant also became increasingly interested in the problems generated by the idea that certainty is domain-specific and, particularly, with their consequences for determining whether metaphysics is possible as a science dealing with certain knowledge. As we have seen, these problems revealed incompatibilities between claims to knowledge in different domains. Reflection on this issue led Kant to the project, proper to the first Critique, of determining the limits within which different disciplines can raise legitimate claims to knowledge. Kant first tackled this issue in the brief Inquiry into the Distinctness of the Principles of Natural Theology and Ethics (1764), which he wrote as a response to a question posed by the Berlin Academy of Science for the year 1763. The Academy offered a monetary prize to the best response to the following question:


One wishes to know whether the metaphysical truths in general and the first principles of Theologiae naturalis and morality in particular, admit of distinct proofs to the same degree as geometrical truths; and if they are not capable of such proofs, one wishes to know what the genuine nature of their certainty is, to what degree the said certainty can be brought, and whether this degree is sufficient for complete conviction.

(Kant 1992b: lxii)



The prize was given to Mendelssohn’s essay Abhandlung über die Evidenz in metaphysischen Wissenschaften (Essay on Evidence in the Metaphysical Sciences), where he introduced the distinction that we have already discussed between self-evidence and certainty (Mendelssohn 1764). Mendelssohn argued that metaphysical truths are as capable of certainty as mathematical ones but, because of their lack of perspicuity (Faßlichkeit), they are, unlike most mathematical truths, not endowed with self-evidence (Evidenz) (Mendelssohn 1764: 10–11). Kant’s piece came in second but the Academy thought his essay to be good enough to be published along with Mendelssohn’s (for a discussion of the two essays see Guyer 1991).

In a clearly anti-Wolffian stance, Kant’s answer to the Academy question was that, although metaphysics is capable of as much certainty as geometry (Kant 1764: Ak II, 292), they do not share the same means of proof and hence must have different methods. While in geometry we arrive at definitions synthetically by constructing objects, in philosophy, definitions are the result of the analysis of concepts. To put it differently, because the objects of geometry are constructed their concepts do not pre-exist their definitions, whereas in philosophy we start with concepts that are already given and attempt to come to an understanding of what belongs essentially to them by analysis (ibid.: Ak II, 276 and 283).

Kant’s anti-Wolffian stance in the 1764 Inquiry was nourished by his reading of Crusius. He was especially interested in how Crusius distinguished between moral and metaphysical certainties while claiming that both were equally certain. The distinction implied that some propositions are (metaphysically) certain because their contraries violated the principle of contradiction, but other propositions were (morally) certain because it was impossible to think of them as not being true. According to Kant, Crusius’s distinction was key for understanding how metaphysics could lay legitimate claims to certainty. The reason lies in Crusius’s claim that the material first principles of metaphysics, though unprovable, are nevertheless certain because we cannot think of them as not being true. When writing the Inquiry, Kant already had sympathy for Hume’s and Crusius’s criticisms of rationalist metaphysics and, hence, believed that the first material principles of metaphysics could not be either intuitively true or logically derived from formal truths. For that reason, he was happy to subscribe to the view that there are unprovable material first principles that can be endowed with full certainty. Admitting their existence was, he believed, a crucial step towards the possibility of a metaphysics founded on fully certain material first principles. However, Kant was not satisfied with Crusius’s principle that, as he put it, “what I cannot think otherwise than as being true, is true.” For as this principle only stated what I cannot do, it could never be a foundation for the objective truth of any knowledge. Subjective certainty must amount to more than personal persuasion; it must also be evident (augenscheinlich) for every human understanding (Kant 1764: Ak II, 295). While stressing the shortcomings of Crusius’s position, Kant does not have in the Inquiry a better solution to this problem.

The solution came in the Critique of Pure Reason. There Kant sorted out doxastic attitudes by first distinguishing persuasion (Überredung) from conviction (Überzeugung). Persuasion is a form of unreflective assent (Fürwahrhalten), a kind of hunch for which the person cannot provide any reason or justification. Conviction is a form of assent for which reasons can be cited. The criterion for distinguishing persuasions from convictions is, so Kant argued, the communicability, rational acceptability, or intersubjective validity of the assertion (Kant 1781/1787: A820–21/B848–49).

Whereas persuasion is only “privately valid” convictions are valid on account of the possibility of their being acknowledged—even if not necessarily endorsed—by other rational creatures. The grounds for conviction can be objective or subjective. Objective grounds for asserting are reasons that show, at least, the real possibility or probability and, at most, the necessity, of what is asserted (see Kant 1781/1787: Bxxvi, note). Subjective grounds are the reasons that persons who assert cite as the grounds of their assertion (see Chignell 2007). A person who has no subjective grounds for asserting, other than expressing a conviction, is merely entertaining a persuasion. Subjective grounds and objective grounds may not coincide either. Think for example of Pascal’s wager: a person may have practical or moral (subjective) reasons for asserting the existence of God even if she cannot assign high (objective) probabilities to it or determine its real possibility. Subjective and objective grounds can also be sufficient or insufficient. Kant holds that “subjective sufficiency is called conviction (for myself), objective sufficiency, certainty (for everyone)” (Kant 1781/1787: A822/B850).

On the basis of these distinctions Kant distinguished three further doxastic attitudes:


(a) Expressing an opinion [Meinung] is asserting on the basis of grounds that are subjectively and objectively insufficient. It is the problematic assertion of a mere likelihood that is neither encompassed with conviction nor with certainty.

(b) Entertaining a belief [Glauben] is asserting on the basis of grounds that are subjectively sufficient but objectively insufficient. In this case, we have conviction without certainty.

(c) Having knowledge [Wissen] is asserting on the basis of grounds that are both subjectively and objectively sufficient. Knowledge is encompassed with conviction and certainty.

(Ibid.: A822/B850)



Now, identifying the grounds upon which metaphysics and the different sciences base their claims to knowledge and deciding on their respective legitimacy is a central aim of the Critique of Pure Reason. The thrust of Kant’s Copernican revolution lies in the idea that “reason has insight only into what it itself produces according to its own design” (Kant 1781/1787: Bxiii). For it is only when the knower is the author of its object that the subjective grounds for asserting something about it are, at the same time, objective. This is for Kant the case in geometry (see Smith, Chapter 29 in this volume), which constructs its objects (Kant 1781/1787: Bxi—xii). But it also holds in modern natural science, which, rather than trying to discover the hidden laws of nature through mere observation, formulates laws and, then, conducts experiments fitted to test whether the phenomena conform to these laws (Kant 1781/1787: Bxiii—xiv). In all other cases, when the laws constituting the object are not “prescribed” by the knower, the subjective grounds for claiming knowledge cannot be cited as having objective validity.

Kant claims that there are two general areas in which we can think of ourselves as the lawgivers of the objects we attempt to cognize. The first is with respect to objects of experience and the second regarding moral duties. In the first case, we can think of ourselves as lawgivers regarding objects as they conform to the sensible and intellectual conditions by which we experience them. Considered as appearances, rather than as things in themselves, the objects of our experience are constituted by the way we structure them through our sensibility and our understanding. The a priori forms of our sensible intuitions (space and time) and the a priori rules by which we synthesize the information provided by our sensibility (the categories of the understanding), constitute together the form of any possible object of experience. By way of a series of complex arguments, Kant claims in the Transcendental Analytic that, given that the subjective forms by which we cognize the objects of experience are also the laws governing any possible experience, the subjective grounds of our cognition are, at the same time, its objective grounds. For that reason, knowledge is possible regarding objects of experience. But with respect to objects considered as they are, independently of the manner by which our cognitive faculties constitute them—with respect to things in themselves, that is—knowledge is out of reach. The reason is, simply, that our cognitive faculties cannot be thought to have a legislating role with respect to things in themselves and, thus, the subjective grounds we might have to take these objects to be thus and so, cannot be taken, all by themselves, to have objective validity. Hence, the satisfaction conditions for knowledge can only be met by assertions whose scope is limited to objects of experience, and, thus, no attempt to reason about natural objects beyond the limits of what is given in experience can possibly yield a legitimate claim to knowledge.

The second situation in which we can take ourselves to be the lawgivers of the objects is with respect to moral duties. According to Kant our duties can be derived a priori from a fundamental law of practical reason, the law expressing our freedom as autonomous agents. This moral law states that we ought always to act according to maxims that any rational creature would will to prescribe and to conform to. In this case too, the subjective grounds for taking something to be a moral duty—the absolute commands of practical reason—are, at the same time, its objective grounds, since practical reason commands us to act only according to maxims that could be recognized by all rational creatures as being universally valid. Since the world is the theater in which human actions takes place, Kant claims that the moral law enables a priori knowledge of how the world ought to be in order to be a moral world conforming to the principles of human freedom (Kant 1781/1787: A808/B836).

Kant does not think, however, that our thinking about nature can or should be restricted to what falls within the scope of the knowable. As rational creatures we are naturally responsive to requests for reasons. In trying to respond to those requests we are sooner or later naturally led to inquiry into objects that transcend the bounds of possible experience. Creatures responsive to reasons have, in Kant’s view, a natural drive for metaphysics. In the case of metaphysics’ transcendent objects, the Kantian critique shows that, though assertions regarding these objects cannot be endowed with objective validity, it is possible to show, for some of them, that they are solidly grounded in rational principles and, thus, that there are subjective grounds for taking them to be true. Kant’s argument for this is based on the possibility of moral knowledge. Since it is possible to know how the world ought to be in order to conform to moral principles, it is also possible to know “with complete certainty” (Kant 1781/1787: A828/B856), that the existence of God and a future life are necessary for morality and, thus, ought to exist despite the fact that we cannot know whether they actually exist. In those cases, moral knowledge licenses a rational belief in God and immortality and this belief is endowed with moral certainty (Kant 1781/1787: A829/B857).

Knowledge of (a) what is the case regarding objects of experience and of (b) what ought to be the case according to moral principles yields (c) firmly grounded metaphysical beliefs about the way the natural world—as it emerges from the endeavors of natural science—can be rendered consistent with a moral world, as it conforms to the requirements of practical reason.

As a result of the Copernican turn, Kant’s strategy for solving the problems generated by the domain-specific conception of certainty, takes a very different direction from previous attempts. For all the cases in which there are competing claims to certainty, Kant no longer sought to come up with decision procedures based on a distinction of degrees of certainty. Instead, he argued that a thorough scrutiny of our cognitive faculties led to a clear assessment of their respective jurisdictions and to the determining of the epistemic entitlements on the basis of which different kinds of judgments can lay legitimate claims to knowledge. Insofar as concept use is restricted to what falls within the field of empirical concepts and conforms to the laws prescribed by the a priori forms of intuition and the categories of the understanding, the resulting judgments can lay a legitimate claim to knowledge. Equally, when concept use conforms to the moral law, it can claim the right to have legislative (i.e. normative) power over the domain of human actions. When concepts of reason are applied to a domain transcending all possible experience, they cannot lay a claim to knowledge. However, when reason ventures beyond the realm of possible experience, but uses as a guide the prescriptions of the moral law, a limited epistemic right can be claimed: the right to rationally warranted firm belief.

Conclusion

I have suggested that eighteenth century conceptions of certainty:

(1) Take “certainty” (more precisely, subjective certainty) mostly to mean a property of propositions or acts of mind and not a psychological occurrent state.

(2) Involve an understanding of the modality of assertions. A proposition is certain if its opposite is, in some sense, impossible.

(3) Take claims to knowledge to be domain-specific.

(4) And that together, these characteristics of eighteenth-century conceptions of certainty generate some specific epistemological problems in which doxastic problems are immediately tied to metaphysical or theological problems.

The conflicts between the different kinds of certainty, that I have illustrated here, are pervasive in eighteenth century debates about the respective titles of revelation, sense perception, intuition, testimony, demonstration and philosophical speculation in advancing claims to knowledge. At the same time, these conflicts reveal the reciprocal dependence of epistemology and more general conceptions of the natural and the human worlds such as we find in theology, in natural philosophy, in metaphysics and in morals. For since the satisfaction conditions for certainty are domain-dependent, the existence of such epistemological conflicts discloses significant tensions between conceptions of the world as a system of natural laws, as the creation of an all-powerful and benevolent God, as the expression of universal reason, or as the stage in which human actions take place and culture and social life flourish. Whenever an epistemological problem shows an actual incompatibility between the satisfaction conditions in different areas of knowledge a more fundamental tension between two aspects of our understanding of the world insinuates itself. In the eighteenth century, the quest for certainty is, thus, fundamentally linked to the quest for a more stable conception of the world.

Notes



Except when otherwise noted all translations are mine.

  1 A similar prioritizing of types of certainty in the British context can be found, for example, in William Duncan’s popular Elements of Logic; see Duncan 1748: 312–17.c

  2 This includes moral truths, which Locke thought were capable of being demonstrated.

  3 On historical Pyrrhonism see Perinetti 2006; Völkel 1987.

  4 The first significant response to Craig was published the same year in the Philosophical Transactions of the Royal Society under the title, “A Calculation of the Credibility of Human Testimony” (Hooper 1699). Its author, George Hooper, challenges Craig’s conclusions. For although the latter admits that written and concurrent testimonies diminish the rate of credibility decay, this diminution is insufficient to prevent the total extinction of the credibility of a history in a specifiable time. Hooper’s use of fractions yield a different result; for if credibility decays in single chains of testimony, it critically increases with concurrent chains of written testimony.

  5 For another clear statement of the equal certainty thesis see also Hume 1932: I, 187.

  6 Later on in the Treatise, Hume strongly qualifies this initial confidence in demonstrative knowledge. In a clear reference to Locke’s difficulties in accounting for demonstrations, Hume argued that in demonstrations constituted by long or complicated steps, it is not possible to keep intuitive certainty and that the final result of complex demonstrations depends too on an assessment of the empirical capacities for computation of the person per-forming the demonstration. For that reason, he claimed that all demonstrative knowledge “degenerates into probability” (Hume 1739–40: 1.4.1.1; SBN 180).

  7 Hume maintains in the first Enquiry as well that firmly established causal beliefs and demonstrative knowledge are founded in different kinds of evidence but do not differ in their degree of certainty. Here Hume distinguishes between propositions expressing “relations of ideas” and propositions expressing “matters of fact.” Relations of ideas are not dependent on experience but “are discoverable by the mere operation of thought” and lead to assertions that are “either intuitively or demonstratively certain” (Hume 1748: 4.1). Matters of fact depend on experience and “our evidence of their truth, however great, [is not] of a like nature with the foregoing [i.e. relations of ideas]” (ibid.: 4.2). Hume is also clear that firmly established matters of fact (or “proofs” as he called them in the Treatise) comprise both what philosophers used to call moral and physical evidence. The certainty of causal expectations regarding physical objects or those regarding human behavior “are of the same nature, and deriv’d from the same principles” (Hume 1739–40: 2.3.1.17; SBN 406) as the strong expectation derived from past conjunction and the psychological difficulty to believe the contrary (Hume 1748: 8.19; 1739–40: 2.3.1.16–17; SBN 405–7).

  8 See Holden, forthcoming, and Price 2011.

  9 Meier thought that certainty could also be subjective or objective, adequate or inadequate, complete or incomplete, total or partial.

10 See also Gelfert 2006.
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The debate about soul and mind in the transition from the seventeenth to the eighteenth century continued to be shaped by the broadly Cartesian distinction between extended material bodies and immaterial beings. At universities the latter were often the subject of an entire subdiscipline of philosophy known as pneumatics or pneumatology, which concerned itself not only with the human soul, but with all kinds of spiritual being, including angels, demons, and even God, at least insofar as he could be known through natural reason rather than scriptural revelation. The Arminian clergyman and philosopher Jean Le Clerc for example explained that there were three types of spirits: “human minds,” which were joined to a physical body; “other minds, which are either not united with any corporeal being, or united with a more delicate kind of corporeal being,” such as angels; and thirdly, God (Le Clerc 1704: 276).1 Some philosophers limited proper knowledge of spiritual being to only two kinds: the human mind, the workings of which were known to each person through self-consciousness, and God, whose attributes were evident from creation, at least to a certain extent. The existence of other forms of spiritual being was not thereby ruled out, but it was often argued that humans had no reliable knowledge of them. As the Glasgow professor of moral philosophy Francis Hutcheson wrote, “we do not on the basis of the powers of our understanding alone have certain knowledge of other spirits, with the exception of our minds and the all-powerful and just God, [and therefore] only these two will be discussed in philosophy” (Hutcheson 1742: 27).2

Discussions of the human soul focused especially on the nature of its substance or essence and on its relationship to the body. The spiritual, rather than material nature of the soul was widely considered important for proving its natural immortality and the existence of an afterlife, in which according to Christian belief the soul would be either rewarded or punished, depending on the relevant person’s conduct in temporal life. Descartes’s strict distinction between material bodies and immaterial beings such as the soul allowed philosophers to argue that the physical disintegration of the body did not necessarily affect the soul, which was able to continue to exist after death (Cottingham 1992; Thiel 2011: 82), but it also made it difficult to explain the interaction between two substances that were so different in kind from each other. Among those who defended the spiritual nature of the soul there were three main theories of the relationship between body and mind, all of which were problematic in some respect. The first of these solutions was the idea of physical influx, that somehow spirits could initiate and direct the movements of material bodies. The problem was that it was not obvious how an immaterial being like the soul, which was neither extended nor impenetrable, could be the cause of motion in a hard, physical body. The second was Malebranche’s occasionalist system, according to which God had to intervene directly and continually in creation because mind and body could not influence each other without divine assistance (see Peter Kail’s essay, Chapter 7 of this volume). It seemed undignified however for God to be involved immediately in all temporal affairs. Occasionalism also appeared to make God a direct participant in all crimes and immoral actions that took place in the world. The third main solution was Leibniz’s so-called pre-established harmony (harmonia praestabilita), which treated body and soul like two clocks whose movements were synchronized but independent of each other. That notion however seemed to turn the soul into a kind of “spiritual automaton,” which had to follow a certain predetermined course and which was therefore deprived of the freedom of choice that was a requirement of moral responsibility and agency. The eighteenth century is of course also the age in which materialist theories of the soul gained currency in heterodox and “radical” intellectual circles (Israel 2001: 704–13). Theories of a material soul provided a solution to many of the difficulties of Cartesian dualism: it was easier to explain interaction between a material soul and a material body than between a spiritual soul and a physical body. Assuming the materiality of the soul however led to other difficulties. A material soul was presumed to be subject to decay and death like the body, rather than being immortal. It also appeared to deprive humans of true free will: if our choices in the mind were just the result of material, mechanical causes, then it was not evident how we differed from machines that acted strictly according to physical necessity.

I shall first examine the debates about the soul in eighteenth-century Britain; I shall then turn to France, and finally discuss developments in the German-speaking lands of the eighteenth century, before concluding with a brief discussion of the changing nature of the debate on the soul towards the end of the eighteenth century. For reasons of space I have not been able to include other parts of Europe that would have otherwise merited discussion, especially the Italian and Iberian peninsulas. These divisions by geographic area are, to some extent, artificial, and it is important to emphasize that the republic of letters in which these debates took place was in many ways an international community, in which individuals and written works of all kinds (letters, books, journals, and manuscripts) regularly traveled across national and political boundaries. Some of these connections between different “national” philosophical debates will be evident in each of the sections below.

Britain

In Book 4 of his Essay concerning Human Understanding (1689) John Locke suggested that knowledge of our soul was limited to the consciousness of its successive sense impressions, acts of volition, and other operations, and that we had no knowledge of the essence of the mind or soul itself (Thiel 2011: 109). In fact, the soul might not even be a spiritual being, but be purely material. The classic argument that matter was “stupid” and inert and therefore incapable of performing the functions of the human mind was wrong because God could have endowed matter with the power to think. Indeed, it would be an insult to God’s omnipotence to say that he was incapable of doing so (Locke 1689: 4.3.6). Locke claimed that he had not intended to “lessen the Belief of the Soul’s Immateriality” (ibid.; Yolton 2004), but only to show that philosophy was insufficient to prove it. Yet his arguments were widely interpreted — favorably by some, critically by others — as support for belief in the materiality of the soul. They drew a flood of responses from philosophers and theologians such as Edward Stillingfleet, the Third Earl of Shaftesbury, George Berkeley, Joseph Butler, Bernard Mandeville, Matthew Prior, Samuel Clarke, Anthony Collins, and many other, less well-known figures (Fox 1988: 38), most of them hostile. One of the reasons why Locke’s suggestion concerning the possibility of a material soul was so controversial was that the immortality of the soul and the existence of an afterlife were seen to depend on its spiritual nature. It was believed that unlike extended physical bodies an immaterial being was not composed of smaller elements, but was a simple, indivisible entity. Physical bodies perished when the union of material elements of which they consisted was dissolved, but spiritual beings were simple entities that could not disintegrate in the same way. They might be annihilated, but the annihilation of any created being (as opposed to the disintegration into its constituent parts) was only possible by an act of God, not within the ordinary course of nature. Yet if the soul was a material being, it was feared, it would be dissolved together with the physical body it had belonged to.

In eighteenth-century France the belief in a material soul was mostly used to support atheism, but in England around 1700 it was associated with heterodoxy rather than outright irreligion. It was linked in particular to a deeply heretical theological opinion known as “mortalism,” according to which the human soul did not continue its existence after the death of the body, but perished or at the very least subsisted in a state of sleep, until the resurrection preceding the Last Judgment. Mortalism had a long history in Protestant theology. Though Calvin had condemned it, mortalism had received some support from other Reformers such as Tyndale and Luther (Young 1994: 69). It appears in Hobbes’s Leviathan (Hobbes 1651: ch. 38; III, 704–8) and in the writings of John Milton (Young 1994: 72). Not all mortalists were necessarily materialists (Wigelsworth 2009), but the idea of a material soul offered powerful intellectual support for mortalist ideas. In 1706 what appeared to be mortalist arguments were advanced by Henry Dodwell, an “otherwise ultra-orthodox” clergyman (Young 1994: 76) in his An Epistolary Discourse, Proving from the Scriptures and the First Fathers that the Soul is a Principle Naturally Mortal. The clergyman John Jackson defended mortalism in his reply to Andrew Baxter’s Enquiry into the Nature of the Human Soul (Baxter 1733; Jackson 1735). And in 1748 Edmund Law spoke in favor of mortalism in an academic thesis, which he submitted for his Cambridge doctorate in divinity (Young 1994: 74; see Law 1705). Later, mortalism was championed by the dissenter Joseph Priestley, for example in the “Introductory” to his edition of David Hartley’s Theory of the Human Mind, on the Principle of the Association of Ideas (1775), where Priestley observed that


I … think that the whole man is of some uniform composition, and that the property of perception, as well as the other powers that are termed mental, is the result (whether necessary or not) of such an organised structure as that of the brain. Consequently, that the whole man becomes extinct at death, and that we have no hope of surviving the grave, but what is derived from the scheme of revelation.

(Priestley 1775: xx)



The materialist arguments of authors like Jackson or Priestley may seem deeply irreligious, but their reasons for adopting mortalist beliefs were theological and part of a defense of the importance of Christian revelation (Young 1994: 74). They believed that the soul could not be immortal by nature, because its survival into an afterlife had to depend totally on Christ and the effects of his grace.

An alternative response to Locke came from the Scottish skeptic David Hume, who argued that there was no means of knowing the substance of anything, whether this was the human soul or a material body, and that, he said, “seems to me a sufficient reason for abandoning utterly that dispute concerning the materiality and immateriality of the soul, and makes me absolutely condemn even the question itself” (Hume 1739–40: 1.4.5.6; SBN 234). The human self was “nothing but a bundle or collection of different perceptions, which succeed each other with an inconceivable rapidity, and are in a perpetual flux and movement” (ibid.: 1.4.5.4; SBN 253; cf. Thiel 2011: 418–22) (see Ainslie and Ware in Chapter 10 of this volume). The idea of a single, unchanging soul was only a fiction, intended to provide this protean human self with an imaginary identity and continuity. The existence and nature of this soul simply could not be demonstrated philosophically. In his essay on the immortality of the soul, which was withheld from publication until after his death, Hume again criticized the attempt to arrive at a notion of the soul and its afterlife by means of philosophical reasoning, ending the essay with a statement (which may or may not have been ironical), that mankind owed its knowledge of the immortality of the soul entirely to divine revelation (Hume 1742: 598). Hume’s intention, unlike Priestley’s, was not to prove the natural mortality of the human soul, but to show that philosophical argument could not be applied to religious matters such as the afterlife or the nature of divine providence.

Yet most authors were neither materialists nor skeptics, and to them it seemed that philosophy afforded strong evidence for the immateriality of the soul. Although such theorists often admitted the difficulty of acquiring any reliable empirical knowledge of such a soul, they believed it was possible to infer at least some of its properties. It was argued, for example, that the qualities of spirits had to be entirely different from those of matter: if matter was extended in space and inert, then spirit must be an active principle without spatial extension. And whereas material bodies were compounds of smaller material elements, spirits were simple substances that could not disintegrate into smaller parts or perish as a result of natural causes. Andrew Baxter in the full title of his work on the soul claimed to be showing its immateriality “from the principles of reason and philosophy” (Baxter 1733). Another fairly typical example is A Course of Lectures on the Principal Subjects of Pneumatology, Ethics and Divinity by the Reverend Phillip Doddridge, who was head of a Dissenters’ Academy in Northampton from 1729. In his Course of Lectures, which appeared posthumously in London in 1763 and was republished in 1799, Doddridge admitted the very limited nature of human knowledge about the mind or soul: there were many particulars “in which the knowledge we have of our own minds is very imperfect, and we are as it were a mystery to ourselves” (Doddridge 1763: 61). We knew not, what the soul was, other than by its operations. We were unable to determine its essence or “constitution … whence those operations proceed, or what particular and distinct idea is to be affixed to the word principle, if we call it, as many do, an intelligent or conscious principle” (ibid.: 62). Several other questions concerning the soul, its operations and its relationship to the physical body were obscure: the nature of the union between mind and body, the nature of liberty of the will and the nature of personal identity (ibid.: 62). Doddridge did not conclude however that the nature of the soul was beyond the capacities of human understanding altogether. Our notions concerning the essence of the soul might be limited and provisional. That did not mean they were worthless. In fact, it was not unusual for the essences of all kinds of beings to be obscure to us. Knowledge of the human body, for example, was also very poor, but that did not mean all inquiry of this kind had to be abandoned (ibid.: 63). The Scottish physician Robert Whytt argued similarly that skeptics like Hume had given up their philosophical investigation of the human soul too quickly. In his Essay on the Vital and Involuntary Motions of Animals Whytt wrote that the difficulties of acquiring knowledge about spiritual being did not mean “we ought to give up all inquiry into the works of nature, and, with our arms across, sit down contented in ignorance” (Whytt 1763: 426–27). Although he did not refer to Hume explicitly there, Whytt may have been alluding to a very similar passage from the Treatise, where Hume says that it is best to “sit down contented,” when “we see, that we have arrived at the utmost extent of human reason,” “tho’ we be perfectly satisfied in the main of our ignorance” (Hume 1739–40: introd. 9; SBN xviii). On several occasions Whytt stressed the limitations of knowledge about human nature and the human soul in particular. “In every part,” he wrote, “even of the inanimate world, we find inexplicable difficulties. What wonder then, if, in the human body, a system so curious, so subtile and compounded, we should meet with many appearances which we cannot at all account for?” (Whytt 1767: 83). These difficulties did not mean it was futile to form any opinions at all about the nature of the soul, or to doubt its existence. Whytt considered the science of the human soul to be based on experience and empirical “matters of fact.” One reason for his criticism of the Swiss physician Albrecht von Haller, for example, was that Haller, according to Whytt, had not remained within the limits prescribed by verifiable “matters of fact.” Haller’s famous concept of irritability was a hypothesis, in the negative sense used by Newton (Newton 1687: 943): it was a speculative opinion, which, Whytt said, was not based firmly on “facts and observations” (Whytt 1761: 44). Haller’s theory was “metaphysical” and a product of the “unguided imagination,” whereas his own, Whytt’s, views on the soul were based on “plain facts” (Whytt 1763: “Advertisement”).

“Pneumatics” of this kind was often closely related to physiology, as the example of Whytt’s medical debate with Haller indicates (Wright 2000). All matter was commonly believed to be inert and therefore incapable of regulating or initiating bodily functions such as respiration, the circulation of the blood or the sensibility of the nervous system (Whytt 1763: 268; French 1969). There had to be an active, and hence spiritual principle to set matter in motion and direct it. Erasmus Darwin, the English physician and Lunar Society member, for example commented that, “THE WHOLE OF NATURE may be supposed to consist of two essences or substances; one of which may be termed spirit, and the other matter. The former of these possesses the power to commence or produce motion, and the latter to receive and communicate it” (Darwin 1794: 5). Yet the precise role of spirits in regulating bodily functions was a matter of some debate. William Porterfield, a Fellow of the Royal College of Physicians in Edinburgh and author of a two-volume Treatise on the Eye argued that the formation and actions of animals could not be explained in purely mechanical terms. It was therefore necessary to assume the purposive direction of the body by the rational soul, even in those vital motions that were not deliberate or conscious, such as respiration, the circulation of the blood or the contraction of the pupil in light. According to Porterfield, these motions had in fact been voluntary at birth and had only became involuntary later, through “Use and Custom,” as a result of which “they have become so necessary as to make it impossible for us, by any Effort of Mind, to hinder them from going on in their usual Manner” (Porterfield 1759: 31). The necessity of vital actions, therefore, was “in truth and philosophical Strictness of Speech, … no Necessity or Impossibility at all, but only a figurative Manner of speaking, which, like all other figurative Expressions, has nothing at all of physical Reality in it, but leaves the Mind at absolute Liberty to do as it pleases” (ibid.: 154).

Yet Porterfield’s notion that even vital functions, of which the individual was not aware, were guided by the same rational soul that was responsible for conscious thought and action seemed implausible to many. Whytt for example, wrote that the mind did not “preside over, regulate and continue the vital motions, or, upon, extraordinary occasions, exert its power in redoubling them, from any rational views, or from a consciousness that the body’s welfare demands her care in these particulars.” If that were true, it would not be clear why “infants, ideots, and brutes of the lowest kind, (which last are certainly destitute of reason), perform those motions in as perfect a manner as the wisest Philosopher” (Whytt 1763: 316). Whytt agreed with Porterfield that these vital motions could not be explained in purely mechanical terms and that they all involved the participation of an immaterial soul, but this participation was different from that envisaged by Porterfield: it was unconscious, not because it had become habitual, but because it had never been voluntary at all. It was due to a sentient principle in the mind or soul which was distinct from this mind’s capacity for rational deliberation, and which humans had in common with other beings, even “brutes of the lowest kind,” among which it “seems to be wholly devoid of reason or intelligence,” though in some beasts “of a higher class, we can perceive faint traces of something like what we call reason and reflection in man.” It was therefore entirely reasonable to assume that “the human mind, which enjoys all the powers belonging to the souls of the lowest creatures, and has also reason superadded to those powers, be allowed sometimes to act as a sentient, and at other times as a rational being, i.e. in different capacities” (ibid.: 315).

Another, rather different example of a theory concerning spirits and vital functions was that advanced by the Scottish physician Alexander Monro. He agreed that purely mechanical, materialist explanations were insufficient, but he doubted that vital functions were directed by the human soul, because this soul was not conscious of performing them (Monro 1783: 102). Monro concluded that the spiritual being that accounted for unconscious actions such as respiration was not the human soul, but a spirit external to it. Unless the human mind or soul was supposed to possess innate knowledge, it was also impossible to explain, how it could govern the highly complex vital motions such as respiration immediately from birth and without any experience. There was therefore probably a universal spiritual “living principle,” by which God acted on creation, a “Power which created all things, which gave life to animals and motion to the heavenly bodies, continues to act upon, and to maintain all, by the unceasing influence of a living principle pervading the universe, the nature of which our faculties are incapable of duly comprehending” (ibid.: 104).

The physiological argument that animals (and maybe even vegetables) were a combination of matter and spirit naturally led to the question, whether they also possessed an immortal soul. If spirits were, by nature, indivisible and indestructible, this could be taken to imply that animal souls could look forward to an afterlife. This was a matter of some concern, as is indicated by Baxter’s comment, that “[m]en who hold the immateriality of the soul, need not be embarrassed (as it is said they are) how to dispose of the immaterial souls of brutes, or be concerned what powers they may have after the dissolution of their bodies; but leave all to the Being who made them” (Baxter 1733: 156). God, Baxter wrote, could preserve or annihilate any part of creation at will, and the immateriality of animal spirits only meant that they could not be annihilated in the ordinary course of nature. “By natural immortality cannot be meant that any being of itself, and abstracting from the will and concurrence of God, would remain for ever. No being is thus immortal” (ibid.: 108n). And as brutes were incapable of moral good or evil there was no reason for them to merit rewards or punishments in an afterlife either. The same question was raised in the Philosophical Observations of the English physician James Parsons. Parsons declares that “I had much rather that all Animals should be intitled to an Eternity with me, than that I should be dissolved and annihilated with them” (Parsons 1752: 220–22), but suggests a qualitative difference between human and animal souls a little later, when he points out that animals are not moral agents (ibid.: 234). Later, Erasmus Darwin seems to have tried to separate the consideration of animal spirits from that of immortality by identifying two different kinds of spirits. “This immaterial agent” in animals “is supposed to exist in or with matter, but to be quite distinct from it, and to be equally capable of existence, after the matter, which now possesses it, is decomposed” (Darwin 1794: 109). Darwin then however avoided the discussion of the immortality of the soul, which might have followed from this statement, writing that “[b]y the words spirit of animation or sensorial power, I mean only that animal life, which mankind possesses in common with brutes, and in some degree with vegetables and leave the consideration of the immortal part of us, which is the object of religion, to those who treat of revelation” (ibid.: 109). He even speculated that the “spirit of animation” might be a type of particularly fine matter. By not committing himself finally on its essence, Darwin did not have to consider, whether the “spirit of animation” humans shared with other animals might be an immortal soul.

France

French Enlightenment thought is often associated with the development of philosophical materialism, including materialist theories of the human soul. There were certainly a number of notorious, “radical” thinkers who denied the immateriality and afterlife of the human soul, some of the most famous of which were Julien Offray de la Mettrie, Denis Diderot, and the Baron d’Holbach. Unlike English mortalists, these French philosophes did not defend the materiality of the human soul in order to make an (albeit heterodox) theological point, but as part of a campaign against religion in general. It may be that the acrimonious theological disputes beginning in the later years of the reign of Louis XIV eventually discredited all forms of religious belief, at least in the eyes of some, as all sides tore each other’s arguments to pieces (Kors 1990: 266–67). Yet, whatever the reasons for this hostility to religion may have been, it is important to note that not all French authors adopted such extreme views. Even Voltaire, in spite of his attacks on the Christian church, did not intend to abolish religion altogether, but to purify it. And there were many other, even less “radical” authors, who supported an orthodox belief in an immaterial and immortal soul, yet who must also be counted as participants in the intellectual culture of Enlightenment France. Figures like La Mettrie may have caused greater controversy than other, more conventional thinkers, but that does not mean the former are more characteristic of French Enlightenment views on the soul than the latter.

Materialist theories of the soul are to be found in French writings from the late seventeenth century onwards. Many of these “radical” texts were never printed, but circulated as clandestine manuscripts. In some cases a printed text, which was more widely accessible, was complemented by a more provocative, clandestine manuscript version. Around 1700, materialist ideas concerning the soul were, broadly speaking, drawn from two distinct intellectual traditions. One has been described as “Epicurean”; according to it, the soul was a material entity, composed of particularly fine and mobile particles of matter and distinct from the coarser physical body it animated. A standard classical source for these arguments was the Roman philosopher-poet Lucretius, whose De rerum natura, since its fifteenth-century rediscovery, represented the most substantial source of knowledge on “Epicurean” philosophy. In Book 3, verses 179–80, of his poem Lucretius writes that the soul “is exceedingly delicate and formed of exceedingly minute particles” (Lucretius 1982: 203). By the mid-seventeenth century the philosopher, mathematician, and priest Pierre Gassendi had introduced a Christianized version of Lucretius’s atomistic philosophy into French philosophical and medical debate. Towards the end of the seventeenth century, physicians such as Guillaume Lamy also described the soul in very Lucretian terms, though Lamy was careful to restrict these ideas to his interpretation of the animal soul, which humans had in common with beasts, and to distinguish that animal soul from the rational, immortal soul of humans, which was known from Christian revelation (Spink 1960: 118). The idea of the soul as consisting of superfine material particles also occurred in another notorious “radical” text of the early Enlightenment, the Traité des trois imposteurs, ou L’Esprit de Spinosa (Treatise of the Three Impostors, or the Spirit of Spinoza), which originated in the Dutch Republic, but circulated (in several different versions) as a manuscript in freethinking circles in early eighteenth-century France, before it appeared in a first edition in 1719, though it remained difficult to get hold of in print (Wade 1938: 125). Its author wrote that animals and humans had the same kind of soul and were different only because of “la diversité … des organes et des humeurs [the difference … of the organs and the humours].” The soul itself was “un fluide très subtil ou une matière très délie et toujours en mouvement [a very subtle fluid, or a very delicate matter, in constant motion],” which had its source in the sun (Anon. 1999: 747).

A second strand of thought on the materiality of the soul developed from Cartesian philosophy. If, as Descartes had argued, animals were no more than automata, then it was no very large step to claiming that humans could be viewed like animals, as machines. Pierre Bayle drew attention to this implication of Descartes’s thought in the article “Rorarius” of his Dictionnaire historique et critique by mischievously quoting a “very able Peripatetick,” the Jesuit Ignace-Gaston Pardies in his De la connoissance des bestes (On the Cognition of Beasts) of 1672, who wrote that “ all that is most wonderful in the actions of beasts may be done by means of a material soul; will you not soon grant what follows, and say, that all that passes in man may be also done by a material soul?” (1702 ed., Bayle 1697: IV, 907). Another inspiration for this “radicalized” Cartesianism came from the philosophy of Malebranche. Of course Malebranche had not considered the soul a material entity, but in his monumental Recherche de la vérité (Search after Truth) he had explained human physiological functions and the passions in Cartesian terms by referring to the physical structure of the material body, its organization and mechanical properties (Malebranche 1674–75: 351). From this it was possible to conclude, as some did, that there was no need for an immaterial soul at all to explain animal and human life, which was only a question of understanding the body as a machine. A classic example of a radical Cartesian theory of this kind are the writings of the rural parish priest Jean Meslier (1664–1729), which were made public only after his death, to the great shock of his fellow clergymen and parishioners, who had never suspected him of harboring such dangerous opinions, even though Meslier’s relations with his ecclesiastical superiors had been strained for some time before his death. Meslier argued that the soul in humans was no separate, immaterial entity, but just an expression of the particular organization and structure of the human body. “[C]’est précisément dans ces sortes de mouvemens et de modifications internes de la matière, qui et en nous et qui agit en nous, que consistent nos connoissances et nos sensations [Our cognitions and sensations consist precisely in these kinds of movements and internal modifications of the matter that is in us and acts within us].” Therefore it was evident


que tous les animaux sont capables de connoissance et de sentimens aussi bien que nous, puisque nous voïons manifestement, qu’ils sont comme nous composes de chair, d’os, de sang et de veines, de nerfs et de fibres semblables aux notres, puisqu’ils ont comme nous tous les organes de la vie et du sentiment, et même un cerveau, qui est l’organe de la connoissance, qu’ils montrent évidemment par toutes leurs actions et par toutes leur manières d’agir, qu’ils ont de la connoissance et du sentiment.

that all animals are capable of cognition and of feeling to the same extent that we are. For we see clearly, that they are, just like us, made of flesh, bone, blood and veins, nerves and fibers comparable to ours, and they have, like us, all the organs necessary for living and feeling, and even a head, which is the organ of cognition, and it is palpably clear from all their actions and all their ways of acting that they have cognition and feeling.

(Meslier 1864: III, 326)



This soul was not naturally immortal: when the body died and its structure disintegrated, the soul perished as well.

These two opinions, of the soul as a material entity, composed of especially fine and mobile particles, and of the soul as no more than a particular organization and structure of the body were often used side by side within the same text (Vartanian 1982: 149). One example is the anonymous L’ Âme matérielle, of which there are two known and substantially different manuscript versions, and which was written before 1734, probably in the 1720s. In chapter 5 the author argues that the human soul “est matérielle, et formée par les parties du sang les plus subtiles [is material, and formed by the most subtle parts of the blood]” (Anon. 1969: 226), yet in another passage says that the soul is no more than “un certain assemblage des Parties de cette matière [a certain assemblage of parts of this matter], meaning that the soul perishes as soon as this “assemblage” is destroyed (ibid.: 232).

To what extent did these arguments for the materiality of the human soul draw on John Locke’s famous suggestion that it was possible to conceive of thinking matter? Developing the materialist implications of Cartesianism did not require knowledge of Locke’s Essay. Jean Meslier, for example, was not aware of Locke, but was responding to Malebranche and Fénélon in particular; Guillaume Lamy’s ideas preceded Locke’s Essay; and the Traité des trois imposteurs, which greatly influenced French materialist debates, was not indebted to Locke. Yet Locke’s arguments could be interpreted in a way that lent further support to materialist theories of the soul. Locke’s ideas and the debates with authors such as Stillingfleet were also known in France from around 1700, especially from the summaries of English publications in learned journals such as the Nouvelles de la république des lettres, which were published in the less restrictive atmosphere of the Dutch Republic (Thomson 2008: 141–42). Probably the most famous philosophe to comment on Locke’s argument was Voltaire, whose Lettres philosophiques (or Lettres anglaises) of 1734 (although first published in English in 1733 as Letters concerning the English Nation) included one on the English philosopher. A longer, and less tentative version of that letter also existed as a clandestine manuscript, until it appeared in print anonymously in 1736, in the periodical L’Observateur, ouvrage polygraphique et périodique (Yolton 1991: 52), and in 1738, in Lettres de M. de V., published at the Hague (Spink 1960: 320). In the letter of 1734 Voltaire praised Locke, but he was careful not to associate himself too closely with Locke’s opinion that God must have the power to endow matter with thought. In the longer, clandestine version of that piece however he agreed more openly with Locke that there was no reason not to admit the possibility of thinking matter. We knew, Voltaire said, the nature of neither matter nor spirit, but his opinion of the nature of the soul was that which “tous les peuples ont eu d’abord avant que la politique égyptienne imagina[t] la spiritualité et l’immortalité de l’âme [all nations had originally held, until the Egyptians, for political reasons, imagined the soul to be spiritual and immortal]” (Voltaire 1734: 197). “Je penserai,” he continued a little later,


que Dieu a donné des portions d’intelligence [a] des portions de matière organisées pour penser: je croirai que la matière a pensé a proportion de la finesses de ses sens, que ce sont eux qui sont les portes et la mesure de nos idées: je croirai que l’huître a l’écaille a moins d’esprit que moi, par ce qu’elle a moins des sensations et de sens parce qu’ayant lâme attachée a son écaille, 5 sens lui seroient inutiles.

I should think that God has given bits of intelligence to pieces of matter that are organized for the purpose of thinking: I should think that matter has always thought in proportion to the refinement of its senses, since they [the senses] are the doorways and standard for our ideas: I should think that the oyster in its shell has less spirit than I do, since it has fewer sense perceptions and less sense, for its soul is attached to its shell and the five senses therefore are of no use to it.

(Voltaire 1734: 197–98)



Yet other French authors were rather less enthusiastic about Locke’s suggestion that God might have endowed matter with the power of thought, and that therefore the human soul might be material. Jean Astruc, a physician and biblical scholar defended the belief in two substances, matter and spirit, in his Dissertation sur l’immaterialité et l’immortalité de l’ame (Dissertation on the Immateriality and Immortality of the Soul) of 1755. Although he conceded that we could not know the exact nature of these two substances, it was clear that they were different in kind, and that the soul was immaterial (Yolton 1991: 63–64). Another defense of a more conventional two-substance ontology and the pure spirituality of the soul came from Antoine-Martin Roche. According to him it was simply “impossible that the sensations, actions of man, and the movements of the machine of the body have a material soul as their cause” (quoted in Yolton 1991: 67). We also have a “sentiment interieur” which informs us that there is in us a principle of thought, and “une lumiére eclatante” which shows that this must be simple, single, and immaterial. One of the most pressing concerns of Astruc, Roche, and similar-minded theorists was that a belief in the materiality of the soul would not only question its immortality, but the freedom of the human will. If all the operations of the soul or mind were material and took place according to mechanical necessity, then it was not clear that humans were responsible for their conduct, because they did not seem to have the power to choose between different actions at all.

The clandestine version of Voltaire’s piece was used, together with many other, ancient and modern sources, by one of the most notorious materialists of the mid-eighteenth century, Julien Offray de La Mettrie. Unlike Voltaire, La Mettrie supported a full-blown form of atheism. Born in St. Malo in 1709, La Mettrie studied medicine in Leyden, where, he claimed, he had been a pupil of the illustrious Boerhaave. Later La Mettrie translated Albrecht von Haller’s edition of Boerhaave’s works. It is from his comments on Haller that La Mettrie’s L’Histoire naturelle de l’ame (1745) (Natural History of the Soul) developed. This work was controversial in many respects, yet La Mettrie at this stage, like Lamy, still restricted his discussion to the animal sensitive soul and did not openly question the belief in a rational and immortal human soul. Two years later, however, by the time he published the work for which he is best-known, L’Homme machine (Machine Man), La Mettrie had abandoned his earlier caution and openly denied the existence of all immaterial being, including that of a human immortal soul. The nature of the soul was the same in humans and in animals. In fact, there was no distinct soul in the sense of a separate entity, whether material (as Lamy had believed) or immaterial (as Descartes had maintained). The soul was the product of the particular structure or organization of the matter that made up an organism, whether this was a plant, animal, or human being. La Mettrie’s theory however was more than a version of the radical Cartesian argument made by authors like Meslier, because La Mettrie also assumed the existence of a life force, which, given the right organization and structure of matter, was sufficient to account for feeling and thought, that is, all the phenomena usually ascribed to the operations of an immaterial soul. La Mettrie’s thought in this regard was only one example of a much greater interest around the middle of the eighteenth century in this notion of a life force. The debate about such a force was stimulated especially by the Swiss naturalist Abraham Trembley’s discovery of the regenerative powers of the polyp, and by John Turberville Needham’s arguments for spontaneous generation. The idea had been present in medical debates before this, though, in the shape of Hippocratic ideas of the ενορμων, a subject on which Boerhaave’s pupil Jerome Gaub had lectured at the University of Leiden in 1747 (Staum 1980: 58). A difficult question however was whether this life force, together with chance, and some form of natural selection, rather than intelligent design, was sufficient to explain the creation of living beings that were capable of reproducing themselves. La Mettrie did defend that view in his Systeme d’Epicure (1750), writing that the first generations of living creatures “must have been very imperfect,” because they were the produce of chance: “One must have lacked an oesophagus, another a stomach, vulva or intestines, and so on.” Yet it was clear that through a process of natural selection, those animals that lacked no essential parts were also those able in the long run to survive and reproduce. Even today, aberrations were possible, as in the case of a woman who was reported to have been born without sexual organs (La Mettrie 1750: 94). Then, once matter had passed through an “infinite number of combinations,” it reached “the only combination which could result in a perfect animal,” able to procreate successfully. This process might require an “infinite” number of iterations, but there was no need for the intervention of an intelligent creator (ibid.: 95).

La Mettrie apparently never met or corresponded with his famous contemporary Denis Diderot, yet their arguments on the soul closely resembled each other (Vartanian 1983). In his early writings Diderot had still adopted a deist position, arguing that plant and animal organisms were too complex to have been produced by chance. He made this point in, for example, the Pensées philosophiques (1746) (Philosophical Thoughts), in which he assumed that the order of the world required the existence of an intelligent and all-powerful deity. Implicit in this, though it is not spelt out in the Pensées, is the belief that body and mind are two distinct substances (France 1983: 53). In subsequent years, however, Diderot turned towards materialism, publishing his Lettre sur les aveugles (Letter concerning the Blind) of 1749, an atheistic work that questioned his earlier belief that the evident design of the world proved the existence of a deity. Diderot’s view there was one which the spokesman for atheism had already articulated in the Pensées philosophiques (Philosophical Thoughts), though there Diderot had not sided with it: movement was essential to matter, and over an infinite period of time matter must, according to the laws of probability, arrange itself in a relatively stable and harmonious order, which humans are prone to attribute to an act of intelligent creation (ibid.: 55). Throughout the following years Diderot held the belief that matter was endowed with a basic kind of sensibility, and that this sensibility made it possible to account for human behavior and thought in terms that did not require the mysterious and obscure notion of a soul or spirit (ibid.: 57). During the 1750s and 1760s he also drew on the ideas of physicians associated with vitalist medical theories at the University of Montpellier, several of whom contributed to the Encyclopédie, edited by Diderot and his collaborator Jean Le Rond D’Alembert. Unlike Diderot and other radical materialists these physicians, such as Théophile Bordeu, Gabriel-François Venel, and Paul-Joseph Barthez, were not committed to an antiteleological and anti-religious understanding of nature, let alone the critique of the intellectual and social foundations of the Ancien Régime. Their concern was with purely medical questions, yet their ideas were used in a much more extensive sense by Diderot to develop his materialist and atheistic worldview (Williams 2003: 147–60), including the denial of the existence of a distinct human soul.

Much of Diderot’s most radical work was only published after his death, and he never embarked on any campaign to disseminate materialism and atheism. The Baron d’Holbach on the other hand was one of the most vigorous proselytizers among the French philosophes for materialistic atheism. In his Système de la nature of 1770, probably d’Holbach’s most famous treatise, he argued that the very idea of immaterial beings was absurd. It was impossible to explain, for example, how an immaterial soul, which was neither extended nor solid, might direct the actions of the extended, material body it inhabited. It stood in no spatial relation to corporeal beings; there was no point of physical contact between the two; and the soul was not capable of physical movement itself. It was impossible to imagine how then it might cause movement in the physical body. A far more plausible assumption was that man did not consist of two substances at all, but only one, namely matter. The “soul” was not a distinct entity, but nothing more than the body itself


envisagé relativement a quelques-unes de ses fonctions, ou a quelques façons d’être & d’agir dont il est susceptible tant qu’il jouit de la vie. Ainsi l’âme est l’homme considère relativement a la faculté qu’il a de sentir & d’agir d’une façon résultante de sa nature propre, c’est-à-dire, de ses propriétés, de son organisation particulière & de ses modifications durables ou transitoires que son machine éprouve de la part des êtres qui agissent sur elle.

thought of in relation to some of its functions, or to some ways of being and acting which it is prone to as long as it lives. Thus the soul is man considered with regard to the ability to feel and act in a manner resulting from his own nature, that is to say, from his characteristic properties, his particular structure, and his modifications, whether these are long-lasting or of short duration, which the machine of his body experiences from those beings that act upon it.

(d’Holbach 1770: 100)



All phenomena, including human thought, will, and feeling, could be explained in terms of matter, which had been in motion from all eternity, and which acted necessarily and according to fixed laws that could be known in principle. The belief in immaterial spirits such as the soul was just a reflection of human ignorance, and it was part of a system of deceit and social control, presided over by priests and politicians. Ridding society of a belief in immaterial substances would therefore also bring about the emancipation of the individual from oppression.

The German-speaking lands

There were few German materialist philosophers in the eighteenth century, but there were numerous anti-materialist treatises, many of which engaged with Lockean and contemporary French arguments on the soul and mind. Some of the standard arguments for the immateriality of the human soul can be found in §1, chapter 1, of Christian Wolff’s Psychologia rationalis (Wolff 1734). There, Wolff wrote that the soul could not be material, because it was conscious of itself and of other things outside itself. A material body was by nature incapable of thought, and it could not be endowed with a capacity for thought. The soul was also a simple being, which was not divisible into smaller parts as the human body was. There were many other examples of anti-materialist literature. In 1739 Johann Gustav Reinbeck for example published a work that included a critical response to the materialist implications of Voltaire’s anonymous letter on the soul. Kant’s teacher in Königsberg, Martin Knutzen, wrote a treatise De immaterialitate animi (Of the Immateriality of the Soul), which appeared in 1741 (Watkins 2005: 52). And Johann Georg Sulzer, who was based at the Berlin Academy, composed several pieces in the 1770s arguing for the spiritual nature of the soul, against proponents of materialism, though he also stressed the very limited nature of our current philosophical knowledge of the soul (Sulzer 1773).

One of the most prominent German defenders of an immaterial soul was the Jewish philosopher Moses Mendelssohn, who devoted several of his writings to refuting the views of French materialist philosophes. Mendelssohn’s Phädon oder über die Unsterblichkeit der Seele (1767) (Phaedo or On the Immortality of the Soul) was probably his most popular work and was translated into at least ten European languages (Dahlstrom 2002: 623), but he also wrote a short “Abhandlung von der Unkoerperlichkeit der menschlichen Seele” (“Treatise on the Incorporeality of the Human Soul”), directed against D’Alembert. The activity of the mind, Mendelssohn argued there, could not be based on a particular organization of matter. The soul was capable of reflecting on the different parts of the material body and comparing them with each other. Yet that was only possible if the soul was distinct from the material body and its parts. Mendelssohn also examined Locke’s argument that God might have added the power of thought to matter. According to Mendelssohn, Locke’s position was in essence no different from a belief in an immaterial soul that was joined to, but distinct from the material body. For Locke’s position implied that matter did not by nature have the power to think; the capacity for thought had to be superadded to matter. And that, Mendelssohn wrote, was exactly what had occurred when God in creating human life added an immaterial mind to a material body. Mendelssohn then turns to examine why the state of the body affects our power of thought, if the soul is distinct from the body. The brain, he wrote, was the instrument of the soul, and the abilities of the latter were therefore necessarily influenced by the decline of the former. The dependence of the mind on the physical body was no proof for its material nature. It only indicated that the mind or soul received its sense perceptions from the physical body, which was subject to decay, not that the soul itself was subject to such decay (Mendelssohn 1932: 161–88; Arkush 1994: 54–58). Mendelssohn’s defense of the spiritual nature of the soul conformed to mainstream philosophy. Although there were differences of opinion over the exact properties of the soul, most authors, in the German lands as much as elsewhere, firmly held that it was not material.3

Belief in an immaterial soul naturally raised the difficult question of its relationship to the physical body. In the first third of the eighteenth century the debate on this issue was largely a controversy over Leibniz’s system of pre-established harmony. According to Leibniz, humans consisted of a material body and a spiritual soul. The two were closely related to each other: movements that were willed by the soul took place subsequently in the body. Yet Leibniz argued that the human soul only appeared to act on the physical body. It did not exercise any true causal influence. All physical motion unfolded according to certain, necessary laws that were internal to the physical world. The activities of the soul, that is its thoughts, sense impressions and acts of volition, were also necessary, but they were determined by their own internal principles of change, independent of physical matter. The respective activities of souls and of bodies were however closely coordinated with each other. The intention to lift an arm, for example, coincided with the act of lifting it, so that although body and soul functioned independently of each other, they mirrored each other exactly. This correspondence was the so-called pre-established harmony (harmonia praestabilita), which Leibniz compared to two clocks that ran in parallel but without influencing each other. In the physical world therefore all events took place according to the laws of mechanics, which did not require any intervention by the human soul.

One of Leibniz’s critics was the physician Georg Ernst Stahl at the University of Halle, who taught an anti-mechanist, animist theory of physiology and pathology. When Stahl’s Theoria medic a appeared in 1708, Leibniz drafted a list of criticisms, which were forwarded to Stahl through an intermediary. The documents of the controversy that ensued were published by Stahl in 1720 as the Negotium otiosum (Duchesneau 2003: 217).4 This debate was centrally concerned with the relevance of the human soul to explaining the physiology and pathology of the human body. According to Stahl the laws of mechanics were not sufficient to account for the many, complex movements performed by the body and the way in which these movements served its particular purposes. The body needed an integrating principle that was capable of rationally organizing and directing its different parts towards a certain end. This was the soul, which, Stahl believed, did not act on the physical body from the outside, the way a person operated a machine. Instead, the physical body was itself ensouled, that is, every particle of it was permeated and directly governed by a spiritual being (Stahl 1737; Duchesneau 2003; Geyer-Kordesch 2000: 160). The soul was not conscious of all its actions in the body; it was only conscious of those things that were capable of being perceived by the senses and represented in the imagination; it acted blindly, but rationally and purposefully to control the vital functions of the body, which were outside the realm of conscious perception. There were thus two distinct powers in the soul, one of instinctive reason, which Stahl termed λογος, and another of reflective reasoning or representational consciousness, which he called λογισμος (Duchesneau 2003: 222). Stahl’s theory of the relationship between mind and body was different from all three of the conventional systems, physical influx, occasionalism, and pre-established harmony. Among Stahl’s contemporaries the philosopher and jurist Christian Thomasius, who also taught at the University of Halle, held a view of the mind-body relationship that was at least similar to Stahl’s in significant respects, especially in his rejection of purely mechanical explanations of human physiology (Ahnert 2006: 107–19). The views of Stahl and Thomasius were opposed not only to Leibniz, but also to those of “iatromechanistic” physicians like Friedrich Hoffmann in Halle, who conceived of all vital functions in purely mechanical terms (Rothschuh 1976).

A cautious defense of pre-established harmony was offered by the philosopher Christian Wolff at the University of Halle in his metaphysics textbook, the Vernuenfftige Gedancken von Gott, der Welt und der Seele des Menschen, auch allen Dingen überhaupt (Rational Thoughts on God, the World, and the Soul of Man, and all Things in General) of 1719–20, though Wolff never fully committed himself to pre-established harmony and, as time went on, increasingly treated it as a peripheral doctrine in his philosophy: “not much,” he wrote, “rests on finding this system [i.e. pre-established harmony] more probable than the others,” namely physical influx and occasionalism (quoted in Watkins 1998: 142). And in §3 of his Psychologia rationalis he noted that there were no conclusive proofs for any of the three systems (Wolff 1734: 451). Yet Wolff’s tentative and qualified endorsement of Leibniz’s argument was enough to cause him to be expelled from his university post in Halle and from the territories of the Elector of Brandenburg (Bianco 1989: 111). The main issue was that Leibnizian pre-established harmony seemed impossible to reconcile with any conventional understanding of human free will and moral responsibility. Like Leibniz, Wolff had said that the human will was free only insofar as it was not determined by anything external to the human soul, although it was determined by its own internal principles of development. There always had to be a sufficient reason for a particular volition; it was impossible for the human will to be in a true state of total indifference to various possible actions and yet make a decision (Wolff 1719–20: 250). In this sense, the actions of the human will were necessary, but because they were not subject to the mechanical necessity of the physical world, Wolff argued, they were also free (Bianco 1989: 123). Wolff’s reasoning however failed to persuade his opponents, among them Joachim Lange, a professor of theology, who feared that the freedom of the will which Wolff attributed to humans was no different from that pertaining to “brutes and to automata and causes acting from natural necessity” and that it undermined moral responsibility (Lange 1734).5

In subsequent years pre-established harmony was upheld by several of Wolff’s students, most notably Ludwig Philipp Thümmig and Georg Bernhard Bilfinger, yet from the 1730s and 1740s onwards even those philosophers who were broadly speaking followers of Leibniz and of Wolff were abandoning pre-established harmony in favor of various systems of physical influx (Watkins 1998: 143). Physical influx seemed to conform most closely to everyday experience. It was also preferable on religious and moral grounds: if the soul was not the cause of the voluntary motions that issued in sinful and immoral actions then it was not clear how we could be held accountable for them. The Wolffian philosopher and literary critic Johann Christoph Gottsched for example published a Vindiciae systematis influxus physici (1727–28) (A Defense of the System of Physical Influx), in which he argued that there was currently no conclusive proof for physical influx, but that it could not be refuted either. One of the common objections against physical influx was that it appeared to violate the law of conservation of forces within the world: if the soul could be the origin of new motion in the world, then it was impossible that the amount of force in the world should always remain the same. Gottsched however argued that although the amount of force was constant in the world, the amount of motion did not have to remain the same, because force was not equal to motion. It required considerable force, for example, for an archer to pull the string of his bow and hold it taut, without releasing the arrow. It was therefore entirely possible for the soul to be the source of new motion without any change to the overall amount of force in the world (Watkins 1995: 301). On another occasion he presented all three of the main explanations for the mind-body relationship without fully committing himself to any of them, but declared that unless there was proof to the contrary it seemed most natural to adopt a belief in physical influx (Watkins 1995: 303). At the University of Königsberg Immanuel Kant’s teacher Martin Knutzen even argued that physical influx was not only possible but the proper way of conceiving the relationship between mind and body: the power of the human mind to direct the human body was analogous to the ability of God to govern creation and was based on the greater perfection of the human mind in relation to physical beings (Watkins 1995: 319). In Leipzig Christian August Crusius, another advocate of physical influx, argued that spirits were immaterial but also impenetrable and therefore had the power to move physical bodies (Watkins 2005: 90–91).

Immanuel Kant was immersed in these controversies over physical influx in the 1740s, and, as Alison Laywine has argued persuasively, his system of transcendental idealism was at least in part a response to the problem of explaining real interaction between different substances.6 In his early, pre-critical metaphysics Kant attempted to defend physical influx by arguing that any change in a substance had to be the result of an external force, because every being, whether material or spiritual, was endowed with a form of inertia that caused it to persist in its current state, unless something else acted on it from the outside (Laywine 1993: 35). Change was never the result of internal principles, contrary to the opinion of Leibniz. Thus, the soul had a force with which it could bring about change in the human body, and physical bodies had a force that could result in changes in the soul. Kant also thought of the soul as an immaterial being. In order to explain the ability of this immaterial being to influence a material body, he conceived the soul as an indivisible monad with a repulsive force that created a sphere of impenetrability around it. That made it possible to explain how the soul could act on something outside itself, and yet have no spatial extension and be indivisible. A problem with this notion of the soul was that it implied that it could be an object of sense perception. This was an argument that had also been made by the Swedish mystic Emanuel Swedenborg in his Arcana Coelestia, and it was Swedenborg’s idiosyncratic work that brought home to Kant the problematic nature of his idea of an impenetrable, yet immaterial soul. Kant responded to Swedenborg in his Traüme eines Geistersehers (Dreams of a Spirit Seeker) (1766) in which Kant was criticizing his own early metaphysics as much as he was criticizing Swedenborg, and concluded that his previous notion of the human soul as a monad endowed with force had to be abandoned. The problem, Kant now thought, was that the limits of human understanding simply did not permit a metaphysical argument of the kind he had made earlier. It was necessary to accept, with Hume, that reason could not discover an a priori relation between cause and effect. All our knowledge of forces had to come from experience, but experience did not tell us about force of soul acting on body. In order to be clear what could be known about the human mind, the limits of human understanding first had to be investigated systematically. This was the purpose of Kant’s Inaugural Dissertation of 1770, which was an attempt to draw the boundaries of knowledge in such a way that the defects of traditional metaphysics were prevented from affecting our understanding of the human mind (Laywine 1993: 103).

Conclusion

Kant’s disillusionment with traditional rational psychology was shared by several of his contemporaries, who from about the 1770s sought to place the study of the human mind on new and firmer intellectual foundations. One example of that is Herder’s early essay on “The Cognition and Sensibility of the Human Soul,” which was intended as a foundation for a truly empirical psychology that eschewed the “speculations” of traditional metaphysics (Herder 1778), but there were many other, similar projects, such as the work of the physician and philosopher Ernst Platner (Hagner 1997: 56). The pursuit of a more phenomenological approach to the human mind became important for the Erfahrungsseelenkunde (empirical psychology) of the 1780s, whose proponents included, for example, the writer Karl Philipp Anton Moritz, and the physicians Marcus Herz and Johann Christian Reil, who tried to develop a new physiology of the mind that took into account the limits imposed by Kant on our understanding of the noumenal realm (Hansen 1993). Elsewhere, too, by the late eighteenth century the focus of the debates over the soul or mind appears to have been shifting, away from an attempt to establish either the materiality or immateriality of the soul and towards an increasing emphasis on a more purely phenomenological approach to mental acts, with the aim of avoiding “fruitless” speculation about the substance or essence of the soul. In Britain one of the most sophisticated responses to Hume’s skepticism, for example, came from so-called common-sense philosophers such as Thomas Reid, who was critical of materialists and skeptics in equal measure but did not try to prove the immateriality of the essence of the soul, as had conventional pneumatologists (Ahnert 2004: 250–52). According to Reid, Hume had realized that questions about the substance of the soul were futile, but had failed to place the study of the human soul or mind on more robust intellectual foundations, and therefore resigned himself to skepticism. In an introductory lecture to a course on pneumatology, ethics and politics around 1770 Reid commented as follows:


Most Systems of Pneumatology begin with enquiring Whether the mind be material or immaterial, whether mortal or immortal, and afterwards enter into an examination of its faculties. But this is certainly a preposterous order because all that our Reason can discover concerning the Nature and duration of the Mind must be deduced from the Nature of its powers and Faculties. The operations of our Minds are known immediately because we are conscious of them. We reason from its operations and faculties to its nature and duration but not the contrary way. The natural and scientific order in treating of the Mind therefore is to explain its Powers and Faculties.

(Reid 1990: 451)



The Edinburgh professor of moral philosophy Dugald Stewart similarly wrote, when praising his hero Francis Bacon, “[a]s to the scholastick question concerning the nature and essence of mind,—whether it be extended or unextended? Whether it have any relation to space or to time? Or whether (as was contended by others) it exist in every ubi, but in no place? —Bacon had uniformly passed these over with silent contempt” (Stewart 1817: 140). Thomas Brown, who co-occupied the Edinburgh chair of moral philosophy with Stewart for 1810/11, also rejected arguments about the immortality of the soul from the “substance itself,” as he put it in his Lectures on the Philosophy of the Human Mind, published in 1820 (Brown 1820: IV, 496). A striking illustration of this change in attitude towards the investigation of the soul is the response of an Edinburgh professor to the questions of a University Commission in 1826. When asked about Edinburgh’s chair of Pneumatics and Ethics, he replied that any man “would be at a loss to know what sort of task it [that is, Pneumatics] assigned to the Professor. We can say what Pneumatics meant in the darker ages; but what a professor ought to teach now, under this term, it would be rather difficult to say” (Commission for Visiting the Universities and Colleges in Scotland 1837: 228). He proposed instead a new chair for the “Philosophy of the Human Mind, or Intellectual Philosophy,” by which he meant the study of the human mind and its faculties, not of spiritual, immaterial being generally (229). Broadly similar arguments were made in revolutionary France during the 1790s by the so-called Idéologues, so named by their enemies for their espousal of “Ideology,” a term used to describe a science of ideas and their basis in physical sensations. Although Idéologues, such as the physician Pierre-Jean-Georges Cabanis or the military officer Destutt de Tracy, were often accused of being “materialists,” they were neither materialists nor defenders of an immaterial soul in a conventional sense. They were monists, but maintained, as Staum has said, “a kind of Newtonian agnosticism on the ultimate constituents of the universe” (Staum 1980: 304). Idéologues like Cabanis were not concerned with the “essence” of the soul. Their interest was in a more purely phenomenological approach to mind and body. Their thought, like that of Scottish common-sense philosophers and German proponents of Erfahrungsseelenkunde, exemplifies the gradual disappearance of questions about materiality or immateriality that had been so dominant in eighteenth-century debates about the soul and mind.

Notes



1 “Mentes humanae … Mentes aliae, quae aut nulli prorsus corpori, aut certe tenuiori conjunctae sunt; tertio Deus.” All translations of passages and titles cited in Latin, French, or German are my own.

2 “Quia vero, solis rationis nostrae viribus, aliorum spirituum, praeter mentes humanas, & Deum Optimum Maximum, haud certam habeamus notitiam; de his solis erit in Philosophia agendum.”

3 There were exceptions, however, like the work of the Göttingen professor of philosophy Michael Hißmann, whose materialist Psychologische Versuche, first published in 1777, was a response to Mendelssohn’s Phaedo (Hißmann 1788).

4 A critical bilingual edition of the Negotium otiosum is in preparation by Justin Smith and François Duchesneau for the Yale Leibniz series.

5 “[L]ibertas agentium liberorum … non confundenda est cum spontaneitate, quae etaim brutis, et automatis caussisque ex necessitate naturae agentibus competit” (quoted in Bianco 1989: 123). The translation from Latin is my own.

6 This section is based on Laywine’s discussion (Laywine 1993).
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LIBERTY, NECESSITY, AND MORAL RESPONSIBILITY

James A. Harris

 

 

For philosophers of the eighteenth century the question of the nature and extent of human freedom in decision and action was a question concerning a matter of empirical fact. They appealed to experience of a variety of kinds – observational, introspective, historical – in order to verify their claims about what it means for us to be free to choose and to act. Some claimed that the truth of the matter is that we are not free, but, again, this was a claim that received backing from experience. Thus there is a significant difference between the free will debate of the eighteenth century and the debate of more recent times. The very word “determinism” had yet to be coined, and there was no general belief to the effect that the success of natural science created a prima facie problem for conceiving of human beings as self-determining and morally responsible. Some philosophers did believe that science showed, or at least would soon show, that human beings are not free in the way that they had traditionally been taken to be. But this was a new belief, and was very far from being generally accepted, even by those who had themselves high hopes for what science could achieve in the form of an empirical study of the human mind. Philosophical discussion of human freedom, therefore, did not take as its starting point the question of whether agency and responsibility might be compatible with “determinism.” And the discussion was not conducted, as it tends to be now, in terms of the analysis of concepts. Conceptual analysis is one preferredmodus operandi of a philosophy which takes itself to be a discipline concerned first and foremost with the a priori, and which is content to leave empirical questions to others. Eighteenth-century philosophy is, for the most part, enthusiastic, even dogmatic, in its insistence on the importance of testing its theories at the bar of experience, and this is as much the case in writing on liberty, necessity, and moral responsibility as it is in other parts of the subject. It is only in the critical philosophy of Kant that the question is raised as to whether or not human freedom really is a matter admissible of empirical examination. As we will see below, before Kant, philosophers of all nationalities believed that, even if he had not himself given a very clear treatment of the question, Locke had at least started off in the right way, by, in chapter 21 of the second book of An Essay concerning Human Understanding, attempting to capture the distinctive experiential character of self-conscious human agency.

Nevertheless, it would be incorrect to infer from the pre-eminent importance attached to fidelity to experience in writing on human freedom that the eighteenth century saw a single, transnational debate on the matter. To a significant extent, as European philosophy renounced Latin and embraced the vernacular tongues it became fragmented and even provincial. British writing on liberty and necessity in this period is extensive and wide-ranging, but it makes very little reference to French or German contributions to the problem. The only non-anglophone author who makes any impact at all on the British discussion is Leibniz, and that was probably mostly because of his debate with Samuel Clarke, which was published in English translation. The British debate is more or less exclusively focused on the proper characterization of the experience of agency, and reaches its most fully worked-out form in the writings of the necessitarian Joseph Priestley and the libertarian Thomas Reid. In the first half of the century, French philosophers tended to look across the Channel, to Locke, Newton, and the English constitution, for inspiration. The writings of Condillac, including the “Dissertation sur la Liberté” (“Dissertation on Liberty”) appended to the Traité des sensations, mark the culmination of this phase of French thought. The second half of the century saw the rise of the aggressive forms of materialism, a development that was native to France and had no counterpart in Britain. The texts of La Mettrie, d’Holbach, and Helvètius had clear implications for the free will question, and tended to dominate French discussion of the question. German philosophy shows more concern with foreign thought than does either French or British philosophy. Hume had a significant impact in Germany. Frederick II was keenly interested in the free will question, and wrote in response to d’Holbach. The issue of the experience of freedom was brought to bear by fideistic writers skeptical of the claims made on behalf of reason by Christian Wolff and his defenders. In what follows we will be principally concerned with British, French, and German thought, though mention will be made of some developments in American philosophy, especially Jonathan Edwards’s Careful and Strict Enquiry into the Modern Notions of Freedom of Will (1754), which has a claim to being the single most impressive contribution to the free will debate made in the eighteenth century.

Edwards’s Enquiry is a deeply religious work, written in answer to Arminian libertarianism, and it should go without saying that religious concerns underlie many contributions to the free will debate in the eighteenth century. It is only with certain of the French philosophes that the question is discussed without any concern for marrying philosophy with religion. Yet there is no such thing as “the religious position” when it comes to the will and its freedom. Religious commitments motivate every possible philosophical position, from advocacy of the absolute indifference of the will to the uncompromising incompatibilist necessitarianism of the Unitarian Joseph Priestley and his followers. Philosophers who are not accurately described as Christian, including Anthony Collins and Voltaire, nevertheless seek to show the compatibility of their views with the doctrines of natural religion. Of course, in the eighteenth century, as before and since, polemicists seek to discredit the views of their opponents by tarring them with the brush of atheism, but such accusations should in general not be taken seriously. It is common for libertarian writers to charge their necessitarian opponents with “Hobbism” and “Spinozism,” and, even though a necessitarian might very well be sincerely religious, it remained true that many, perhaps most, people in the eighteenth century regarded necessity as plainly subversive of the principles of religion. The majority view and the view of common sense was that religion demanded human freedom, and, in particular, full moral responsibility for sin on the part of the sinner. The extent of confidence on this score is apt to strike the modern reader as puzzling, especially when it is found in places, such as Scotland and America, where Calvinism and the doctrines of original sin and predestination remained strong. Despite the centrality of religion to the free will debate in the eighteenth century, in what follows an attempt will be made to isolate broadly speaking “philosophical” discussion of the will from its religious contexts. That is, an attempt will be made to take at face value claims to the effect that experience and experience alone is what should settle the question. It would be naive to believe that religious belief did not in many cases determine what the experience of freedom felt like. But to relate already complicated debates about liberty and necessity to even more complicated debates between differing kinds Christianity, and between those different kinds of Christianity and different kinds of Deism, would exceed the proper bounds of a chapter such as this.

Definitions of liberty

Although it comes easily to more recent writers to frame the debate about liberty and necessity in terms of “freedom of will,” eighteenth-century philosophers were generally careful to present the question as concerning the freedom of human agents. The question was whether or not human agents are free in their choices and actions. There was in this period a heightened sensitivity to the dangers of picturing the faculties of the mind as autonomous centers of agency. This in fact often prompted writers on human freedom to renounce the language of faculties and to embrace that of “powers,” a move that is explicit in chapter 21 of Locke’s Essay. Thus Locke warns against thinking of faculties as “real Beings in the Soul” (Locke 1689: 237 [2.21.6]), and defines the will as “a Power to begin or forbear, to continue or end several actions of our minds, and motions of our Bodies, barely by a thought or preference of the mind ordering, or as it were commanding the doing or not doing such and such a particular action” (ibid.: 236 [2.21.5]). Leibniz, in the Nouveaux essays sur l’entendement humain (New Essays on Human Understanding) agrees that there is no need to “plunge into the brambles” in an attempt to settle the question of whether there is a real distinction between the soul and its faculties, since the important point is that “[f]aculties or qualities do not act; rather, substances act through faculties” (Leibniz 1765: 2.21.6 [GP V, 160]; 174). In the first instance, then, the question concerned the extent to which a human being is free in the exercise of the power of volition. This was not a new problem, of course, for the philosophy of the schools had made much of the issue of the relation between will and intellect, and of whether the will had to be defined, following Plato and Aristotle, as a faculty of rational choice. What is characteristic of the eighteenth century is a tendency to focus rather on the issue of the relation between the will on the one hand and the passions on the other. Locke’s shift in the second edition of the Essay from picturing the choice as determined by ideas of the greatest good to picturing it as determined by “uneasiness” sets the tone for much later writing. Eighteenth-century philosophers were intensely interested in the proper analysis of the passions, and in reassessing the role that they played in human life. They approached the will wondering how best to characterize the influence that the passions have on our choices and actions. Are we free in the decisions we make on the basis of our passions? Or do our passions compel us in our choices? If we can be said to be free, how to characterize the very obvious influence that our passions have upon our deliberations and decisions? These are the most pressing questions for eighteenth-century writers on the will.

Some philosophers argued for a position according to which the will is properly said not to exist at all as a different faculty or power from the strongest or most pressing passion. Thus David Hartley writes that the will is “that Desire or Aversion, which is strongest for the then present Time” (Hartley 1749: I, 371). But the mainstream view was that the will is genuinely different and distinct from the passions, and that it does indeed constitute a proper power of the human mind. Choices, in other words, were generally taken to be different in kind from desires. Some were prepared to push the distinctness of will from desire or passion to an extreme position according to which human freedom manifests itself in the “indifference” of the agent with respect to her motives. The move from the question of the relation of will and understanding to that of will and passion implied that motives considered in and of themselves have no inherent ordering as regards choiceworthiness. Nothing makes any one choice more necessary than any other. And freedom, properly speaking, lies in precisely such an absence of necessitation, and in the agent’s capacity to decide for herself wherein lies the good. Thus argued William King. King claimed that it is in the nature of a genuinely active power “to make an Object agreeable to itself, i.e. good, by its own proper act” (King 1731: 181). He found evidence of our possession of such power in his own “consciousness,” and also in observed behavior of other people. Rejecting the notion that it would be an imperfection not to be guided by one’s desires and reasonings, King argued that only the liberty of indifference is sufficient to render an agent the true cause of his actions and the just object of imputation. He also argued that such freedom is one of the perfections that human beings share with God. This conception of freedom was the object of repeated attacks throughout the century, on the part of Bayle, Leibniz, and many others. Hume claims that it means a negation not only of necessity but also of causes, such that to possess it would be to act purely at random (Hume 1739–40: 2.3.1.18; SBN 407). Samuel Formey portrayed it as an overreaction on the part of those worried by the idea of an absolute, Spinozist, necessity. It leaves the mind “floating, undetermined, and receiving no impression from motives [flottante, indéterminée, & ne recevant aucune impression de la part des motifs]” (Formey 1748: 96). Moreover, if we have such freedom at any time at all, then presumably we have it all the time, and constant experience of the influence of motive on choice makes that highly implausible. In the face of the stock example of the liberty of indifference, that of choosing between heads and tails of a coin, Vauvenargues claims that the necessity of making a choice “offers itself to my thoughts [se présente àmon esprit]” at the precise moment that one or other of options is present in the mind (Vauvenargues 1806: 121). Nevertheless, there are defenders of the liberty of indifference, especially among the ranks of French Christian apologists, throughout the eighteenth century.

Much the more common position was one that combined a rejection of “literal” or “physical” necessitation of choice by motives with an acceptance of the idea that motives nevertheless have, and ought to have, an influence on the choices of a free and rational agent. A particularly influential formulation of such a position was given by Samuel Clarke in A Demonstration of the Being and Attributes of God, his Boyle Lectures for 1704 and 1705. Arguing against Hobbes and Spinoza, but also against the Locke of the first edition of the Essay, Clarke rejects the claim that there is no middle way between indifference and absolute necessity. What he says is worth quoting in full:


if the act of volition be distinguished from the last judgment of the understanding; then the act of volition, or rather the beginning of action, consequent upon the last judgment of the understanding, is not determined or caused by that last judgment, as by the physical efficient, but only as the moral motive. For the true, proper, immediate, physical efficient cause of action, is the power of self-motion in men, which exerts itself freely in consequence of the last judgment of the understanding. But the last judgment of the understanding, is not itself a physical efficient, but merely a moral motive, upon which the physical efficient or motive power begins to act.

The necessity, therefore, by which the power of acting follows the judgment of the understanding, is only a moral necessity; that is, no necessity at all, in the sense wherein the opposers of liberty understand necessity. For moral necessity, is evidently consistent with the most perfect natural liberty.

(Clarke 1705: 73)



The notion of a “moral necessity” different in kind from absolute necessity appealed to many writers on human liberty of the period. It should not be confused with Leibniz’s distinction between “absolute” and “hypothetical” necessities, since Leibnizian hypothetical necessity keeps in place the literal determination of choice by motive that Clarke and his epigoni rejected. For Leibniz the crucial matter is what does and does not produce a logical contradiction when denied, while for Clarke it is whether or not the agent has the ability, metaphysically speaking, to choose the weaker motive over the stronger, or indeed to do nothing at all. The point of the idea of moral necessity is to leave absolute freedom, the freedom of indifference, in place, but at the same time to do justice to the obvious empirical fact of the influence of motives on choices and actions. Christian August Crusius attempted to find the same kind of alternative to the Leibnizian model, as did Johann Bernhard Merian. According to Merian, the self “may determine itself on stronger or weaker motives; but motives never determine it” (quoted in Crocker 1959: 152). Clarke’s own way of differentiating his position from Leibniz’s is spelled out at some length in his published correspondence with the philosopher of Hanover concerning the implications of Newton’s Principia for natural religion.

Not everyone was persuaded by the Clarkean distinction between moral and physical necessities. It became part of the standard necessitarian repertoire to insist that here was a distinction without a difference. This is a prominent feature of A Philosophical Inquiry concerning Human Liberty, published in 1717 by Anthony Collins in order to refute Clarke’s position. Collins’s position is very similar to Hobbes’s, but, even so, he feels able to claim that what he means by “necessity” is “what is call’d moral necessity, meaning thereby, that a man, who is an intelligible and sensible being, is determin’d by his reason and his senses; and I deny man to be subject to such necessity, as is in clocks, watches, and such other beings, which for want of sensation and intelligence are subject to an absolute, physical, or mechanical necessity” (Collins 1717: iii). Collins’s Inquiry had a relatively long life in the eighteenth-century debate, being translated twice into French, in 1720 (arranged by DesMaizeaux) and in 1754, and reissued by Joseph Priestley in 1790. It sets out clearly what would today be called a “compatibilist” position on human freedom. Collins denies that necessity is in and of itself a threat to human freedom. Drawing on Locke, he argues that what is incompatible with freedom is, rather, coercion, compulsion, and imprisonment. There is freedom, all things being equal, where these things are absent. Of course, what this means is that, as with Hobbes, the subject has been quietly changed: we are no longer talking about freedom of choice, but rather freedom of action. Collins accepts that choice is determined by the strongest motive. But so long as we are able to act on our choices, we are free in the fullest (and only properly meaningful) sense of the word. The distinction that matters is between actions that are caused by choices and actions that, as in the case of a clock, are not so caused. This line of thought hasmany adherents in the eighteenth century. It is advocated forcefully by Voltaire in a number of texts: “When I can do what I want,” he says in Le philosophe ignorant (The Ignorant Philosopher), “that is freedom; but I want what I want as a matter of necessity; otherwise I would want without reason, without cause, and that is impossible” (Voltaire 1766: 54). It is Hume’s position as well, even if, as will be seen below, he raises troubling questions about what, exactly, it means to talk in terms of necessity in the first place. As already mentioned, though, it would be a mistake to infer from the support of such as Collins, Voltaire, and Hume that this was an inherently subversive position to adopt. It is the position explicated by Leibniz in the Theodicy. Edwards accepts it, though he presents it in an explicitly Calvinist theological framework. Priestley’s long and exhaustive The Doctrine of Philosophical Necessity Illustrated (1777) seeks to find a place for it in a strongly providentialist (andanti-Calvinist) form of Socinianism.

Arguments for necessity

Those in the eighteenth century who believed that human beings possess a liberty incompatible with the necessitation of choice by motive tended to present their position as if it required little or no argumentative support. The burden of proof was taken to lie with their opponents, with the result that arguments in favor of strong doctrines of liberty were mainly reactive in character. It makes dialectical sense, therefore, to present the principal arguments for necessity before such arguments as there are for libertarianism. At the beginning of the century the most popular argument for necessity was a priori in character, and was given influential formulation by Leibniz, in terms of the applicability to all events and states of affairs of the principle of sufficient reason. That principle has it that for every event, and therefore for every act of choice, there must be a reason sufficient to explain why that event took place rather than any other, and rather than no event at all. And what is sufficient so to explain an event can also be said to necessitate it, since if it were possible, given the explanation, for the event not to have happened, then the explanation would not be sufficient after all. As Leibniz writes to Clarke, “when there is a sufficient reason to do any particular thing, there is also a sufficient reason to do it in a certain particular manner; and consequently, several manners of doing it are not indifferent” (Leibniz and Clarke 1717: Leibniz’s Fifth Letter, IX §17 [GP VII, 392]; 60). The force of this style of argument was that it appeared to be able to leave those who rejected it in the position of defining a free action as an event without a cause. It was generally believed that the maxim that every event has a cause is a necessary truth that could be known to be true a priori. It was also generally believed that even if an event without a cause were possible, it was obvious that a free action could not be such an event, since an event without a cause must be wholly a matter of chance, while freedom involves control on the part of the agent. The status and consequences of the principle of sufficient reason was a major concern of the German philosophers who followed in the wake of Wolff’s systematization of Leibniz. And the principle is deployed very effectively by Edwards in the Enquiry. It is only when the significance of Hume’s challenge to the a priori knowability of the causal maxim is appreciated, by Kant in the Critique of Pure Reason, that the argument is recognized to be questionable. Kant’s response was to reconceive of the causal maxim as a synthetic a priori truth, which is to say, as something true a priori but not true as a matter of the content of the concepts joined in the proposition; and then to present a revolutionary argument to the effect that the a prioricity of the maxim could be understood in terms of the necessary and sufficient conditions of objective experience as such. In this way Kant preserves the a priori argument for necessity, while at the same time, as will be seen below, arguing for the possibility, and actuality, of a freedom incompatible with the necessitation of acts of choice.

As the eighteenth century progressed, new arguments for necessity were developed to supplement the a priori argument from the causal maxim. These were supposedly arguments from experience, or, perhaps more precisely in most cases, arguments from a general conception of what the scientific examination of man would reveal to be true. It began to be assumed in some quarters that the scientific project would show human beings to be subject to the same influences in their choices and actions as animals, and that any idea that we possess some special power of self-determination was incompatible with a proper respect for the progress for the achievements of natural and moral science. One of the first fully worked-out versions of this line of thought was Hartley’s Observations on Man, which presented an elaborate associationalist analysis of human nature, combined with a series of hypotheses concerning the physiological basis of the associative mechanism. In the conclusion to Part 1 of the Observations Hartley draws a direct inference from his “doctrine of association” to “the mechanism or necessity of human actions” (Hartley 1749: I, 500). By the mechanism of human actions, Hartley explains, he means


that each action results from the previous circumstances of body and mind, in the same manner, and with the same certainty, as other effects do from their mechanical causes; so that a person cannot do indifferently either of the actions A or its contrary a, while the previous circumstances are the same; but is under an absolute necessity of doing one of them, and that only.

(Hartley 1749: I, 500)



And the first argument which favors this view is, he says, the fact that the actions of mankind “proceed, in many cases, from motives, i. e. from the influence which the pleasures and pains of sensation, imagination, ambition, self-interest, sympathy, theopathy, and the moral sense, have over them” (Hartley 1749: I, 501). Those pleasures and pains, their genesis and interaction, are the principal subject matter of Hartley’s book, and his mechanistic treatment of them was very influential, first on Joseph Priestley, who produced an edition of the Observations in 1775, and later on figures as diverse as Samuel Taylor Coleridge, Erasmus Darwin, and James Mill. For Priestley in particular, Hartley provided a scientific description of the workings of divine providence in the human frame. Hartley’s associationalist hypothesis, according to Priestley, “wears the face of that simplicity in causes, and variety in effects, which we discern in every other part of nature” (Priestley 1775: xxviii).

Hartley himself was not a materialist. He took the mind to be a separate and different substance from the body. Priestley, on the other hand, was a materialist. Nevertheless, in his edition of Hartley he left out Hartley’s account of the bodily basis of association, presumably because he knew that a British readership would respond better to a philosophy of mind clearly differentiated from physiological speculation. Eighteenth-century British philosophy for the most part followed Locke in his decision not to “meddle with the Physical Consideration of the Mind” (Locke 1689: 43 [1.1.2]). In France, however, things were different, and a series of intentionally unsettling and subversive books presented aggressively materialist and reductionist pictures of the human being. The first of these was La Mettrie’s L’Homme machine (Man a Machine), published in 1747. On La Mettrie’s account, the will is under the sway of the imagination, which in turn is very often controlled by the general state of the body, and the condition of the blood in particular. “An absolute necessary determination carries us away, and we will not admit that we are slaves!” La Mettrie exclaims (La Mettrie 1747: 141). In 1758 Helvétius published De l’esprit, portraying the mind in purely physical terms as no more than an effect on the human being of the external environment, and analyzing the life of the mind in terms of the play of sensation. Both La Mettrie and Helvétius provoked much criticism, but that criticism was not sufficient to prevent the publication of the Baron d’Holbach’s Système de la nature in 1770. Having portrayed, in the manner of Helvétius, the origins of all intellectual life in sensation, d’Holbach draws out with some relish the necessitarian implications:


Man is a physical being, submissive to nature and consequently to necessity. Born without our consent, our constitution does not depend upon us, our ideas come upon us involuntarily. Our actions are the continuation of some motive or other.

I’m thirsty, I see a spring, it’s impossible that I don’t have the wish to drink. Then I learn that the water is poisoned, and I don’t drink it. Will you say that I am free? The thirst necessarily determined me to drink. If the second motive feels stronger than the thirst, and I don’t drink. But, you will say, a fool will drink even so. Then the first motive turned out to be the strongest. In one or the other case, the two actions are equally necessary. He who drinks is an idiot; but the actions of idiots are as necessary as those of other men.

(d’Holbach 1770: II, 438)



La Mettrie, Helvétius, and d’Holbach accept that their materialist necessitarianism rules out both freedom and moral responsibility. They see human beings as wholly the product of environment and education. This view, they insist, is not fatalistic, since it allows for the possibility of the improvement of human nature through an improvement in education and in the circumstances in which people live.

Even in France, this position was too much for most to swallow. But criticism comes from necessitarians as well as libertarians. Writers such as Diderot and Voltaire, while they accepted the determination of choice and action by motives, rejected the reductionism of the more extreme philosophes. They wanted man to be seen as part of the natural world, but at the same time thought of human beings as different from the rest of nature, possessed of a (limited) freedom in virtue of the distinctively human faculties of memory, imagination, and reason. Diderot wrote a series of critical “reflections” on Helvétius’s De l’esprit, but was even more severe after the posthumous publication of De l’home. Diderot denies that men are wholly the product of their environments, and describes an inherent “organization” of the mind which operates upon the inputs of the senses. The mind remains a function of bodily make-up on Diderot’s view, but it gives human beings a capacity for a distinctive kind of activity, although not a kind of activity that enables it to violate the general laws of nature. Many of Diderot’s writings touch on the problem of liberty and necessity, and it cannot be said that he develops a single consistent view on the question. He appears to have found it impossible fully to reconcile his view of human beings as part of the natural world with his sense of the uniqueness of human kind and its capacity for artistic creation and moral grandeur (and misery). His novel Jacques le fataliste (written in the 1760s and 1770s but only published in its original French in 1796) dramatizes the problem. Towards the end of the novel, the narrator summarizes Jacques’s outlook in the following way:


He believed that a man moved as necessarily towards glory or ignominy as a self-conscious ball follows a mountain slope, and if the chain of cause and effect which forms man’s life from the first instant of his birth until his last sigh were known, we would be convinced that he has only done what he has to do. I often contradicted him, but without profit or result. What can one reply to someone who says: Whatever the sum of elements I am composed of, I am one, and one cause only has one effect; I have always been one single cause, and so I have always had only one effect to produce. My whole existence is thus a series of necessary effects.

(Diderot 1796: 236)



The novel as a whole may be taken to articulate Diderot’s inability to speak with one mind on the question of human freedom.

Even though he was a materialist, Priestley makes no use of the materialist hypothesis in his Doctrine of Philosophical Necessity Illustrated. Rather, he seeks to give an “experimental” turn to claim that libertarianism involves events without causes. A cause, Priestley says, “can not be defined to be any thing, but such previous circumstances as are constantly followed by a certain effect; the constancy of the result making us conclude, that there must be a sufficient reason in the nature of things, why it should be produced in those circumstances” (Priestley 1777: 11). The applicability of the principle of sufficient reason is shown, therefore, simply in so far as experience suggests that human behavior is regular and predictable. “[T]his constant determination of the mind, according to the motives presented to it, is all that I mean by necessary determination” (Priestley 1777: 8). There is a similarity between Priestley’s style of argument here and Hume’s. Hume, however, never suggests that the regularity with which one event follows another gives us reason to conclude that there must be a sufficient reason in the nature of things why the effect follows the cause in such circumstances. Hume’s argument for necessity stays on the surface of things, so to speak, by concerning itself solely with what common life shows is generally believed about human behavior. All that we can mean by talking in terms of cause and effect is that there is a regular conjunction of events such that an instance of one leads the mind to thought of and belief in the other. And it can be easily shown both that we assume human behavior to manifest regular conjunctions of circumstances and actions, and that we predict and explain behavior using our experience of such conjunctions. That is all that is sufficient to show that it is generally accepted that human behavior is subject to exactly the same necessity as is the behavior of animals and weather systems. The argument is designed to remove anything that smacks of compulsion from the doctrine of necessity. With his usual sedate irony, Hume remarks that he “may be mistaken in asserting, that we have no idea of any other connexion in the actions of body, and shall be glad to be farther instructed on that head: But sure I am, I ascribe nothing to the actions of the mind, but what must readily be allow’d of” (Hume 1739–40: 2.3.2.4; SBN 410). There is no inference on Hume’s part, as there is on Priestley’s, to the conclusion that it is impossible that things might happen in any other way than the way in which they do happen. There is no metaphysical dimension to Hume’s necessitarianism. This fact was not appreciated by Hume’s contemporaries, and has been missed by most recent commentators, who for the most part find no significant differences between Hume’s position and Hobbes’s.

Libertarian responses to arguments for necessity

Libertarians of the eighteenth century denied that their position entailed events without causes. They agreed that positing wholly undetermined, chance events was no basis for securing an agent’s control over choice and action. They denied that motives are the causes of choice and action, and asserted that the cause of a free action is the agent herself. As Reid puts the point:


I consider the determination of the will as an effect. This effect must have a cause which had power to produce it; and the cause must either be the person himself, whose will it is, or some other being. The first is as easily conceived as the last. If the person was the cause of that determination of his own will, he was free in that action, and it is justly imputed to him, whether it was good or bad. But, if another being was the cause of this determination, either by producing it immediately, or by means and instruments under his direction, then the determination is the act and deed of that being, and is solely imputable to him.

(Reid 1788: 4.1; 201)



Reid also denies that the principle of sufficient reason is by itself enough to undermine the coherence of the libertarian position. He distinguishes between three possible interpretations of how the principle applies to human actions: if by a sufficient reason is meant a motive that justifies the action and shows it to be wise and good, then plainly not every action has a sufficient reason; if by a sufficient reason is meant, simply, a cause, then the libertarian can accept it, since, as we have just seen, the libertarian posits the agent as the cause of free decisions and actions; and if by sufficient reason is meant some thing that renders the action absolutely necessary, then the necessitarian begs the question at issue. Reid thinks that the proper definition of “cause” is to be given in terms of “a being that had power and will to produce the effect” (Reid 1788: 4.9; 250). That is, he thinks that only beings with a will, and also an understanding to guide that will, may properly be said to be causes. Motives provide the occasions for the exercise of power on the part of such a cause, but are not themselves properly thought of as causes. Reid’s response to metaphysical arguments purporting to show a priori the impossibility of libertarian freedom owes much to Clarke’s statement of the libertarian position at the beginning of the century, and is of course vulnerable to an objection that Leibniz made to it, in that it is not obvious how to characterize an agent independently of the desires and passions and beliefs that make up the agent’s set of motives. Once one separates these things from the agent, what is left as a locus of agency; and, furthermore, on what basis might whatever is left choose to act on one motive rather than another? A vicious regress of acts of choice threatens to open up. This line of argument is pressed forcefully by Edwards in the Enquiry (see Edwards 1754: 172–74).

The libertarian philosophers of this period are, to a man, believers in the immateriality of the mind. In the face of the explorations of the materialist hypothesis, however, they ask why it should be assumed to be impossible for a material substance to have self-determining power over her choices and actions. Clarke made the point early on:


For since it has already been demonstrated, that thinking and willing cannot possibly be effects or compositions of figure and motion; whosoever will make thinking and willing to be qualities or affections of matter, must suppose matter capable of certain properties entirely different from figure and motion. And if it be capable of properties entirely different from figure and motion; then it can never be proved from the effects of figure and motion being all necessary, that the effects of other and totally distinct properties must likewise be necessary.

(Clarke 1705: 71)



Priestley’s opponents later in the century reiterate Clarke’s argument, and with even better reason, given Priestley’s own rejection of the idea that the properties of matter must be describable in terms merely of figure and motion. Thus Reid:


If matter be what we conceived it to be, it is equally incapable of thinking and of acting freely. But if the properties from which we drew this conclusion, have no reality, as [Priestley] thinks he has proved; if it have the powers of attraction and repulsion, and require only a certain configuration to make it think rationally, it will be impossible to show any good reason why the same configuration may not make it act rationally and freely. If its reproach of solidity, inertness, and sluggishness be wiped off; and if it be raised in our esteem to a nearer approach to the nature of what we call spiritual and immaterial beings, why should it still be nothing but a mechanical being?

(Reid 1788: 4.11; 267)



As with most libertarian arguments of the age, the intended result of this kind of response to materialism was to return the burden of proof onto the necessitarian. Libertarians do not argue from the immateriality of the mind to a strong conception of human freedom.

There are two libertarian arguments that purport to do more than shift back the burden of proof. One is from the grounds of moral responsibility, and will be considered in the next section of this chapter. The other is the libertarian response to the necessitarian claim that experience, in the form of experience of the regularity and predictability of human behavior, and of the manifest influence of motives on action, speaks clearly in favor of the doctrine of necessity. Some libertarians counter this by pointing to the fact that, in reality, human beings are often unpredictable and inexplicable in what they do. But the preferred response was to focus the reader’s attention upon her introspective experience of herself as decision maker, and to make the reader see that that experience gives powerful reasons to believe that decisions are up to us. My sense of myself, the libertarian urges, is of a being able to decide completely arbitrarily what he or she will do in a given set of circumstances. This argument is given by libertarians across Europe. Joseph Butler in The Analogy of Religion, asserts that


the constitution of the present world, and the condition in which we are actually placed, is as if we are free. And it may perhaps justly be concluded that since the whole process of action, through every step of it, suspense, deliberating, inclining one way, determining, and at last doing as we determine, is as if we were free, therefore we are so.

(Butler 1736: 1.6; 162)



In Diderot’s novel Jacques le fataliste, Jacques’s Master says that he feels within himself that he is free, as he feels within himself that he thinks (Diderot 1796: 349). Johann Nicolaus Tetens bases his conception of the mind’s self-activating power upon what he calls the “experimental physics of the soul,” and in particular upon our self-awareness, our sense of possessing a capacity to act otherwise than we in fact do (see Schneewind 2006: 593–96). In what looks like an early postulation of unconscious mental states, Leibniz had replied to Clarke’s version of this argument by suggesting that the causes of apparently free actions are hidden from introspection. The Encyclopédie article on liberty of will, echoing Hobbes, has it that the internal feeling of freedom is “the illusion of a child who does not reflect about anything” (quoted in Crocker 1959: 158). Hume responds in the same way to the “false sensation or experience even of the liberty of indifference” (Hume 1739–40: 2.3.2.2; SBN 408). The sense of liberty of will is a manifestation of our ignorance of the real causes of our actions. The libertarian’s response is that, without positive, experiential, proof of these “real causes,” the necessitarian is again merely begging the question at issue. To this some necessitarians, including Hartley and Priestley, were prepared to respond that the truth of the matter is that introspective experience testifies to the falsity of libertarianism just as clearly as does observation of human behavior. Hartley writes:


To prove that a man has free-will in the sense opposite to mechanism, he ought to feel, that he can do different things, while the motives remain precisely the same: and here I apprehend the internal feelings are entirely against free-will, where the motives are of a sufficient magnitude to be evident; where they are not, nothing can be proved.

(Hartley 1749: I, 507)



It is therefore not true “that men are perpetually imposed upon, unless they have free-will, since they think they have” (Hartley 1749: I, 508). At this point the issue has become a purely experimental one, and hangs completely on the question of how best to characterize the first-person experience of decision and agency.

Crusius finds that introspection and observation, the standpoints of agent and spectator, pull the philosopher in opposite directions, and he is unable to prioritize one over the other. He accepts the Leibniz-Wolff construal of the principle of sufficient reason, and believes that the libertarian view posits events without causes, and is therefore impossible; but he also has intuitive knowledge of the freedom of his will. The result is what he calls a “collision of principles” (see Beck 1969: 399–400). Exactly this collision, or “antinomy,” is the point of departure for Kant’s treatment of the question of human freedom in his critical philosophy. In the Critique of Pure Reason Kant draws the reader’s attention to the idea of “an absolute beginning” apparently contained in something so banal as believing oneself free to get up from a chair when and only when one decides to (Kant 1781/1787: A451/B479). The idea is not of an event without a cause, but of an event that is itself uncaused by any prior event, and that therefore breaks with the law-bound order of nature. “The human power of choice,” Kant says, “is an arbitrium … liberum, because sensibility does not render its action necessary, but in the human being there is a faculty of determining oneself from oneself, independently of necessitation by sensible impulses” (ibid.: A534/B562). But in so far as such an event cannot be given a place in objective experience, it appears, properly speaking, to be impossible to conceive of. As agents, and especially as moral agents, we are rationally compelled to think of ourselves as possessing a freedom that we can know a priori that we cannot possess as natural beings located temporally and spatially in the realm of objective experience. Kant’s solution to this problem is extremely hard to understand, and any interpretation of his position is controversial, but the essential idea is that it is possible to accord reality to the two aspects of action, the agentic and the spectatorial, in so far as there is a fundamental distinction to be drawn between things as they are in themselves, and things as they are given in spatio-temporal experience. This distinction is supposed to make freedom of choice possible and therefore conceivable, rather than prove it to be actual. For a proof of the reality of freedom, Kant moves from “pure” reason to “practical” reason, and to the impossibility of morality without the instantiation of freedom in the human will. Again, interpretation of Kant’s position here is an extremely vexed matter, and Kant seems to present his argument in two different ways in the most relevant texts, the Groundwork for the Metaphysics of Morals and the Critique of Practical Reason. Perhaps the most important and influential move made by Kant, however, is apparent in both texts, and this is the refusal to accept the priority of the “theoretical” over the “practical.” Kant’s elevation of the significance of the practical aspect of reason to a position of parity with the reasoning deployed in science was to have dramatic consequences in the German philosophy of the nineteenth century.

Moral responsibility

It is taken as obvious by Kant that the doctrine of necessity is incompatible with the reality of moral accountability:


If I say of a human being who commits a theft that this deed is, in accordance with the natural law of causality, a necessity result of determining grounds in preceding time, then it was impossible that it could have been left undone; how, then, can appraisal in accordance with the moral law make any change in it and suppose that it could have been omitted because the law says that it ought to have been omitted?

(Kant 1788: 216; Ak V, 95)



Even if necessity is understood in terms of the determination of will by motives, or “representations,” still, Kant says, freedom “would at bottom be nothing better than the freedom of a turnspit, which, when once it is wound up, also accomplishes its movements of itself” (Kant 1788: 218; Ak V, 97). Kant is, of course, very far from being alone in his belief that it is plain that morality requires a libertarian conception of freedom. Moreover, there are necessitarians who assert that, for the sake of morality, it is important that human beings believe in freedom of the will, even though such freedom is in fact impossible. In the first edition of the Essays on the Principles of Morality and Natural Religion Henry Home, Lord Kames, declares that “[t]he operations of moral conscience plainly proceed upon the supposition, that there is such a power in man of directing his actions, as rendered it possible for the person accused, to have acted a better apart” (Kames 1751: 247). Yet it is as obvious to Kames as it is to Kant that such freedom is impossible in the realm of experience: “Let us fairly own, that the truth of things is on the side of necessity; but that it was necessary for man to be formed, with such feelings and notions of contingency, as would fit him for the part he has to act” (Kames 1751: 246). The idea that we might have been fitted by nature – which is to say, by God – with a deceitful sense of freedom caused a controversy in Scotland which almost got Kames prosecuted for heresy, and which prompted him significantly to revise his view in later editions of the Essays. Nevertheless, Kames gave voice to what many regarded as common sense when he asserted that in order to be fitted for the part we have to act in life, we need to believe in the falsity of the doctrine of necessity. Some – including Joseph Butler and Hume’s “common sense” critic James Beattie – took this as sufficient proof that the doctrine of necessity is in fact false. In an early letter Voltaire declares that “the good of society requires that man should believe himself free. We all act according to this principle; and it would seem to me a bit strange to admit in practice what we would reject in speculation” (quoted in Crocker 1959: 157).

Later, Voltaire’s view changes completely, and he joins those who believe that, on the contrary, the possibility of moral responsibility requires the truth of the doctrine of necessity. Hume presents a particularly clear version of this belief:


The constant and universal object of hatred or anger is a person or creature endow’d with thought and consciousness; and when any criminal or injurious actions excite that passion, ’tis only by their relation to the person or connexion with him. But according to the doctrine of liberty or chance, this connexion is reduc’d to nothing, nor are men more accountable for those actions, which are design’d and premeditated, than for such as are the most casual and accidental. Actions are by their very nature temporary and perishing; and where they proceed not from some cause in the characters and disposition of the person, who perform’d them, they infix not themselves upon him, and can neither redound to his honour, if good, nor infamy, if evil.

(Hume 1739–40: 2.3.2.6; SBN 411)



Common sense dictates that there is a need for a distinction between actions that are in character, and hence blamable and praiseworthy, and actions that, while voluntary, are excusable because the result of extraordinary circumstances. And only the doctrine of necessity can make sense of this distinction, since necessity, as construed by Hume, is precisely a matter of the regular conjunction of circumstance and action that constitutes what it means to talk of actions as being in character. Hume’s version of necessitarianism, as we have seen, is designed to eliminate the worry that necessity as such involves a compulsion that is sufficient to undermine ascriptions of responsibility for action. But more ordinary forms of necessitarianism have a response to this worry as well, in so far as they insist that so long as an action is voluntary, and not coerced, it is a proper object of praise and blame. This is the point of Leibniz’s talk of motives as “inclin[ing] without necessitating; that is, without imposing an absolute necessity” (Leibniz and Clarke 1717: Leibniz’s Fifth Letter §8 [GP VII, 390]; 57). The goodness of God manifests itself in choices that are necessary in this sense, and the goodness, and evil, of human beings is realized in the same way. In response to Richard Price’s claim that a purely instinctive benevolence is really no virtue at all, Priestley argues that “Mankind, in general, do not refine so much as Dr. Price. Whatever is within a man that leads him to virtue, and that will certainly and necessarily incline him to act right, or to do what they approve, they deem to be a virtuous principle, to the foundation of merit, and to intitle to reward” (Priestley 1777: 67).

But it is not so much reward as punishment and its justification that was the focus of eighteenth-century writing on moral responsibility. An important development was, in fact, the emergence of an alternative to talk of responsibility and liability. Priestley’s view, for example, does not really coincide with that of “mankind in general,” since he holds that, properly speaking, human beings are not responsible for their actions. The “real and unavoidable consequences” of the doctrine of necessity, he claims, are “that nothing could have been otherwise than it has been, that every thing comes to pass in consequence of an established constitution of things, a constitution established by the author of nature, and, therefore, that God is to be considered as the proper and sole cause of all things, good and evil, natural and moral” (Priestley 1777: 105). The inference he draws from this is that “we cannot but consider every being, and thing, in a favourable light” (xi). In France, by contrast, La Mettrie, d’Holbach, and Helvétius found in the doctrine of necessity as they understood it the possibility that a properly regulated state might be able significantly to alter and reform human nature by means of a judicious implementation of coercive force in the form of, for example, compulsory education, and state-sanctioned punishment. Atheistic necessitarians did not find themselves able to believe that whatever is, is right. They wanted things to be changed for the better, and hoped that politicians who understood the mechanisms underlying human behavior would be able to effect fundamental improvements of the human condition. Their moral criterion was the greatest happiness of the greatest number, and the whole question of liberty and necessity seemed to them a distraction. “I don’t care two straws about liberty and necessity at any time” wrote Jeremy Bentham (quoted in Long 1977: 231). A key question for these thinkers was the goals of education: “education alone,” according to La Mettrie, “has improved on organisation; it has directed men towards the profit and advantage of men, and has wound them up like a clock, to reach the degree of tension which could help and be most useful” (La Mettrie 1747: 129). The French philosophes were especially concerned with the deleterious influence of the Catholic Church on education, and desired the complete secularization of schools. Another question was how punishment might be best used to secure social progress. This was of great concern to Bentham in his writings on prison reform in the 1790s. But before Bentham, in 1764, had come the Dei delitti e delle pene (On Crimes and Punishments) of Cesare Beccaria. Beccaria was careful to avoid the danger that a broadly utilitarian approach to punishment might sanction the infliction of harm upon the innocent where that promised to be in the interest of society at large. He imposed strict criteria on the justification of punishment, and then argued that neither torture nor capital punishment satisfied those criteria. Here were the seeds of the radical reform movements of the nineteenth century.

Conclusion: the unimportance of the question of liberty and necessity

It is striking how much moral and political philosophy is written in the eighteenth century without the question of liberty and necessity being broached at all. Bentham’s lack of interest in the question was illustrated above, and appears to have been shared by Beccaria. Several of the more important British moralists, including Francis Hutcheson, Joseph Butler, and Adam Smith, write their major works on the principles of morality without feeling the need to raise the question. The implication is that the powers of the mind involved in praise and blame, whether characterized in terms of a moral sense, a conscience, or the operations of sympathy, will work and deliver moral judgments regardless of theorization about the problem of human freedom. Similarly, there is little evidence that it was of much concern to Rousseau: it is political freedom, not freedom of will that matters to Rousseau, as also to Montesquieu. As has been seen here, some eighteenth-century philosophers did worry that adoption of the wrong position as regards the will and its freedom might have a deleterious effect upon an individual’s commitment to morality, but others wrote on moral matters as if the question of the nature of human freedom were a purely scholastic issue with no bearing on ordinary human life. There was also in some quarters a sense that the question would never be answered properly, and so was best left alone. Several philosophers found themselves caught up in the contradiction that motivated, on the one hand, Kame’s hypothesis of a “deceitful sense” of freedom, and, on the other, Kant’s distinction between empirical necessitation and “transcendental” freedom. James Boswell reports Samuel Johnson remarking that “All theory is against the freedom of the will; all experience for it” (Boswell 1791: 291). Diderot’s Jacques le fataliste seems to embody the conviction that there is no straightforward philosophical solution to be given to the problem, only contradictory views none of which is able to win out over the others. It is all too easy to conclude that that, in truth, is the position implicit in Kant’s duality of the theoretical and the practical. There was perhaps in some quarters a hope that the problem of liberty and necessity would soon disappear from the philosophical landscape, to be replaced by the more pressing question of how to improve the conditions in which human beings live in society with each other. That hope, of course, was to be disappointed.
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THEORIES OF PERCEPTION IS: BERKELEY AND HIS RECENT PREDECESSORS

Lorne Falkenstein

 

The questions of what we perceive and how we perceive it were of central concern for eighteenth-century philosophers. They asked whether we perceive objects existing independently of us in an external world or whether we instead perceive ideas. They wondered about the relation between ideas and the mind that perceives them, on the one side, and the objects that ideas may or may not represent, on the other. They wondered whether all perception is sense perception or whether we also have innate ideas. And they were concerned to distinguish what we immediately perceive from what we only perceive in virtue of unconscious inference or association or some other sort of mental processing. They were particularly concerned with visual perception and with the perception of spatial qualities. The effects of perspective and shading in painting and drawing, the discoveries of physiological optics, and studies of previously blind subjects whose vision had been corrected led them to suppose that we do not immediately see depth or objective magnitude, and prompted questions about whether orientation, number, and even position are immediately seen – or touched. The supposition that ideas are states of an unextended, immaterial substance also raised persistent challenges for those wanting to account for how we come to perceive space and the spatial features of things. Eighteenth-century philosophers did not approach these questions for the first time. The context for their discussions of the problems of perception had been set for them by their seventeenth-century predecessors, particularly René Descartes, John Locke, and Nicolas Malebranche.

The seventeenth-century background

Sensible qualities and ideas

Few things were as widely agreed upon by seventeenth-century philosophers as that phenomenal qualia – the “sensible qualities” of color, heat and cold, sound, taste, and smell – are not qualities of external objects. Most thought that the modes of extension (figure, size, position, motion, etc.), and possibly also the modes of solidity (hardness, brittleness, viscosity, fluidity, etc.) are qualities of external objects. But while they were inclined to think that extension, solidity, and their modes are externally real, they were not inclined to consider them to be directly perceived as they are in external objects. One ground for their reservations was the view that bodies can only act on one another in contact. As Malebranche put it, though we see the stars, our minds do not travel out into the heavens to touch them (Malebranche 1712: 1.14, 3.2.1). Supposing that perceptual interaction between bodies and our sense organs requires contact, what we see really could not be the stars themselves, but must be something else, more closely connected to us. Nor is this only the case for vision, the only sense that we commonly take to inform us of things at a distance. All of the senses inform us of what happens at a distance, if only the distance between the exterior surface of the sense organ and the place in the brain where sensory information is processed or taken up by the mind.

A second ground for rejecting direct perception of any quality of bodies was provided by experience of perceptual errors, illusions, and dreams. The cases of the sun and the moon, which only appear to be a few feet across but are in fact much larger, and of the objects seen in dreams, were often cited (cf. the First and Sixth Meditations – Descartes 1641/1642: AT VII, 19–20 and 76; Malebranche 1712: 1.6–7 and 3.2.1). In these cases, it is not just the sensible qualities but the shapes, sizes, and even the substances that have no external existence.

Yet, as Malebranche observed, sensible qualities and misperceived images of extended, solid bodies are not nothing (Malebranche 1712: 3.2.1). When we perceive sensible qualities, or when someone who is insane or asleep or feverish sees an animal that does not exist, they perceive or see something. But what? The preferred answer was: an idea.

Seventeenth-century philosophers were not very clear about what ideas are, or about what it means to perceive an idea. Thomas Hobbes, who was convinced that there is no immaterial mind and that only motions of parts exist either in the external world or in the bodies of sentient creatures, offered the most inadequate account of all when he declared that colors and other sensible qualities are “appearances” of motions in the body, without ever explaining how or where in a purely material world an appearance of such a sort could exist, what manner of material thing could perceive an appearance, or what this thing’s perception of an appearance would involve (Hobbes 1650: 1.2.7–8 and 10).

Most seventeenth-century philosophers found it more plausible to take ideas to be states of an immaterial mind, but those who worked within this paradigm improved on Hobbes’s materialism only by being even less explicit about what ideas are and how they are related to minds. Malebranche gave two different answers to the question of what is being perceived by someone who experiences a color or imagines a nonexistent figure (compare Malebranche 1712: 1.1 and 3.2.1). He claimed that sensible qualities, like colors, are simply “the soul itself existing in this or that way.” The soul can therefore perceive them directly by means of an internal sentiment or consciousness. But the perception of images in vision and touch is entirely distinct from the sensation of sensible qualities. Colors are not shaped or extended and pains are not located in body parts. The supposition that they are is the result of a false judgment (ibid.: 1.10). Ideas of figures are nonetheless not direct perceptions of qualities of external things. External things cannot be “intimately joined” to the soul, given that the soul is unextended and external things are both extended and placed at a distance from us. In having ideas we are instead perceiving something that exists in the mind of God, with which we are intimately connected (ibid.: 3.2.1).

Locke, who was far more agnostic both about the immateriality of the soul (Locke 1689: 1.4.3.6) and what it means for the soul to perceive an idea (Locke 1706: 4, 8, 10), was happy to use the term “idea” broadly, to refer to “whatsoever is the Object of the Understanding, when a Man thinks,” including both sensible qualities and images, and both “ideas of sensation” of external things and “ideas of reflection” of internal states. He was also more inclined to allow that the body is involved in the perception of images and that sensible qualities are located at places on the body so that “we may be said to see the picture in the retina, as, when it is pricked, we are truly said to feel the pain in our finger” (ibid.: 11). And he found it inconceivable that an unextended idea could represent to the mind an extended figure (ibid.: 18). But his inclination to describe ideas as “produced” by motions in the body (Locke 1689: 2.1.3; 1706: 10), his declaration that the bare existence of a figure or a quality in the body or before the mind is not the same thing as the perception of that figure or quality (Locke 1706: 18), and his reticence about the nature of perception have vexed commentators, who continue to argue over his position on the relation between minds, ideas, and objects. In the seventeenth century, the most explicit expressions of the view that ideas are not the objects of the mind’s acts of apprehension, but are rather those acts, are found in Descartes’s attempt to distinguish between the formal and objective reality of ideas (cf. Third Meditation – Descartes 1641/1642: AT VII, 40), and in Antoine Arnauld’s attacks on Malebranche’s account of ideas (Arnauld 1683).

Painting and physiological optics

Seventeenth-century philosophers had reason to be particularly interested in visual perception. It is only insofar as we perceive the locations of the parts of an object that we perceive the particularly important properties of figure and extension. Smell and hearing might be taken to give us some sense that bodies lie at a distance from us in a certain direction, but only touch and vision afford any precise awareness of the configuration of the parts of objects, and the objects detected by touch are few, proximate, and laboriously discerned in comparison with those detected by vision. Yet, despite being in this way the most “comprehensive of all our Senses” (Locke 1689: 2.9.9), vision is also more difficult to account for than touch. Touch involves immediate contact with the object and, apart from a few cases, it reliably informs us of the location, figure, and size of objects. But vision informs us of the existence of objects set at a distance from us and often misrepresents the positions, figures, and sizes of those objects.

The discovery that light is focused by the lens of the eye to project an inverted image on the retina was particularly stimulating. Some (Locke 1706: 11) claimed that since what we see varies in size according to how the retinal image varies, the immediate objects of vision must be the images on the retina. Whatever we might think of this claim, the view that the retinal images determine what can be immediately perceived by vision is quite plausible. If you start off thinking that the sensory nerves convey information about the external world to the brain and so to the mind, and then discover that the ends of the optic nerves do not terminate at the front of the eyes, and that what touches them is not the external objects but a pair of inverted, mirrored, two-dimensional images focused on the backs of the eyes, then it is natural to think that whatever information is not contained in these images could not be picked up by the optic nerves, and that whatever information is contained in the images ought to be available for processing by the sense of vision, conditional on further discoveries about the workings of the optic nerves and brain.

Notwithstanding its plausibility, the supposition that what we see is determined by the retinal images is challenged by the fact that what we see differs from those images in a number of ways. Four differences drew particular attention: (1) Though there are two images, we see those objects in the focal plane to be single rather than double. (2) Though the images are left-right reversed and inverted, we see objects in their proper orientation. (3) Though the parts of the images are only located above and below and to the left or right of one another, we also see objects as placed before and behind one another. And (4), though the images cast by the same object vary in size and shape with the object’s distance, we usually perceive objects to retain a constant size and shape.

One response to these differences was to draw a distinction between immediate and mediate perception. Locke claimed that the ideas we receive by sensation or immediate perception are often altered by the judgment without our taking notice of it (Locke 1689: 2.9.8). As a consequence, “we take that for the Perception of our Sensation, which is an Idea formed by our Judgment” (ibid.: 2.9.9).

The distinction between immediate and mediate perception was corroborated by the effects of perspective and shading in drawing and painting. Malebranche claimed that the fact that painters have to draw circles viewed from an angle as ovals in order to make them look like circles proves that what we immediately see when we look at circular objects inclined away from the eye (e.g. plates on tables) must actually be elliptical. Since we think otherwise, a “new sensation” or “natural judgment” must be added to what we originally perceive to make us perceive differently (Malebranche 1712: 1.7). And Locke claimed that painting makes it “evident” that the idea we receive when we see a round globe of any uniform color is only of a variously colored plane (Locke 1689: 2.9.8).1 As Thomas Reid was later to put it, the enterprise of painting forces the painter to attend far more closely to what we actually see than people ordinarily do. In replicating the exact color of each part of the object the painter comes to see that the object is not in fact uniformly colored (Reid 1764: 6.3, 6.7, 6.22). But the painter also discovers that success at replicating the exact coloration of the object on a flat surface makes it look like a uniformly colored three-dimensional object. This suggests that in normal vision we also see two-dimensional, shaded images and that we only judge them to be three-dimensional, uniformly colored objects. The same holds for figure. Attempt to draw a cube sitting on a table exactly as it appears and you see that the angles are not all square and the lines not all of the same length. Draw the cube in that distorted fashion and it takes on the appearance of a proper cube in three dimensions.

Granting that we do not immediately perceive what we think we perceive raises the questions of exactly what we immediately perceive and how mediate perception arises from immediate perception. The paradigm was set by Descartes, who took us to immediately perceive position and proximate distances, but to only mediately perceive more remote distances. Descartes grounded his account of the perception of position, and consequently of single and erect vision, on an analogy with a nativist account of proprioception and tactile localization. According to that account, changes in the position of the limbs cause the embedded nerve fibers to touch different parts of the brain (Descartes 1637: AT VI, 134–35). When the nerve embedded in a limb touches one part of the brain, the limb is perceived to be in one position; when the limb is moved, the embedded nerve moves to touch a different part of the brain and this leads us to perceive the limb to be in an accordingly different position. To be clear, we do not perceive the nerve or the parts of the brain it touches. The motion of the nerve is rather the occasion for an immediate perception of the position of the limb.

An account of “single touch” follows directly from this view (ibid.: AT VI, 136–37). Even though we have two hands, we feel an object grasped with both hands to be single because each hand is perceived to enclose the same location in space. The reason a little ball felt between two crossed fingers is experienced to be double is that the muscles don’t stretch enough to adapt to the unnatural position of the fingers, causing the embedded nerves to still touch those places in the brain that they would touch if the fingers had not been crossed (ibid.: AT VI, 142).

Similarly, we are innately so constituted that motions of the eyes and head cause the embedded nerves to touch different parts of the brain, thereby occasioning perceptions of the direction in which the eyes and head are turned. Consequently, when the two eyes are so “disposed”2 as to look at the same place we assign the objects seen by each eye to that place and so perceive them as single (ibid.: AT VI, 136–37).

Though Descartes did not say so explicitly, an account of tactile localization is presumed by what he said about single touch and the double-ball illusion. On that account, we are constantly aware of a body map, which is continually modified as we move our limbs. Stimulation of a specific tactile nerve ending occasions the perception of a corresponding position on the body map. So stimulation of a tactile nerve on the outside of the index finger leads us to perceive a position on the outside of the index finger, stimulation of a tactile nerve on the inside of the second finger leads us to perceive a position on the inside of the second finger, and a failure of the proprioceptive mechanism to make us aware that the fingers are crossed leads us to feel two balls at opposite sides of the fingers rather than one ball between them.

A modification of this account of tactile localization applies to vision. When we are touched we instinctively think that the touch comes from a direction perpendicular to the surface of the body at the affected point. This is why the old trick of reaching around from the left to tap someone on the right shoulder never fails to cause them to look to the right. Since we see things at a distance from us, Descartes envisioned an extension of the tactile case, where a touch on the retina leads us to think, not of the touched point on the retina, but of a specific direction from which the touch comes, one roughly perpendicular to the affected point on the retina (ibid.: AT VI, 135–36). As Descartes put it, we are led to think of all the locations on a line perpendicular to the retina at the touched point and are certain the object lies somewhere on that line rather than on any other line, though we are uncertain how far out (ibid.: AT VI, 134–35).

Because the retina is concave and light rays approach it from opposite directions, crossing at the center of the eye, stimulation of a nerve on the left side of the eye occasions the idea of a location indeterminately far out in a rightward direction, stimulation of a nerve on the top part of the eye occasions the idea of a location indeterminately far out in a downward direction, and so on, so that “we should not find it strange that objects can be seen in their true situation, notwithstanding that the picture they imprint in the eye is an entirely contrary one” (ibid.: AT VI, 136).

William Molyneux offered a similar account, utilizing an example that made the parallel with touch even more explicit.


… suppose the Ball of the Eye taken out of its Socket, or Cavity in the Skull, and a Man receives in the Socket an impulse by a Stick … hitting him on the upper part of the Cavity, surely he would never look for the Original of this Blow at [a high point], but would be certainly directed to hunt back as it were alongst the Stick … towards the Place from whence the Stroak comes.

(Molyneux 1709: 290)



Molyneux’s example of a conjectural poke in the eye socket suggests that we might actually feel the point on the retina touched by a light ray, much as we feel a tap on the shoulder. Descartes’s account of visual localization is even leaner and more direct, because it involves no inference, even an instinctive one, from an antecedent feeling of a part of the retina. Instead, it takes unperceived, unknown physiological events to be occasions triggering the occurrence of ideas of the direction of an object of vision – ideas that for that reason are directly or immediately perceived.

As mentioned, Descartes claimed that changes in the “position of the tiny parts of the brain where the nerves originate” are “ordained by nature” to make us not only “know the place occupied by” the body part that nerve is embedded in, but also to “shift attention” from this place “to any of those lying on the straight lines which we can imagine to be drawn from the extremity of each part and extended to infinity” (Descartes 1637: AT VI, 134–35). This implies that vision must immediately supply us with an idea of three-dimensional space extending outwards from the eye. Simultaneous affection of multiple parts of the eye makes us aware of different positions along the horizontal and vertical axes, depending on how the eyes and head are turned, and affection of any one of these points makes us think of extension outwards to infinity. And since we are not aware of the changes in the positions of the brain parts, and those changes are “ordained by nature” to make us perceive as we do, our perception must be immediate. Descartes further maintained that it is only sometimes the case that we do not immediately perceive how far out objects lie in this line. Proximate distances are immediately perceived. Contractions in the muscles responsible for focusing the eyes on objects at different distances cause changes in the brain that are in turn innate causes of ideas of the distance at which those objects are placed from the eye (ibid.: AT VI, 137). This account is again non-cognitive, in the sense that it takes unperceived, unknown physiological events to be causes or occasions triggering the occurrence of ideas of the location of an object of vision – ideas that for that reason are directly or immediately perceived.

Given this account of visible position, single vision is unproblematic. We see objects as single for the same reason we feel them as single: we perceive them as occupying the same point.

 What remains is mediately perceived. Descartes divided the process of sensation into three stages – (1) the physiological alterations brought about in the body, (2) the immediate result of these alterations on the mind, and (3) the judgments that we have been since childhood accustomed to make concerning things that exist around us (Descartes 1641/1642: Sixth Replies, AT VII, 436–38). Somewhat oddly, he declared that in vision the second stage is confined to the perception of color and light, thereby suggesting that the perception of spatial features occurs at stage 3 and so always involves judgment. But he also described the “judgments” occurring at stage 3 as made “on the occasion of the impressions or movements that occur in the organs of our senses,” a description that satisfies his definition of a stage-2 phenomenon.

The confusion is indicative of an unresolved tension in his thought. At least some spatial perceptions must be immediate effects of physiological alterations in the brain, and as such must be stage-2 rather than stage-3 phenomena. This becomes clear over the course of an example Descartes proceeded to give of the perception of a stick. Descartes wrote, “But suppose that, as a result of being affected by this sensation of colour, I judge that a stick, located outside me, is coloured; and suppose that on the basis of the extension of the colour and its boundaries together with its position in relation to the parts of the brain, I make a rational calculation about the size, shape and distance of the stick: … it is clear that [such reasoning] depends solely on the intellect.” This passage describes two judgments. The first attributes color to the stick. The second concerns what might be called the real or objective (as opposed to the merely apparent) size, shape, and distance of the stick. This second judgment is described as based on a prior judgment concerning the extension and shape (“boundaries”) of a color patch and its distance and direction relative to us (“its position in relation to the parts of the brain”). Descartes’s theory was that we base a judgment concerning the “real” spatial features of an object on a prior judgment concerning the “apparent” spatial features of a color patch on the visual field. The basis for this prior judgment is a “stage-2” experience of a sensation of color. But it can’t be only such an experience. We can’t attribute a color to an extended shape unless we also perceive the extended shape. That perception is an immediate perception, arising on the occasions already discussed. Light rays, reflected from the stick and hitting the back of the eye, cause physiological changes in the brain that occasion an idea of the apparent size, shape, and position of a (colorless, extended) figure. Whether we call this idea a perception or a judgment it is a stage-2 phenomenon, even though it is distinct from any experience of color.

The impact of light rays on the retina also causes entirely distinct sensations of (qualitative, unextended) colors. It is because the physiological alterations brought about in the body in sensory stimulation occasion these two different kinds of immediate alteration in the mind that a place arises for the first kind of judgment Descartes mentioned, the judgment that a particular color is extended over the area bounded by the edges of a particular immediately experienced figure. This purported judgment invests the color sensation with its apparent “extension, boundaries, and relation to parts of the brain.” We then make yet further judgments correcting our original idea of the apparent magnitude, figure, and position of the color patch in light of more precise assessments of its distance and the relative distances of its parts, in the process elevating our experience from one of a color patch into one of an object.

Supposing that we see more than one thing at a time, and experience more than one sensation of color at once, this account raises the question of what leads us to judge that any one sensation belongs to any one figure, e.g. that the red belongs on the stop light and the green on the approaching car rather than the reverse. There would be no problem if the stimulation of a particular nerve was taken to be the antecedent physiological cause or occasion of the immediate perception both of a color and of a location for that color. But that would mean that we perceive colors as located (and collections of adjacent, resembling colors as extended and shaped color patches) and Descartes did not want to accept that we immediately perceive colors as extended and located – most likely because he wanted to maintain, on the one hand, that colors are states of an unextended mind, and on the other, that the senses cannot deceive us, because they make no judgments. Wanting at all costs to deny that mental states occur at locations relative to one another or are extended, he was forced to treat sensations of color and perceptions of figure as distinct and unrelated, and to take the apparent extension and location of color sensations to be the product of a judgment. But he lacked the resources to explain the basis for this judgment. This is a problem that was to continue to vex dualist and immaterialist visual theorists throughout the eighteenth century.

Descartes had only a little more to say about the basis for our judgments of remote depth and objective figure and magnitude. These judgments are of two sorts. Some of them alter the character of what we perceive, making us think that we perceive something that, immediately, we do not. Others leave the original perception unaltered and merely lead us to believe that objects are different from the way they appear to us.

Judgments of the first sort are based on our perceptions of the angles at which the eyes are inclined to look at an object, and of the brightness of objects together with their lack of focus. Granting that we immediately perceive the directions in which the eyes are turned, we are supposed to infer that an object seen by greater inclinations of the axes of the two eyes is closer “as if by an innate geometry” (Descartes 1637: AT VI, 137). And since objects placed outside of the focal plane are increasingly out of focus, depending on how far away from the plane they are, those that are also bright are taken to be increasingly close whereas those that are dim are increasingly far.

In detailing the inference we draw from the angles of incidence of the eyes, Descartes made much of an antecedent knowledge of the distance between the eyes and of the size of the angles of incidence, things that he could have supposed we know by proprioception. He further described the inference as involving “an action of thought that, being only a quite simple imagination, nevertheless involves reasoning quite similar to that made by surveyors when they measure inaccessible locations by means of two different vantage points” (Descartes 1637: AT VI, 138).3

The other means by which Descartes supposed that we mediately perceive depth, sharpness of focus combined with brightness, does not involve the same sort of reasoning. It is not demonstratively obvious that objects seen out of focus are at a different distance from those seen in focus, nor is it demonstratively obvious that brighter objects are closer. In these cases it is more plausible that we learn by experience that objects seen out of focus are either before or behind those in the focal plane and that brighter objects are closer than dimmer ones. But Descartes never said as much.

Whether our reasoning from angles of inclination and degrees of focus and brightness is based on demonstrative reasoning, inductive reasoning, or the development of a habit of association, Descartes seems to have thought that it results in an alteration in the character of our visual experience. It leads us to see objects before and behind one another where originally we were uncertain of how far they are from one another. He maintained (Descartes 1641/1642: Sixth Replies, AT VII, 438) that this happens because we have been so long accustomed to drawing the inferences that they happen too quickly to notice. Consequently, we confuse the products of judgment with the act of sense perception.

Descartes recognized a final set of distal judgments that do not have this same effect – despite being equally customary and quick. These inferences lead us “not properly to see, but to imagine distance” (Descartes 1637: AT VI, 138–39). He was likely thinking of the experience of looking out from a high point over a vast landscape, and finding that the distant vistas appear as if they were painted on a screen. In this case we nonetheless have beliefs about which objects are further away, and which closer. In other words, we merely “imagine” objects to be closer or further away without actually perceiving them to be so. Our so imagining is the result of judgments based on an antecedent knowledge of the real size of an object (leading us to take the object to be further away in proportion to the smallness of its apparent size), or of its position (leading us to take objects closer to the horizon to be further away), or of the sharpness of its outline, the clarity of its parts, and the brightness of the light coming from it (leading us to take the object to be closer). Here, again, Descartes neglected to say whether the reasoning is intuitive (based on a necessary connection), inductive (based on past experience), or habitual (based on a tendency to repeat operations frequently performed in the past).

Given a corrected knowledge of distances, Descartes supposed that we make further judgments correcting our estimates of the size and figure of objects (Descartes 1637: AT VI, 140). Unfortunately, he confused this account by claiming that we estimate the size of objects by comparing our opinions concerning their distance with the size of the images that they imprint on the back of the eye (ibid.: AT VI, 140) – images he did not otherwise accept that we see.

The ambiguities and confusions in Descartes’s account of visual judgment were removed by Malebranche in his own, “enthusiastic”4 way. He did not leave it ambiguous whether visual judgments are based on deduction, induction, or habituation. Rejecting all of these alternatives he maintained that they are directly imposed on us by God on the occasion either of certain antecedent physiological events in the sensory system or of certain antecedent sensations. An example of the first is the judgment of distance based on angles of incidence of the two eyes, of the second the judgment of distance based on the perception of the number of intervening objects (Malebranche 1712: 1.9). Indeed, the occasion for a judgment could just as well be a combination of the two. When we judge that an approaching object retains a constant size, our judgment is occasioned, on the one hand, by the increasing size of the image imprinted on the retina, a physiological event, and on the other by the decreasing distance of the object from the eye, which is known by prior judgments (ibid.: 1.7).

Malebranche allowed that the judgments God imposes on us are the ones we would make ourselves if we had perfect knowledge of the state of our sense organs and the manner in which they are affected by objects, as well as the time and ability to perform the “infinite” number of calculations required to deduce the features of objects from that knowledge. Lacking either, we must acknowledge the agency of God in our visual perception (ibid.: 1.9, Elucidation 17.26 and 17.43). In effect, the “judgments” Malebranche attributed to us are no different from sensations, and he often referred to them as “compound sensations” or “natural judgments.” They arise immediately in us on occasions and are not the effect of cognitive operations. Indeed, many of them are not even occasioned by prior perceptions or judgments but by alterations in the sense organs and brain, just like sensations.

Molyneux’s question

Defending the doctrine of the external reality of the modes of extension and solidity in the first edition of the Essay, Locke had written that “the same Water may at the same time produce the Sensation of Heat in one Hand, and Cold in the other; which yet Figure never does, that never producing the Idea of a square by one Hand, which has produced the Idea of a Globe by another” (Locke 1689: 2.8.21). But according to Essay 2.9.8 what produces the idea of a globe by the hand may produce the idea of a circle by the eye – at least immediately.

It may have been this tension between Essay 2.8.21 and 2.9.8 that prompted Molyneux to confront Locke with his famous question: would a previously blind person, newly made to see, be able to distinguish and tell which of two objects is a globe and which a sphere on first sight and prior to touching them? A negative answer to the question could be taken to imply that our perceptions of figure are no different from our perceptions of heat and cold, and so no more worthy of being considered to be externally real.

Molyneux answered his question in the negative. Surprisingly, in the second edition of Essay 2.9.8, Locke agreed.

Locke’s agreement is made less surprising by the reason Molyneux gave for his decision.


For though he has obtain’d the experience of, how a Globe, how a Cube affects his touch; yet he has not yet attained the Experience, that what affects his touch so or so, must affect his sight so or so; Or that a protuberant angle in the cube, that pressed his hand unequally, shall appear to his eye, as it does in the Cube.

(Quoted in Locke 1689: 2.9.8)



By this line of reasoning, even if the globe looks exactly like a globe upon first sight, the subject is in no position to know that simply because what is seen looks like a globe it will feel like one, and so is not entitled to answer the question with any assurance. Even someone who believes that we see the same shapes and sizes that we touch could agree with that.

However, Molyneux and Locke had more robust reasons for their negative answers to the question. As has already been noted, Locke believed that the immediate object of vision is not located outside of the body, but is rather the image imprinted on the back of the eye, and Molyneux agreed at least to the extent of taking us to perceive impulses on the eyes. From this it follows that we do not see the same objects that we touch. We touch objects located outside of us. We see images of those objects projected on the concave surface of the retina. Because the projections of objects on the retina can have very different shapes and sizes from the objects (any object projects as but a point when seen from a sufficient distance, for instance), a newly sighted person is in no position to draw warranted inferences from what is seen to what would be touched. The observation that the subject “has not yet attained the Experience, that what affects his touch so or so, must affect his sight so or so” is a serious one, because in many cases there are significant differences. A subject who simply assumed that the objects of vision would look like those of touch would be relying on a factually false assumption.

Moreover, we see colors and feel pressure points, and the boundaries between different colors and different pressure points may not coincide with the edges of objects. Locke’s observation that a uniformly colored globe immediately appears as a multicolored disk is instructive in this regard, as is Molyneux’s remark on the lack of affinity between the unequal pressure of a protuberant angle felt by the hand and anything seen by the eye. A blind person, newly made to see, would see colors disposed above and below, to the left and to the right of one another on a visual field. But because the same object can have differently colored and shaded parts, and adjacent objects similarly colored parts, the subject would be uncertain which boundaries between colors mark surfaces of objects, and so would have no way of knowing how to partition the visual field. These difficulties are exacerbated by the fact that parts of an object may feel different to touch though they are identically colored. The vertices, edges, and surfaces of a cube feel different from one another. So where we see identically colored points disposed in the configuration of a square we feel different sensations of pressure disposed in the configuration of a cube.

These reasons for giving a negative answer to Molyneux’s question allow that figures and other spatial features are immediately seen (albeit only two-dimensional figures, but two-dimensional figures are still figures), consistently with Locke’s claim (Locke 1689: 2.13.2, cf. 2.5, 2.9.9, 2.13.5) that space, extension, figure, rest, and motion are perceived by sight in just the same way that color is. They simply qualify that position by allowing that we do not always perceive quite the same figures by sight that we do by touch. This does not mean, however, that the case of the perception of figure is to be compared to that of the perception of heat and cold in a bucket of water. We feel the same bucket of water to be hot with one hand and cold with another. But we do not perceive the same cube differently with the hand and with the eye. Instead, we perceive the cube with the hand and a retinal image of the cube with the eye. From this it does not follow that either experience is merely subjective, any more than it would follow that heat and cold are merely subjective if we only ever felt different buckets of water to be hot from those that we feel to be cold.

The most significant challenge posed by a negative answer to Molyneux’s question is for the nativist theories of vision of Descartes and especially Malebranche. According to those theories the bare occurrence of a sensation, or just of a physiological stimulus, is enough to occasion an immediate perception of the relative distances of objects and of their parts from the eye, and of objective figure and magnitude, particularly if the figures are set within the distance where accommodation of the eyes takes place. Moreover, we immediately perceive only figures and merely “judge” those figures to have tactile and chromatic qualities. In that case, the newly sighted person ought to perceive the same figure by vision and touch, and be perfectly entitled to declare which is which.

It might be objected that Locke and Molyneux did not argue in this direction. They appealed to a theory of vision to justify a negative answer to the question, not to a negative answer to the question to justify a theory of vision. But Locke did not hesitate to reverse the implication, claiming to have raised the issue so that his readers would consider “how much [they] may be beholding to experience, improvement, and acquired notions, where [they think they have] not the least use of, or help from them” (Locke 1689: 2.9.8). Likely, he took instruction from painting to bear the real weight of the argument (cf. “as is evident in painting”; ibid.). Meditating on what we really see in the way that painters do leads us to be introspectively aware of how the visual world would appear to someone newly made to see. That is what justifies the theory that we immediately perceive the retinal image, and with that a negative answer to Molyneux’s question and a consequent rejection of Descartes’s and Malebranche’s theories of depth perception.

Berkeley

The history of eighteenth-century thought about the problems of perception is the history of the reception of George Berkeley’s revolutionary theory of vision and his associated immaterialist philosophy. Two innovations to the seventeenth-century outlook were foundational for Berkeley’s views.

The first was Berkeley’s development of a new argument against the external reality of extension, solidity, and their modes. Seventeenth-century skeptics such as Simon Foucher and Pierre Bayle had already noted that perceptual relativity arguments employed to deny the external reality of sensible qualities apply just as well to figure and magnitude (see Bayle 1697: “Pyrrho,” n. B – which cites Foucher). A negative answer to Molyneux’s question could be understood to make the same point. But these arguments are scuttled if one accepts that the immediate objects of vision are retinal images, which are always seen exactly as they are. Berkeley advanced the more powerful argument that shape and figure are inconceivable apart from sensible qualities (Berkeley 1709: §43; 1725: 193–94; 1734: I, §10). Since all are agreed that the latter have no external reality, but exist only “in” the mind and only when perceived, the same must hold of the former. Berkeley took this to mean that people speak with no meaning when they affirm the existence of a material world. All that can intelligibly be supposed to exist are minds and their ideas, the latter being things that exist only insofar as they are perceived by minds.

Berkeley’s second innovation was his new theory of vision, presented in a work of that title in 1709. He realized that his immaterialism was challenged by the naive conviction that vision directly informs us of the existence of extended things placed at some distance from us – things that must therefore exist independently of us. The received theories of vision did not do enough to combat this naive view, since they presumed the existence of light rays traveling from distant objects to imprint physical images on physical sense organs. His response to this challenge was the development of a theory of vision according to which achievements that his predecessors had taken to be non-cognitive effects of physiological occurrences in the eyes are instead taken to be the products of association of visual with tangible perceptions.

Berkeley’s theory of depth perception, presented over the first part of his New Theory of Vision (1709: §§2–51), exemplified his overall approach to the problems of vision. Where Descartes and Malebranche had taken the perception of proximate distances to arise in us immediately as a consequence of changes in the “disposition” of the eyes, Berkeley instead supposed that we experience sensations accompanying contraction of the eye muscles. Originally these sensations are no more connected with depth than tastes and smells. We only learn over time to associate them with experiences of how far we must reach in order to grasp an object. Gradually, they come to be taken as signs for depth, and eventually the signification of these signs is understood so readily that we take ourselves to immediately perceive depth (ibid.: §51, §66).

That sensations arise from contraction of ocular muscles is a temporary concession to naive realist views that Berkeley was in a position to jettison. Berkeley’s considered view was that the sensations are caused by God, not occasioned by events in material sense organs. Similarly, the “distances known by touch” are not distances through which material arms move in an external space, but simply other muscle sensations, felt over time rather than disposed in space. All we really learn to do is interpret sensations accompanying what we see in terms of other sensations. These other sensations are incorrectly described as sensations accompanying the motion of limbs through space, there being no external space and no material body parts to move through it.

While this is a cogent theory, Berkeley did not do a good job of explaining why it should be preferred to its rivals (Berkeley 1709: §§2–15). He began by misrepresenting his opponents views, claiming that they thought that depth is not immediately perceived but inferred by reasoning from the sizes of angles formed by light rays. His principal objection to this position, that we have no idea of the optic lines and angles, is one that could just as well have been raised against his own view (the muscle sensations he took to be associated with distance being rather elusive).

Berkeley also tried to justify the claim that depth cannot be immediately perceived. He argued that since a point object affects the eye in the same way regardless of its distance from the eye, the eye registers no information on which a perception of distance might be based. But, as he well knew, we see extended objects, not just points, and over proximate distances the eyes need to be adjusted to see these objects clearly (ibid.: §27), which means that there are changes occurring in the eyes that covary with changes in distance. Berkeley preferred to take this to mean that we learn to associate sensations in the muscles responsible for accommodation with distance. But he cannot have been unaware that Descartes and Malebranche took the physiological disposition of the eyes to be an occasion for an immediate perception of distance.

In an appendix to the second edition of the New Theory, Berkeley attempted to justify his representation of his opponents’ views by appealing to Descartes’s claim that depth perception by means of inclination of the optic axes involves an innate geometry. But, while he cited the offending passage at some length, Berkeley neglected to consider either the immediately prior passages in which Descartes had claimed that we do have proprioceptive knowledge of the inclination of the optic axes, or those passages in which Descartes had noted that proximate depth perception can be immediately occasioned by physiological changes in the disposition of the eyes. Careful student of the works of Malebranche though he was, Berkeley also failed to take note of Malebranche’s view that it is only God who draws inferences from optic lines and angles. While it might be objected that Malebranche’s view still takes visual judgments to be the products of reasoning, albeit God’s reasoning rather than our own, the fact that it is God who does the reasoning scuttles Berkeley’s objection that we have no awareness of performing the calculation or, in many cases, ability to perform it. God works under no such impediment.

It was only in the final paragraph of his Theory Vindicated of 1733 that Berkeley directly criticized nativist theories of vision. In the New Theory he had claimed that, if his theory were correct, someone newly made to see would not immediately perceive depth, whereas if “the common supposition that men judge of distance by the angle of the optic axes” were correct, they should (1709: §§41–42). This gave the Molyneux question the status of a crucial experiment in the debate. Unfortunately, in the absence of any case studies, Berkeley was left having to appeal to his theory of vision to predict how the case would turn out, rather than argue in the reverse direction, from the case to the theory. However, in 1728 William Cheselden, the first surgeon to correct the eyesight of a blind person, published an account of his patient’s observations that appeared to provide the empirical confirmation Berkeley had hoped for. Berkeley cited it as such (Berkeley 1733: §71), as did many others.

Berkeley’s account of the visual perception of magnitude (Berkeley 1709: §§52–87) is more squarely directed against views Descartes and Malebranche actually held. They had supposed that perceptions of the size of objects are the products of a judgment based on a prior assessment of their distance and an immediate perception of the apparent magnitude of their images on the visual field. Allowing that visual images have an immediately apparent magnitude, which is a function of the number of minimally visible points they take up, Berkeley nonetheless resisted the view that we calculate objective magnitudes from an estimate of distance and apparent magnitude. Instead, he maintained that the same cues that function to suggest greater distance also function to suggest lesser size (ibid.: §53). Berkeley argued persuasively that none of these cues, even apparent magnitude, is necessarily connected with objective magnitude (ibid.: §§57–64). Consequently, deduction of the latter from the former is impossible. We can only learn to associate the two.

Whatever we might think of the adequacy of Berkeley’s critique of rival theories of vision, he did present the associationist theory more clearly and completely than anyone had previously. Where Descartes failed to specify how cues such as confusion, brightness, and apparent magnitude lead us to judge distance and objective magnitude, Berkeley was explicit that these things have no necessary connection with distance or objective magnitude and that we only learn to associate them with distances and sizes as measured by touch.

Though he rejected Malebranche’s view that visual judgments are so numerous and complex that only God could make them for us, Berkeley had his own brand of enthusiasm. For Berkeley, the immediate objects of vision are ideas that have no material causes or physiological occasions. Though they only exist insofar as they are perceived, they are nonetheless, like all of our ideas of sensation, real things that are outside of our control and are perceived or not perceived by us independently of whether we want to perceive them or not. Rather than be produced by us in imagination, they are caused by God. The fact that we are able to associate them with ideas of touch, and read them as signs for tangible distance is due to God’s providence. In giving us ideas of vision, God is speaking to us, using signs to inform us what tangible ideas, and hence what experiences of pleasure and pain, will be consequent on our volitions (Berkeley 1709: §147).

Over the second half of the New Theory Berkeley developed an increasingly lean characterization of immediate visual experience. He at first seemed to grant that we immediately experience minimally visible colored points that, while not placed at any distance from us, are at least disposed around one another to constitute two-dimensional figures that can be “greater or smaller” or “confused” (ibid.: §50, §54, §56, §77). (Note that confusion, an important distance and magnitude cue for Berkeley, arises from the overlapping of boundaries, edges, and positions [ibid.: §35], and so presupposes the perception of figure.) However, as the New Theory progressed Berkeley tried to insinuate the more radical thesis that we immediately see only light and colors, not extension over two dimensions, figure, or magnitude (ibid.: §103, §§129–30, §156, §158).

He worked up to this conclusion in stages.

Stage 1: numeric heterogeneity

Berkeley had already taken his account of visual depth perception to entail that we do not see the same objects that we touch (Berkeley 1709: §44, §§49–50), and in his following discussion of magnitude he had been careful to note that it is an error to suppose that one and the same object has both an invariant real or tangible magnitude and various apparent or visible magnitudes depending on its distance – though it is difficult to avoid this way of speaking (ibid.: §55). What we immediately see when we look at a distant object such as the moon or a house is not that object off in the distance but a unique object that disappears and is replaced by something that looks very different as we approach the moon or house. Rather than exist in the place where we take the tangible object to be, visible objects exist in an entirely different place: “in the eye, or rather in the mind” (ibid.: §41).

Stage 2: incommensurability

In stating that visual objects are located “in the eye, or rather in the mind,” Berkeley acknowledged an uncomfortable alternative to the immaterialist philosophy he hoped to underwrite with his theory of vision: that the immediate objects of vision might be the retinal images. Though he could not have been aware of it at the time of writing the New Theory, this alternative was to receive confirmation from Cheselden’s “Account” which contains the remark that “When [the subject] first saw, he was so far from making any judgment about distances that he thought all objects whatever touched his eyes (as he expressed it) as what he felt did his skin” (Cheselden 1728: 448).

Berkeley had many objections to the view that the immediate objects of vision are the retinal images. One, later stated more perspicuously by William Porterfield, is that the retinal images are colorless and hence invisible. They only seem to have colors to outsiders looking at the eye, and then those colors are sensations in the outsiders brought about by light reflected back out from the retina. What exists on the retina is just a focused pattern of light beams, which is not even felt, but only imagined to constitute an image (Porterfield 1759: 3.2.7: 362; cf. Berkeley 1709: §§116–18; 1733: §51).

However, this is not a very effective objection to those who believe that we feel light rays hit spots on our retina as we feel pins prick spots on our skin, and that we feel the former as color points as we feel the latter as pain points.

A stronger objection arises from Berkeley’s claim that there is no common measure for visible and tangible magnitudes. The magnitude of visible objects is a function of the number of minimally visible colored points they contain, that of tangible magnitudes a function of the number of minimally tangible points they contain (Berkeley 1709: §54). But there is no correspondence between the two sets of points (ibid.: §§61–63). Retreating a sufficient distance from any tangible object, of whatever tangible magnitude, will put us in a position where the visible object we experience occupies only a minimally visible point. Placing an object that takes up only a minimally tangible point under a microscope leads us to experience a visible object that occupies a great number of points. This means that we can’t measure the size of a visible image, even approximately, by any tangible measure, and vice versa, which is at least odd if the visual image is a retinal image, existing in the same space with tangible objects.

Stage 3: the discreteness of visual and tangible space

There is a further consideration that tells even more strongly against the possibility that someone newly made to see would feel colors touch their eyes as they feel objects touch their skin. This is that the images imprinted on the eyes are inverted and reversed. Berkeley’s thought seems to have been that if the newly sighted feel objects touch their eyes, they would feel the tops of objects touch the bottoms of their eyes and should orient visual objects the wrong way around within the enclosing space (Berkeley 1709: §113). The fact that we do not do this suggests that no point on the periphery of the visual field is immediately perceived to be adjacent to any point on the tangible body map. The objects of immediate visual perception are not just distinct from tangible objects and incommensurable with them, they do not even occupy the same space as tangible objects.

This argument rests on the claim that if newly sighted subjects felt the tops of objects touch the bottoms of their eyes they would take those objects to be upside down, in defiance of the standard view that they would instead take those objects to lie in a direction perpendicular to the affected part of the concave retina. Though Berkeley was aware of standard ways of accounting for erect vision (he went so far as to cite Molyneux), he maintained that retinal inversion poses a “mighty difficulty” and once again misrepresented his opponents’ views, asserting that they supposed that we see the directions taken by the light rays that impact on the eye.


Did I perceive those impulses, decussations, and directions of the rays of light in like manner as hath been set forth, then indeed it would not be altogether void of probability. … But the case is far otherwise. I know very well that I perceive no such thing.

(Berkeley 1709: §90)



But Descartes thought that rather than perceive light rays or their impacts we are innately so constituted as to immediately perceive an opposite location on the occasion of the stimulation of a point on the retina. And even Molyneux did not think that we perceive the “decussations, and directions of the rays of light.”


the Mind takes no notice of what happens to the Rays in the Eye by Refraction or Decussation, but in its direction towards the object; it follows streight alongst the Rays as they by their Impulse and in their plain Course lead it.

(Molyneux 1709: 290)



The diagram Molyneux used to illustrate retinal inversion (ibid.: table 41, figure 2, bound at 287), illustrates rays bending as they are refracted by the parts of the eye prior to impinging on the retina. Rather than take us to perceive these bent rays Molyneux took us to follow the “plain course” of the impulse, that is, to instinctively suppose that the impulse originates from a direction perpendicular to the surface at the affected point.

This weakness notwithstanding, Berkeley managed to make a strong case for his position by means of a careful meditation on the phenomenology of erect vision (Berkeley 1709: §§93–98). He noted that a blind person would obtain the ideas of an upward and a downward direction in tangible space from the sense of gravity. Such a person would further come to think of the earth as lying in the downward direction, and would consider objects to be erect or inverted depending on how their tops are oriented with reference to the earth. But, he pointed out, we do not see the direction of gravitation. Even if someone seeing for the first time were to see a field of colors, the person would at first have no idea what colors to associate with the tangible earth, and would have no other clue how to orient the visual field with regard to the direction of gravity. Only the tactile experience of moving the head and eyes contrary to or along with the direction of gravity, and the consequent discovery of which visible objects come to be seen more clearly by that operation would lead the person to think of particular visible objects as being high or low. But this is to say that we only subsequently learn to associate particular objects in visual space with particular objects in tangible space and so invest the visual field with a reference to tangible space that it originally lacks. The association is variable and contingent and not based on any constant connection, either empirical or necessary, between the two spaces (ibid.: §§111–12).

Stage 4: specific heterogeneity

Establishing that the immediate objects of vision occupy a distinct space from tangible objects was not enough for Berkeley. He wanted to claim that they exist “in the mind” where they do not occupy any space at all. As he put it, the immediate objects of vision are not merely numerically but also specifically distinct from the objects of touch (Berkeley 1709: §121). There are not colored squares and tangible squares that are different instances of the species, square. There are just colors with no shape and hence with no location relative to one another.

To establish his position, Berkeley needed to expand on his account of the mediate perception of visual depth to explain why we do not immediately perceive position in the remaining two dimensions and how we instead come to only mediately perceive it. However, this is something he failed to do. Though he devoted a section of the New Theory (Berkeley 1709: §§88–120) to what he referred to as the perception of “situation,” the discussion of that section does not get beyond providing an account of erect vision and of what Berkeley called “number.” Neither discussion is able to bear the burden of explaining why we only mediately perceive position on the visual field.

Berkeley offered a two-stage account of erect vision. At the basic stage (Berkeley 1709: §§93–98), we learn from eye motions to identify which objects are upper and which lower. We also learn to associate particular tangible objects with particular color patches. Once we have done this, the second stage takes over. At this stage we “suddenly and truly estimate,” by vision and without touching them, which tangible objects are higher or lower, or erect or inverted, through reference to how their associated visible appearances are positioned relative to the visible earth (Berkeley 1709: §99).

Supposing that colored points are immediately perceived to be disposed around one another over a two-dimensional visual field, it is easy to understand how this second achievement is managed. One side of the visual field is typically darker. We learn from eye motions that the darker side is the lower one and so come to associate the dark patch with the tangible earth. Then, depending on how color patches are oriented and positioned with reference to the dark side, we consider the tangible objects associated with those patches to be erect or inverted, higher or lower.

But if we suppose that eye motions are required, not just to determine which side of an immediately perceived field of arrayed colors is the downward side, but also to determine where individual, minimally visible colored points are positioned relative to one another, then the achievement becomes so difficult as to be impossible. Each of the thousands of minimally visible points would require a dedicated eye motion to be positioned. Berkeley considered the visible moon to be 30 points in diameter (Berkeley 1709: §44), meaning at least π152 or over 700 individual eye motions would be required just to localize the points constitutive of the area of the visible moon. The magnitude of this task is further increased by special difficulties. A uniformly colored object would have to consist of identically colored points. But if the points are identical in color and are not perceived to be differently located prior to eye motions, what leads us to suppose that there is more than one of them? Worse, since eye motions must take some time and points can move during this time, eye motions would have to be repeated to verify that points had not moved. In the case of identically colored points, this raises the question of how we would discriminate the case of the motion of a single point from that of the coexistence of numerically distinct but identically colored points at different locations. Yet, despite the magnitude of this task and its complexity, upon turning around and looking at a new scene, experienced perceivers are supposed to be able to “make a sudden and true estimate” (Berkeley 1709: §99) of which points go together to constitute the visible earth, how the parts of the visible earth are positioned along the horizon, which points go together to constitute other objects, how those objects are positioned and oriented relative to the visible earth, and which are at rest and which in motion. This is not feasible.

It has been suggested that, whatever the inadequacies of Berkeley’s account of “situation,” his complementary account of the perception of “number” (Berkeley 1709: §110) is at least able to explain why we could not immediately perceive color points to have location. But it is no better able to bear that burden. Berkeley offered the account only incidentally, by way of explaining why a newly sighted person would not be able to identify the top side of a human body by appeal to the fact that the top has just one head whereas the bottom has two feet (ibid.: 107). In responding to this objection (ibid.: §§108–10), he noted that both the visible head and the visible feet are composed of many differently colored points, as are the objects surrounding the visible head and feet. For the newly sighted person, each minimally visible point is an entity unto itself, distinct from its surroundings. There is no reason to consider any one minimally visible point to be on the edge as opposed to the inside of a figure. Adjacent, identically colored points could be on the edges of two different objects, like the foot of a panther and a black rock. Adjacent, differently colored points could be just differently colored, relatively immovable parts of a single object, like a red lip and a pale cheek. It is only after seeing objects move, Berkeley observed, that the newly sighted person is able to tell which boundaries between minimally visible points are edges of relatively movable objects and which are not.

There is nothing in this explanation of the perception of numbers that entails that we do not immediately perceive colored points to be located on a visible field. On the contrary, the explanation presumes that the points are already perceived as ordered relative to one another insofar as it takes motion to be the source of the discrimination between numbers of objects. There can be no motion without landmarks relative to which the motion occurs and no landmarks unless points have already been located relative to one another.

Berkeley did devote a final portion of the New Theory (Berkeley 1709: §§121–59) to attempting to argue for the specific heterogeneity of the objects of sight and touch. But, in the absence of any positive account of how we might learn to perceive position on the visual field, he was reduced to trying to prove that because we do not immediately perceive depth, objective magnitude, or the downward direction, we do not perceive colored points to be disposed around one another in the remaining two dimensions. Not surprisingly, he was unsuccessful in this enterprise.

The insufficiency of Berkeley’s arguments for specific heterogeneity raises the question of why he would have been so concerned to insist on it. His associationist accounts of visual depth perception, the perception of objective magnitude, and erect vision, do not require it, nor does his commitment to the numeric heterogeneity of the objects of vision and touch. Even his claim that vision is a “language” that God employs to tell us about a very differently constituted tangible world does not require specific heterogeneity. There is no reason why the words of a language should have to be completely unlike the things they name (consider the metalanguage). To understand the reasons for Berkeley’s extravagance we have to turn outside the demands of his theory of vision to consider his metaphysics.

At New Theory §94 Berkeley declared that thoughts, desires, passions, “and in general all the modifications of the soul” couldn’t be higher or lower than one another – or, one presumes, otherwise disposed in space (Berkeley 1709: §94). But if color points are taken to be modifications of the mind, in the same way that pains and passions are, then accepting that color points are disposed over two dimensions entails that at least some of the soul’s modifications must be disposed over two dimensions. Berkeley struggled with this implication over Principles §49, which raises the possibility that the soul would have to be shaped and extended because extension and figure exist only in the mind as its modifications. His answer was that extension and figure are not in the mind “by way of mode or attribute, but only by way of idea” and that “it no more follows that the soul or mind is extended because extension exists in it alone, than it does that it is red or blue, because those colours are on all hands acknowledged to exist in it, and nowhere else.” However, Berkeley did not say what it means for something to exist in the mind “by way of idea,” nor is the notion one that he could comfortably suppose to be sui generis. We would not want to say that a mind that perceives pain is not pained. If Berkeley would nonetheless have wanted to say that the mind that perceives an extended, shaped, color patch is not extended, shaped, or colored, then it would have been incumbent on him to explain how these ways of being in the mind “by way of idea” differ from one another. This would be a particularly difficult task for him given the identity between pain states and other sensory states that he elsewhere affirmed (Berkeley 1725). But even supposing he could explain how extended color patches could be perceived by the mind without being in it as its modifications, it would not be a comfortable consequence to have worked so hard to prove that spatially extended and located bodies do not exist only to have to admit that spatially extended and located ideas exist in their place. As Immanuel Kant was later to note, space and all its parts are permanent (Kant 1781/1787: B291). The notion that a part of space should be annihilated simply because it is not currently being perceived (leaving a “hole” behind? creating a topological distortion as the remaining parts shift to occupy its “place?”) does not seem intelligible. Things that exist in space, even a merely two-dimensional space, are therefore not good candidates for things that exist only insofar as they are perceived. An easier solution is to try to make the case that colors (and also tactile qualities) are not in space at all. This gives rise to the project of taking all spatial qualities, both visible and tangible, to be only mediately perceived.

This project, never successfully executed by Berkeley, was bequeathed to his successors.

Note

It is not possible to write a work of this nature without taking a stand on controversial issues. Four are worthy of particular notice, two are mentioned below and two mentioned at the end of Part II of this essay.

I have silently taken what Descartes had to say about vision in the Sixth Replies to be of a piece with what he had to say in the Optics. For discussion of why the works might be taken to be incompatible, see Atherton 1990: 19–33. Though developed independently, the position taken here is like that found in Hatfield 2005: n. 4.

Current opinion on Locke’s answer to the Molyneux question is divided among those who maintain that Locke did not believe that we immediately perceive depth, those who maintain he did, and those who maintain that he did not believe that any spatial features whatsoever are immediately perceived. The first position was for long the received view and is maintained here. For the second, see Laura Berchielli, “Colour, Space, and Figure in Locke: An Interpretation of the Molyneux Problem” (2002). For the third, see Martha Bolton, “The Real Molyneux Question and the Basis of Locke’s Answer” (1994). Though I find what Berchielli has to say about Locke’s views on space perception unconvincing, what she has to say about the relevance of color perception for the Molyneux question is reflected here.

Notes



  1 Malebranche’s appeal to painting is importantly different from Locke’s. Malebranche appealed to the practice of painters to give us a reason to infer that there must be more primitive sensations than those we are aware of. Locke appealed to it as a way of coming to be introspectively aware of those more primitive sensations.

  2 disposés. Descartes’s wording is quite careful. It is not enough that the eyes be turned to converge on a point. Since the turning of an eye leads us to think of all the points along the optic axis (see the following discussion), the eyes also need to be disposed in such a fashion as to give an idea of how far out each is looking before we can be directed to think of the point of intersection of the optic axes rather than two distinct points randomly far out on each axis. Single vision therefore presupposes depth perception as well as perception of the angle of inclination of the eyes.

  3 Descartes did not notice that this account is circular. Taking note of the angles at which the two eyes are inclined to look at the same object presupposes the achievement of single vision. But Descartes’s account of single vision in turn presupposes the achievement of depth perception. See the previous note.

  4 I use the term in its eighteenth-century sense, which refers to the conviction that one is in immediate communication with God. Tom Lennon has told me that Molyneux referred to Malebranche as an enthusiast, in correspondence with Locke.
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THEORIES OF PERCEPTION II: AFTER BERKELEY

Lorne Falkenstein

 

 

Early modern perceptual theorists writing prior to George Berkeley had adopted “mixed” theories of the visual perception of spatial features. While they had recognized that learning and association play some role in the perception of such things as remote distances and constant sizes, they had also maintained that features such as relative location on a two (if not three) dimensional visual field are directly perceived. Berkeley had challenged this approach, maintaining that only light and colors are directly perceived. In defense of this thesis he had shown how our perceptions of proximate distances, of magnitude, and of orientation with reference to the direction of gravitation could arise as the effects of learning and association. But he had not gone the full length of explaining how all spatial features might come to be perceived in this way. It was left to his successors to grapple with this problem. While some did so on Berkeley’s terms, attempting to further his project, the period culminated with work by Thomas Reid that assimilated Berkeley’s main discoveries with a “mixed” account that was more an amplification of views that had been presented by René Descartes than it was a development of anything that had been said by Berkeley. An oddity of the subsequent history of theories of perception is that, despite its obvious advantages, this reinvigorated Cartesian account was abandoned by nineteenth-century thinkers, who returned to the attempt to buttress the Berkeleian approach. This is a development that may be due to the increasing prominence of contributions by German thinkers, who were more caught up with perceptual problems posed by the critical philosophy of Immanuel Kant than by British thought about the problems of visual perception.

Smith

Berkeley’s failure to account for the visual perception of position on a two dimensional field was addressed by Robert Smith in the first part of his A Compleat System of Opticks of 1738. Smith claimed that we discover by experience that when the eye is turned to bring the image of an object to its center, the object is seen most clearly (Smith 1738: 1.5.131, 44 and 1.5.135, 45). This experience leads us to develop the habit of moving the eyes in parallel and directing the axes of the two eyes to the object of attention. In this normal use, light from the parts of the object of attention falls on “corresponding parts” of the two retinae, that is, parts that are situated at similar distances and angles from the center point of each eye. What we immediately experience in this case is neither single nor double; it is just an appearance of light and color. We learn to associate particular appearances of light and color – those resulting when light falls on corresponding points of the retina – with tangibly single objects, just as we learn to associate particular qualities of sound with distances and directions of the sounding object and so hear objects as single even though we have two ears. Accordingly, when light from an object does not fall on corresponding points, as when directing the eyes at one object while attending to the appearance of more remote or more proximate objects, we see the more remote and more proximate objects as double (ibid.: 1.5.137).

Berkeley had maintained that no idea that is not itself perceived can be a ground for the mediate perception of another idea. Consistently with this doctrine, Smith’s claim that we learn to associate tangibly single objects with appearances resulting from stimulation of corresponding parts of the eyes requires that we have some idea which part of the eye is being stimulated to produce each appearance, or some sensation, specific to each part of the retina, that accompanies the sensation of color arising from stimulation of that part. In effect, otherwise identical colors should look different depending on the part of the eye that is affected. This is in fact what Smith maintained, holding that we have a sensation of the action of light rays upon a place on the retina (Smith 1738: 1.4.101, 33). This is one of the earliest appearances of what was later to be called the theory of local signs – the theory that there is a signature feeling that goes along with the stimulation of each sensory nerve.

Smith based his account of the perception of visual position on this supposition. He maintained that a newly sighted person would not immediately see colors in any position whatsoever. Supposing the subject could discover which color is his finger tip, and further supposing the eye at rest while viewing an otherwise static scene, the subject would learn the position of objects by moving his finger. Attending to the retinal sensation accompanying the color of the finger tip when the finger tip is moved to a particular spot in tangible space would lead the subject to associate that retinal sensation with that position in tangible space. After that, the subject would be able to quickly localize colors by taking note of the retinal sensations that accompany them.


by carefully observing and remembring [sic] what sort of sensation was perceived when his finger was in any particular place, suppose above his eye; whenever the like sensation shall again be excited, by another picture of the same or of a different object, falling upon the same place of the retina, wherever it be, he will conclude that this object, whose place is unknown, is above his eye, or in the place where he formerly held his finger.

(Smith 1738: 1.5.135, 45)



Étienne Bonnot de Condillac offered a superficially similar account in his Traité des sensations of 1754, maintaining that a subject newly made to see would be confused by all the information present on the visual field and would only be able to take note of the relative positions of color points by using the visible image of the finger as a marker to direct attention to the various points and so trace out their relations (Condillac 1754: 3.3.3–13). He also laid a base for applying Smith’s account to tactile localization. Speculating on the cognitive capacities of a being capable just of the sense of touch, Condillac maintained that it would only be by moving its finger over the parts of its body that the being would be led to attend first to how those different parts are spatially related to one another, and second to how bodies touching those parts are related to one another (ibid.: 2.5.3).

Taken together, Condillac’s and Smith’s works suggest how Berkeley’s original insights might be developed to provide an account on which there is no immediate perception of space or spatial properties either in vision or in touch, and no sensations that are actually extended or located in space.

Condillac

Though elements of Condillac’s accounts of vision and touch could be applied to further the Berkeleian program, Condillac himself was only partially and ambivalently in agreement with that program. His knowledge of it came from Voltaire’s Eléments de la philosophie de Newton (Elements of Newton’s Philosophy) of 1738, which had uncritically accepted Berkeley’s program to its full extent, claiming that “[i]f human beings only had the sense of sight, they would have no means of knowing extension in length, breadth, and depth, and a pure spirit could never know it, at least not unless God were to reveal it” (Voltaire 1738: VI and VII, esp. VI, 69). Voltaire offered no justification for this claim beyond (i) paraphrasing Berkeley’s reasons for denying that extension in depth is not immediately perceived, (ii) repeating Berkeley’s non sequitur that because eye motions are required to tell which direction is up we cannot immediately perceive how visible points are disposed around one another, and (iii) appealing to Cheselden’s “Account.”

Condillac painstakingly criticized Voltaire’s position in his Essai sur l’origine des connoissances humaines (Essay on the Origin of Human Knowledge) of 1746 (1.6). His principal objection was to the tenet that we draw unconscious inferences that change the character of our visual experience, making us think we immediately perceive colors to be extended and located when in fact they are purely qualitative sensations. In opposition to this position, Condillac cited cases where repeated, quick-and-easy judgments fail to alter the character of what is perceived, and appealed to the implausibility of supposing that unconscious inferences occur when no effort of attention can make us aware of performing them. He also charged that Voltaire’s position would entail, absurdly, that the immediate objects of vision are concentrated in a point. His rejection of unconscious inferences was so emphatic that he took it to its logical extreme and maintained that we also immediately perceive depth. Unlike Descartes and Nicolas Malebranche he excused himself from giving an account of what might take place in the eye or brain that could convey information about depth, claiming that his business was merely to examine the phenomenology of cognition and not its physiological bases. But he did go so far as to appeal to the various operations the eye has to perform in order to achieve distinct vision by way of replying to Cheselden’s account.

Condillac’s reply made three increasingly serious points. First, he observed that since a straight line is just a collection of points that all have the same determination, be those points visible or tangible, and a curved line a collection of points that have different determinations, a newly sighted subject should immediately perceive whether visible points are disposed to form straight or curved lines, and hence squares or circles, and cubes or globes. However, like Diderot, who was later to make the same point (Diderot 1749: 181–82), Condillac observed that a subject who confidently declared themselves to be seeing a globe rather than a cube could be embarrassed by being asked who had assured them that the object that affects their touch with parts disposed in the configuration of a globe should also affect their eye in the same way, and so could be given good reason to retract their verdict.

Secondly, Condillac claimed that a subject seeing for the first time would be bewildered by all the information present on the visual field. Even though visible points might be disposed on the subject’s visual field in the configuration of lines and circles, or squares and globes, it might take the subject a good deal of time to notice this fact.

Finally, he claimed that the subject would first need to learn how to contract and expand the iris and focus the lens of the eye in order to obtain distinct vision. But how would the subject be able to tell when vision is distinct and when confused? Condillac claimed that the subject would need the assistance of touch to learn what shapes are set before the eyes. Only then would the subject be able to tell, by achieving clear vision of those shapes, when the eyes are in focus and when the iris is admitting the right amount of light. But this supposes that a shape seen by focusing the eyes a certain way can be identified with a shape felt by touch. Far from it being the case that learning to associate a purely chromatic visual experience with a tangible object is what leads us to think that we perceive extension, a prior ability to perceive shape is a precondition of the possibility of determining when vision of an object is distinct. Smith and Berkeley had presupposed that the subject would know when vision is distinct or indistinct, and Smith had made this the foundation of his account of single vision, but Condillac showed that they were not entitled to this supposition. At the very least, Condillac claimed, the considerations he had advanced establish that the Cheselden report and a negative answer to the Molyneux question provide no clear confirmation for Berkeley’s theory of vision.

This position was only slightly revised in the later Traité. By then, Condillac had come to have second thoughts about his blasé enterprise of investigating the phenomenology of consciousness without considering its physiological causes. More reflection on the physiology of vision had led him to think that, as immediate as our ideas of depth might seem, the eye could not register information about depth or, consequently, about objective magnitude or figure (Condillac 1754: 3.3.2, cf. 2.9.2). He took this to mean that Berkeley must have been right that at least those features could not be immediately perceived (ibid.: 3.4). But he continued to resist the more extreme applications of Berkeley’s program, maintaining that colors are not immediately seen to be concentrated in a point, that God would not have taken such trouble to carefully distribute visual stimuli over the backs of the eyes only to allow that information to be confused before being transmitted to the mind, and that if it were once confused, there would be no way of recovering it (ibid.: 1.11.4). His vehicle for reconciling this partial Berkeleianism with his earlier rejection of unconscious inference, on the one hand, and his continued acceptance of the view that sensations of color are extended and located, on the other, was a fuller appreciation of his earlier claim that we need to learn to notice (regarder) what we see (voir) (ibid.: 1.11.8 [1798 rev. ed.]; 3.3.6 [1798 rev. ed.]). As he put it, just because our visual sensations contain certain items of information, it does not follow that we form ideas of that information. Just because a person is presented with many visual sensations of color, disposed over two dimensions, it does not follow that the person will notice that there are many colors disposed over two dimensions. Doing that requires acts of focused attention and comparison that in turn require the assistance of touch, moving a finger before the eyes to cause parts of the visual array to be occluded by a finger image, and so using the finger image as a pointer. On Condillac’s account, in contrast to Berkeley’s, touch does not assign colors to locations in space;1 it merely leads us to notice where they were all along.

Condillac provided no explicit defense for his claim that if information about the distribution of visual stimuli over the back of the eye were not immediately perceived, there would be no way of recovering it. But attention to how he thought that a moving hand or finger educates sight to notice the way that colors are distributed over locations on a visual field fills in what is missing (Condillac 1754: 3.3.8–13). A constant theme of Condillac’s thought in both the Essai and the Traité is that we see more than one thing at a time, even if we cannot easily attend to more than two or three of these things (Condillac 1746: 1.6.12; 1754: 1.11.4). Given that fact, these things must be ordered in space for the operation of pointing to have any intelligible visual effect. The visible image of a moving hand or finger is not just one thing – a single, minimally visible point – but a vast number of minimally visible points (not all identically colored). If these points were not ordered in any way to begin with – if the hand or finger were not immediately perceived as a collection of spatially contiguous colored points moving over a background field of static colored points – then the motion of the hand would be experienced as a random, confused blotting out and appearing of scattered, spatially unrelated color points. Nothing could be learned from such an experience about how colors are located relative to one another. This poses yet another challenge to Smith’s account of visual localization. At the same time, it renews a problem introduced in the previous chapter, the problem of how an unextended mind could be supposed to have extended or located sensations. This is a problem that Condillac failed to notice or, consequently, address.

Hume

Unknown to Condillac, David Hume had already noticed the problem, and opted for a bold solution. In his Treatise of Human Nature of 1739 he took the relation between space and thought to be like that between time and thought (Hume 1739–40: I.ii). Just as thoughts occur over time, so some of our thoughts, our visual and tangible perceptions and any ideas that copy those perceptions, occur at different locations in space, forming compounds of greater or less size, depending on how many minimally visible or minimally tangible points are set alongside one another.

Hume’s answer to the question of how spatially disposed thoughts could be mod-ifications of an unextended mind was that they couldn’t be (Hume 1739–40: 1.4.5). But where others had taken this to mean that thoughts could not be located in space, Hume took it to mean that minds could not be unextended. But, he went on to observe, many of our thoughts – our passions, perceptions of smell, taste, and sound, and the ideas that copy them – do not exist anywhere in space and so could no more be modifications of a body than our visual and tangible perceptions could be modifications of a spirit. Neither could the problem be evaded by taking our thoughts to be “actions” performed by a mind rather than modifications of its being. A person who is in distress is undeniably modified – made different – by that distress. And some forms of distress (physical pains) are tangible sensations disposed at locations in space whereas others (unpleasant passions) are nowhere. His conclusion was not only a skeptical one – that we are in no position to declare perceptions to be modifications of any sort of substance, material or immaterial – but was attended with the observation that each of our perceptions deserves to be considered a being in its own right (Hume 1739–40: 1.4.5.5; SBN 233) and that minds, so far as we know them, are simply bundles of perceptions, much as bodies are bundles of atoms (Hume 1739–40: 1.4.6 – see Ainslie and Ware in Chapter 10 of this volume).

Though he did not address the problems of visual perception, Hume implicitly offered an intuitionist theory of the localization of visual and tangible sensations on the two dimensional visual field and the three dimensional body map. Sensations of color and pressure are perceived at particular locations on the visual field or the body map for the simple reason that they originally occur at those locations. They do not originally occur in a disordered mass and only get assigned to locations in space as a consequence of the sort of cognitive operations Berkeley and Smith had attempted to identify.

To the extent that he identified space as a “form of intuition,” Kant agreed with Hume. Like Hume, Kant never addressed the problems of visual perception. But he did make it clear that he took our experience of a spatio-temporally ordered “manifold” of sensations to be very primitive. Though he did not specify whether cognitive operations are required for such higher order visual achievements as single vision, erect vision, or depth perception, he made it clear that intuition of a sensory manifold does not constitute experience of objects. That experience requires what Kant described as “synthesis” of the manifold. What he had in mind may have been something analogous to the cognitive operations his predecessors had identified as being involved in obtaining a perception of objective figure and magnitude from the merely apparent positions and figures of immediate visual perception. But for Kant, the sensory manifold that is worked up through synthesis into a cognition of objects is already “intuited” as possessing spatial and temporal form, just as for Hume space and time are “manners” in which simple perceptions are “disposed” in compound perceptions. On both accounts, some level of spatial (and temporal) organization is present in our most primitive experiences, independently of any higher cognitive operations.

Porterfield

William Porterfield, in his Treatise on the Eye of 1759, took the opposite approach to Condillac’s problem. A dualist, whose work was premised on an antecedent conviction of the existence of an unextended mind and an external, material world containing objects that affect our material sense organs, Porterfield was unwilling to countenance the possibility that sensations might be extended or located (Porterfield 1759: 3.2.7–10). But he was also unconvinced by the approach taken by Berkeley and Smith to accounting for the localization of visual sensations (ibid.: 5.1.12–16). It does no good, in his opinion, to account for the spatial localization of sensations of color as a consequence of association with ideas of touch, because this leaves the spatial localization of tactile sensations unexplained. Going on to also account for the localization of tactile sensations by association is implausible as nothing is left for us to associate these sensations with that would lead us to perceive them as having location in space. Attempting to derive an idea of spatial order by appealing to things that are in no way spatial is like trying to get something from nothing. If the attempt seems at all successful it is likely only because something already spatial has been tacitly presupposed. For instance, the supposition that we learn how the tactile sensations of different parts of our bodies are ordered in space by moving a finger over them struck Porterfield as implausible because motion is change of place over time. So to have a concept of motion of a finger, I need to already have the concept of place and be able to localize the finger in space. If I can’t yet do that, then the experience of sensations in contracting muscles will be accompanied only by a constant sensation in the fingertip and changing sensations in the different parts of the body touched by the fingertip. But I won’t think of the fingertip sensation as touching (i.e. being immediately adjacent in space) to first one skin sensation, then another, and so moving to define an order of skin sensations. It should blend into the background with all the other unchanging tactile sensations I am experiencing while contracting the muscle so that all I will experience is a temporal, causal relation between muscle contraction and change in skin sensations. Nothing I experience will convert that temporal sequence into a spatial order.

In reaction to these difficulties, Porterfield proposed that the idea of the location of a tactile sensation at a position in space perpendicular to the surface of the body at the affected point must arise in us originally and innately on the occasion of the stimulation of the sensory nerve producing that sensation. And if we suppose that this is what happens when the skin is touched, we ought to suppose that the same thing happens when the retina is touched by light rays. To accept that visual localization requires learning while touch is innate would be to ignore the Newtonian injunction to seek to bring the phenomena of nature under the fewest and most general laws possible – there is no good reason why the one sense should be considered to operate differently from the other.

In service of this program, Porterfield resurrected a Cartesian account of the processes of perception. Stimulation of the sense organs brings about physical changes in the “sensorium,” a part of the brain to which the mind is intimately related. The mind can only be affected through the sensorium, though changes in the sensorium are not causes of mental states but merely occasions on which God or some other spirit under God’s command acts to bring about sensations in us (Porterfield 1759: 3.7.2–6). Sensations, including sensations of color and touch, are modifications of our minds and as such are purely qualitative and lack any spatial features. However, we are led by an “original, connate and immutable law” to “judge” that our visual and tactile sensations are placed at specific locations on our sense organs or outside of our bodies, even though those sensations actually exist only in us. We judge each tactile sensation to be located at the point in ambient space where the nerve occasioning that sensation would normally have ended (so in the case of amputations, the tactile sensations are still located in the phantom limb). And we judge each visual sensation to be located outside of us somewhere in the direction perpendicular to the retina at the point affected by the light rays occasioning that sensation. Importantly, we do not feel the impacts of light rays on the retina or see a retinal image. Instead, as for Malebranche (from whom Porterfield borrowed extensively), changes occurring in the sensorium as a consequence of retinal events occasion both a sensation in the mind and a (false) judgment about where the sensation is located (ibid.: 3.2.7–10; 5.1.10; 5.1.12; 5.3.10–12).

It is not immediately obvious how this account gets around Porterfield’s own reason for rejecting Berkeley’s view. We cannot be led by an “original, connate and immutable law” to “judge” that our visual and tactile sensations are placed at specific locations unless we have some idea of space. Even if the judgment is false, and the sensations are really aspatial modifications of an immaterial mind, we must still be in possession of the concepts of space and location that figure in the judgment. But then the same question that Porterfield asked of Berkeley and Smith could be turned back on him: how do we come by those ideas? They can’t be given in sensory experience if sensory experience only leads us to experience sensations, which are modifications of the mind’s state of being and as such are purely qualitative and in no way spatial. They can’t arise from an association of purely temporal sensory experiences, if we accept Porterfield’s reasons for rejecting that option. And supposing that they are extra-sensory, innate ideas does not cohere well with Porterfield’s claim that “our Mind can never perceive anything but its own proper Modifications” (Porterfield 1759: 5.3.10). At the very least, Porterfield left the question of how our ideas of space and location are in or before the mind unresolved.

Porterfield’s nativist account applies only to the perception of position on the two dimensional visual field and the consequent achievement of erect vision. It entails that whether the two eyes are turned to both converge on an object or to look in radically different directions, as in chameleons, the information coming from both eyes ought to lead us to judge that light rays coming from a single object originate from the direction in which that object lies. (Since the backs of the eyes are concave, an impact from the same source on the back of each eye will always have a perpendicular projection back to that origin, regardless of how they are turned relatively to one another.) Even in people who squint, light coming from a single object should be judged to come from the same direction it is judged to come from in people who move their eyes in concert. However, this is not enough to achieve single vision. Light rays coming from a single object to the two eyes will only intersect at the point where the object lies. Before and behind that point they diverge. Consequently, before the objects sensed on the basis of the information coming from each eye can be judged to be located at the same place and so seen as single, their distance from the eyes must also be known. And Porterfield maintained that distance perception is acquired. We are induced to turn each eye so that light from the object of interest will fall on the most sensitive part of that eye, and to focus the lens of each eye so as to obtain distinct vision of this object. We sense the degree of contraction in the muscles responsible for this convergence and accommodation, and learn by experience to associate these muscle sensations with particular distances at which objects are placed, an association that quickly becomes “habitual,” difficult to notice, and almost impossible to avoid (Porterfield 1759: 2.5.18, 2.5.20, 2.5.23; 3.2.10; 3.4.13). (Though Porterfield did not say so explicitly, the other means of distance perception that he identified, apparent magnitude, brightness, clarity, and numbers of intermediate objects could only plausibly be supposed to likewise be signs that we learn to associate with distance.)

An oddity of Porterfield’s account is that it entails that, in subjects who have acquired the art of distance perception, double vision ought only to occur when attending to objects that lie before or behind the “horopter” or focal plane. As a matter of fact, human beings also experience double vision when forcing one eye to turn differently from the other. Porterfield tried to account for this phenomenon in the way others had attempted to account for single vision, by appealing to the influence of past experience and association. This led Reid (1764: 6.18) to quip that whereas everyone else thought that the problem was to explain why we see objects as single given that we have two eyes, for Porterfield the problem was why we should ever see them double.

A further oddity of Porterfield’s account is that it entails that we immediately perceive all objects as double and only judge some of these double appearances to be appearances of single objects. It may be the implausibility of this consequence that led Reid (1764: 6.18) to declare that Porterfield held that we are innately constituted to immediately perceive distance as well as direction. Porterfield himself waffled over this question, claiming on the one hand that “by Use we get a Habit of judging of the Distance of Objects by the Direction of the Axes, which is sensible to us, because it depends on the Motion of the Eyes that we feel” (1759: 2.5.18), and on the other that “the Judgments we form of the Situation and Distance of visual Objects depend not on Custom and Experience” (1759: 5.1.15, my stress).

Reid

By his own confession Reid had initially been committed to Berkeley’s philosophy to the extent of accepting Berkeley’s rejection of the existence of a material world (Reid 1785: 2.10, 142). But a reading of Hume’s Treatise convinced him that a consistent application of Berkeley’s principles would lead to more serious skeptical consequences than just the denial of the existence of matter. What most disturbed him was Hume’s argument in Treatise 1.4.5, that, as Reid somewhat mistakenly put it, since “there are ideas of extension in the mind; … if it is at all a substance, it must be an extended and divisible substance” (Reid 1764: 7, 217).2 Like Porterfield and Berkeley, Reid believed that the mind is “an unextended and indivisible substance.” Accepting Hume’s conditional at face value, Reid argued modus tollens to Hume’s modus ponens, and inferred that since the mind is immaterial, there can be nothing in it that resembles extension. Almost all of his work on perception and the operations of the mind, including his critique of the “philosophy of ideas” of his predecessors, grew out of the project of explaining how an unextended mind can nonetheless know extended things (Reid n.d.: 257–60).

Sensation and perception

The chief means Reid employed to this end was a distinction between sensation and perception, and a related distinction between conception and its objects (Reid 1764: 6.20; 1785: 2.16, 4.1–2). For Reid, a sensation is purely and simply a modification of the mind’s way of being. Pain is the paradigmatic example. To have a sensation of pain is not to think of something (a pain). It is, rather, to be pained. Importantly, it is the mind that is pained, not the body. The body is at most disordered, not pained. The pain of a rotting tooth does not exist in the tooth; the pain of a gouty toe does not exist in the toe, and these two pains are not disposed one above the other on a spatial body map. Instead, we are innately so constituted that a disorder in a particular body part both causes an uneasy sensation and leads us to perceive the body part to be disordered. (This is not to say that we perceive exactly what is wrong with the body part – we simply perceive that something is wrong at that location.) If we think the pain is in the body part, we confuse these two distinct things (Reid 1764: 6.12, 125; 1785: 2.18).

Similarly, to feel heat or cold is just to be hot or cold, to smell a rose is to be modified by that smell, and likewise for tastes and sounds. If it sounds odd to say that the mind that smells a rose is modified by a rose smell, this is because our language is ambiguous. Most often, our terms for smells, tastes, sounds, and heat and cold are not used to refer to the way the mind is made to be when it has a sensation. Instead, they are used to refer to whatever it might be in objects that causes the sensation. We say that a cup of coffee is sweetened by sugar. When someone says that a mind is sweetened, we understand the expression in the same way – which is the wrong way – and take it as absurdly suggesting that something has happened to the mind that would lead it to taste sweet to some other mind. But that is not what is intended. Take “modified by a rose smell” to refer not to how a thing is modified so as to cause a rose smell, but to how a thing is modified to experience a rose smell, and there is no absurdity in saying that the mind that smells a rose is modified by a rose smell. It is just that we do not commonly use sensation terminology in that way (Reid 1764: 2.9, 42–43).

Perception is different from sensation. Perceptions are also modifications of the mind. But unlike sensations, which are nothing more than modifications of the mind, perceptions make reference to an object. To the extent that they do so they involve what Reid called an act of conception. The act of conceiving is a modification of the mind. But the object conceived of is not.

Reid never explained how acts of conceiving perform the trick of being about an object (Reid 1785: 2.14, 178). However, he was explicit that they do not do it by resembling that object (Reid 1764: 6.20, 168; 1785: 4.1, 299–301; 4.2). When I perceive a tree, the object of my perception has roots, leaves, and branches. But, he claimed, the act of conceiving a tree does not have roots, leaves, or branches. The act somehow manages to make reference to qualities it does not itself have. It does so, moreover, in some other way than by simply arousing some other modification of the mind that does have those qualities (as signs, which need bear no resemblance to the things they signify, work by arousing some other kind of thought of the objects they have been associated with in the past).

Reid took this doctrine of conception to be the crucial step to avoiding Hume’s conclusion that an unextended mind could not have visual or tangible sensations, and indeed to avoiding the skepticism he took to be a consequence of supposing that the immediate objects of perception are ideas (Reid n.d.: 260). Distinguishing the act of conception, which exists in the mind, from the object, which does not, allows us to take unextended acts of perception to be directly about extended objects as they exist outside of us, rather than about mental images or other effects those objects have on us. Where Malebranche had argued that because objects are set at some distance from us we cannot perceive them directly, but must perceive something else that represents them, Reid replied that this is to confuse the cause of the act of perceiving with the object that is perceived. What causes perception is some effect on the brain that leads us to form the conception of an object. But what is perceived is neither that brain state nor the act of conceiving. What is perceived is the object of the act of conceiving. The object of perception does not act on the mind to cause the perception, nor does the mind act on it and therefore no contact between the two is required (Reid 1785: 2.14, 178). Moreover, that conception is one that is generally reliable, since we were constituted by a supremely wise designer who was concerned to make us with properly functioning cognitive capacities (Reid 1785: 2.22). Though we sometimes experience dreams and hallucinations, it does not follow that we only ever experience mental images. Someone who dreams or hallucinates conceives something, but what they conceive is not an idea or image that only exists in the mind but an object. It is just that in the case of misperception or dreams this object happens not to exist whereas in the case of veridical perception it does. Importantly, to conceive a non-existent object is neither to conceive nothing at all nor to perceive a mental image that does not have a corresponding external referent. It is to perform an act of conceiving that is about something – not nothing – though this thing does not exist (Reid 1785: 4.2, 313–24).

Justifying the sensation-perception distinction

Reid maintained that his predecessors had gone wrong in supposing that we can only perceive the effects that objects have on us – in effect, that we can only perceive our own sensations. The error of this view can be uncovered by the crucial experiment of carefully examining our sensations. When we do so, Reid claimed, we discover by introspection that none of them could be extended or solid, and hence that our knowledge of these qualities of bodies must arise in some other way than by consciousness of an internal, mental state (Reid 1764: 5.7, 59–60; 5.8, 74; 6.6, 90–92).

The paradigm case that Reid employed to illustrate his position is the perception of hardness (Reid 1764: 5.2). Hardness, according to Reid, is not a tactile sensation. Though there is a tactile feeling of pressure that we experience when we touch a hard object, this sensation has no name in any language and is almost never attended to, except when it becomes painful. The name “hardness,” is rather used to refer to the property of having parts that resist motion relative to one another. Since no mental modifications are located in space, none can have the property of resisting motion relative to one another and hence there can be no sensation that is in any way like the property of hardness. We are nonetheless perfectly well able to conceive hardness. Rather than be any sensation or the product of any disposition of sensations, hardness is known by means of a conception that in no way resembles it and that arises in us innately on the occasion of feeling the tactile sensation of pressure (a feeling akin to pain). Moreover, the hard object is localized in an ambient, three dimensional space. Affection of a specific tactile nerve leads us to feel the sensation of pressure and to perceive a hard object to be located adjacent to the body at the point where the sensory nerve terminates.

Visual realism

Something similar happens in the case of vision. Like Porterfield, Reid maintained that affection of a specific retinal nerve both causes us to experience a sensation of color and to perceive a “position” in space. However, he was explicit that this position is not a position in three dimensional space. Like Condillac, Reid thought that Berkeley was at least one-third right about vision – right about the visual perception of depth and hence about things that depend on the perception of depth, like objective magnitude and figure, but wrong about the visual perception of position in the other two dimensions and hence wrong about erect vision (Reid 1764: 6.11, 117; 6.12–13; 6.22–23). Consistently with this partial Berkeleianism, he supposed that positions that are immediately perceived by vision are like the positions astronomers assign to stars, which are defined by right ascension and declension without specifying distance from the earth. We are similarly innately so constituted that affection of a specific point on the retina leads us to perceive the position pointed to by a line of indeterminate length originating from the affected point on the retina and passing through the center of the eye. Letting the horizon be any line arbitrarily drawn across the visual field, that position will have some degree of elevation above or below the horizon and some degree of inclination along it (Reid 1764: 6.12).

Unlike Porterfield, Reid maintained that we are not compelled to make the mistaken judgment that our color sensations are placed at these positions. Such a view would challenge his claim that careful introspection reveals that none of our sensations are located in space, a claim that he took to be the “crucial experiment” establishing the correctness of his account of perception in preference to Hume’s. Instead, we are supposed to only attribute a visible position to the object that causes the color sensation. Even the vulgar, Reid insisted, do not conceive their sensations of color to exist outside of them in an external space, and when they speak of objects as being red or green all that they mean is that these objects contain something that causes us to have visual sensations, not that these objects have the qualities of these sensations painted over their surfaces. The very words “red” and “green” have only ever been used to refer to causes of color sensations, Reid insisted, the color sensations themselves going unnamed in any language (Reid 1764: 6.4–6; 1785: 2.18, 212).

Reid came down between Porterfield and Smith on the issue of single vision (Reid 1764: 6.13). Since he agreed that we do not immediately see how far objects are positioned outwards from the eye, he could not take single vision to be the product of seeing objects to be in the same place, as Descartes and in his view Porterfield had done. Instead, he accepted Smith’s view that single vision results from the affection of corresponding points on the retina. But he rejected Smith’s view that we only learn to associate the sensations arising from stimulation of corresponding points on the retina with tangibly single objects, maintaining instead that we are innately so constituted that when corresponding points are stimulated we perceive a single object (ibid.: 6.17). He objected that Smith’s account of single vision does not square with the experience of people who squint, who on Smith’s account ought to learn to take the sensations arising from stimulation of non-corresponding points to be signs of tangibly single objects – something that, Reid argued at some length, does not happen. He also made the intriguing claim that it is possible for two visible objects to differ only in their position. Were Smith right, this would be impossible because any difference in position would cause a visible object to look different, the difference arising from the quality contributed to the experience by the sensation associated with the specific nerve being affected. Though Reid did not go into any further detail, his view that differently positioned visible objects can be “perfectly similar” (ibid.: 6.17, 153) implies a rejection of Smith’s incipient theory of visual localization by reference to specific nerve sensations. It is not hard to see the grounds for that rejection. One of the principal points Berkeley had invoked when criticizing his opponents was that no idea that is not itself perceived can be the means of perceiving any other idea. But it is not obvious that we perceive specific nerve sensations. If we did, we would be able to say something about them – whether they are of one kind but graded in intensity from positive to privative, like sounds and temperatures; whether they are of many kinds that shade off into one another over one or more dimensions, like colors; whether they are each distinct and unrelated to the others, like smells. The fact that we are at a loss to decide in which of these ways to describe the relations between specific nerve sensations proves that they are not in fact perceived.

Reid had a more explicit reason for rejecting the account of localization by appeal to eye motions suggested by Berkeley’s theory of erect vision (Reid 1764: 6.11, 119–20). He observed that when one looks through a magnifying glass held at arm’s length or through an astronomical telescope (one that inverts the image), what one sees does not conform with what Berkeley’s theory would predict. On Berkeley’s account, what one sees through an inverting lens should look no different from what one sees without the lens, either in light of experience and association or even prior to all association. This is because what is immediately seen is only light and colors that have no order in space prior to eye motions. And same eye motions bring same objects into clear view. (Whether you have an inverting lens affixed to your eyes or not, an upward head motion leads you to see sky, a downward one to see earth). But in fact, when looking through an inverting lens, the entire visual field looks inverted even prior to eye motions and even though it is not seen to be inverted with respect to any other visible object. Moreover, eye or head motions have the surprising effect of causing the inverted image to appear to move opposite to the anticipated direction at twice the speed. The experience is accompanied by a loss of what is now called visual position constancy. Rather than experience the world around us to be static and the window of our visual field to move across it, we experience the window to be static and the image to scoot by in the opposite direction. (The reader is invited to experiment with a magnifying glass held at arms length to see for themselves.) This experience is entirely unaccountable on Berkeley’s theory, but it is readily accounted for on Reid’s.

On Reid’s account, there are not distinct visual and tangible spaces. We do not localize color sensations in a visual space and tactile sensations in a numerically distinct tangible space, because sensations of both types are modifications of an immaterial mind and as such are not in space at all. We instead perceive the objects that cause both the visual and the tangible sensations to be disposed at locations in a common space (Reid 1785: 2.19, 222–23). Stimulation of an optic nerve leads us to perceive an object to be located somewhere out at a distance from us in the direction of the line that originates from the affected point and passes through the center of the eye. Stimulation of a haptic nerve leads us to perceive an object to be placed at a location adjacent to our bodies at the point where the nerve ends. By touch we also sense gravity and conceive the earth to lie in a certain direction in this ambient space: the direction from which we feel our bodies pressed upon. To our surprise, when looking through the inverting lens, we perceive the visible earth to be located opposite the place where we perceive the downward direction by touch. Accordingly, the entire visual field looks inverted, though it is not inverted with reference to any visible object. It is rather inverted with respect to the direction in the common space that touch identifies as the direction of gravitation. Seeing this surprisingly inverted image, we expect that, when we lift our eyes or heads up, the window of our visual fields will rise over the inverted image and so anticipate seeing more earth and more of the bottom portions of objects. But, physically, standing on the earth looking out with an inverting lens before our eyes and turning our heads up leads the sky to come into view, not the earth, and that is in fact what we see. Rather than see the visual field rise over the inverted image to reveal more earth, we see the inverted image shoot up to reveal more sky, which is tantamount to seeing motion in the opposite direction from what was anticipated (skyward rather than earthward on the visual field).

While Reid rejected Berkeleian accounts of the visual perception of situation, direction, and number, he continued to think that Berkeley was right that we do not immediately perceive distance outwards from the eye, citing the experience of painters, the implications of physiological optics, and the experience of newly sighted subjects as evidence (Reid 1785: 2.21, 237–38). Intriguingly, he thought that as a consequence of this failure to perceive visual depth, visible objects will appear to us to have a different geometry from the geometry of tangible objects – the geometry of tangible objects projected onto the inner surface of a sphere (Reid 1764: 6.9). Consistently with this, he thought that the magnitude and figure of visible objects should change with changes in distances and positions. But, while he occasionally spoke as if this meant that the immediate objects of vision are “visible appearances” distinct from the objects known by touch, his considered opinion was that we see the same objects that we touch. Vision and touch just tell us different things about these objects (Reid 1785: 2.19, 222–23). Vision immediately tells us in what direction the parts of an object lie out from the eye. It tells us where to point or reach or shoot in order to make contact with a part of an object – which is tantamount to saying that it tells us how far each part of the object is above or below the horizon and how far it is along the horizon. It just fails to immediately tell us how far we have to go to make contact. What it tells us is generally true. The parts of objects do lie in just those directions. Touch tells us something different: how the parts of objects are placed relative to one another. But it gives us this additional information at a cost, because it can only tell us about objects that are in contact with us rather than those that are set at some distance away from us.

Reid went so far as to claim that, far from being a reason for skepticism, the variations we find in the visible and the tangible appearances of the same thing are a proof for the existence of a material world (Reid 1785: 2.19, 224–25; 2.14, 182–83). We do not perceive visual and tangible “appearances” that exist only in us and only when perceived and that have a questionable relation to external objects. Instead, we directly perceive different aspects of the same object by vision and touch. The different magnitudes and figures of visible objects are not different objects; they are the magnitudes of the portion of visible space that the actual size of the object takes up at that distance and the outline that the actual shape of the object projects towards the eye at that angle. Far from being distinct from the true size and shape of the object, the one can be mathematically deduced from the other given the distances of each point on the object from the eye and the knowledge that each of those points is projected onto the concave surface of the retina through the center point of the eye. Importantly, this mathematical relation, which all are agreed is correct, presupposes the existence of an external space in which light rays are reflected from objects to physical sense organs. We can’t describe the relation between visual and tangible appearances of objects without presupposing the existence of an external space.

In making this last point, Reid offered a “transcendental” argument against idealism, of the sort later offered by Kant (1781/1787: B275–76). Malebranche and Berkeley had supposed that God causes us to have the sensations that we would have if light rays traveling from objects set at a distance from us were projected by lenses to cause images on concave surfaces. He also brings about appropriately different sensations in others depending on how their perspective on a common object of vision would vary if we were all placed in a common space and looking at the object from different positions in that space. We, for our part, employ the same geometric means to calculate how objects would look from different angles and distances, to calculate how to draw objects in perspective, and to explain to the blind how tangible objects appear in vision. So both God and we ourselves employ the postulate of an external space containing objects, light rays, and eyes. The supposition of the existence of such a space is, as it were, a necessary condition without which the calculations necessary for God to bring about the correct sensations in us, for us to draw the correct inferences about the real distance, figure, and magnitude of the object, and for us to draw the correct inferences about how the object will appear from different positions become impossible to perform. This makes external space a condition of the possibility of visual experience – something we have to presume must exist.

Objections

As Reid himself candidly admitted, his account rests on a crucial experiment, the experiment of introspectively examining one’s own sensations in order to discover that they are in no way spatial (Reid 1764: 5.7, 59–60; 5.8, 74; 6.6, 90–92; n.d.: 260). This is what establishes that our knowledge of the spatial features of objects must arise by means of innately appointed acts of conception – means that, however mysterious, must exist. But Reid’s thesis that sensations are not extended or located in space is based more on his antecedent commitment to the hypothesis that the mind is an unextended and indivisible substance (a hypothesis Reid nowhere explicitly defended) than on the evidence of introspection. By attending carefully to what it is I really see I can discover that surfaces that I thought were uniformly colored are in fact differently shaded and even convince myself that shapes I thought were round are in fact elliptical. But no amount of attention can lead me to see that the surfaces have no color at all or discover that the reds and greens I see on the stop light before me are not located above and below one another. Neither can any amount of intro-spection lead me to think that burns and itches are only felt in my mind, not at locations on my limbs.

When confronted with this sort of contrary evidence Reid’s preferred response was to lay down stipulative definitions for ordinary-language terms in such a way as to make it impossible for anyone to say anything that he would recognize as contradicting his position. Thus, he declared that terms like “color,” “red,” and “green” have only ever been used to name the qualities in objects that cause us to experience our visual sensations, while those sensations have no name in any language (Reid 1764: 6.4–6; 1785: 2.18, 212). Likewise, he claimed that when someone says they feel a pain in the toe all that they mean is that they feel the sort of pain that is caused by a disorder in the toe (1785: 2.18, 213). This made it all too easy for him to refuse to accept contradictory introspective reports. Receiving a report that someone intro-spectively experiences red above green, he would reply that since “red” and “green” are used to name qualities in external objects that cause unnamed sensations, all anyone could possibly mean is that they perceive one external object above another.

Hume was not impressed. Responding to a prepublication draft of Reid’s Inquiry, he charged that Reid took ordinary people to be philosophers and corpuscularian natural scientists from infancy – as if it should have cost Malebranche, Locke, and others no pains and trouble to prove that objects do not have the qualities we find in our sensations (Hume 1762: 256). Descartes, Malebranche, and Porterfield had at least taken us to be impelled to judge that sensible qualities belong to objects, however incorrectly. But Reid’s concern to absolve the senses of the sort of grand illusion that would justify skepticism about the accuracy of our knowledge of an external world – not to mention his need to rest his case against Hume on introspection – closed that alternative off from him.

Hume’s contrary position rests on his own analysis of the experience of solidity (Hume 1739–40: 1.4.4; 1748: 12.15). Where Reid had argued that careful introspection reveals that no sensation could be extended or located, hard or soft, Hume argued that the only things that we can conceive to be extended and located, and hence hard or soft, are compounds of sensations. When we say that something is solid, we either mean that we experience a particular tactile sensation when we try to compress it or we mean that we conceive the thing to resist attempts of other bodies to move into the space it occupies. The same analysis Reid offered for the sensation of hardness was available to Hume. Someone who feels hardness or solidity is hardened or solidified – not in the sense that they are changed so as to bring about those feelings in someone else who touches them, but in the sense of being changed so as to experience those feelings. But where Reid described the conception of hardness in objects as the conception of the resistance of their parts to relative motion, Hume asked what parts we conceive when we conceive a solid object. Perceptions of solidity (or hardness) are reducible to perceptions of change or lack of change in the position, shape, and size of figures consequent to impact of other figures. But there can be no perception of a figure without a perception of its edges or boundaries. And there can be no perception of an edge or a boundary without a perception of a contrast in color or tactile quality. Perceptions of figure, extension, solidity, or hardness just are perceptions of the spatial disposition of color sensations and tactile qualities, and of change or lack of change in the disposition of those sensations consequent on motion and impact with other groups of spatially disposed sensations. Where the former exist, the latter must exist as well. The parts of hard or soft bodies that Reid took to be more or less resistant to relative motion are either colored or tactile sensations, or else hardness and softness are inconceivable.

As Hume noted, this had been Berkeley’s argument. One of the most deep-seated tensions in Berkeley’s thought is the tension between this argument, which rests on the tenet that experiences of color and space cannot be abstracted from one another, and Berkeley’s commitment to the view that colors are modifications of an immaterial mind.

Kant

Like Hume, Kant never addressed the topic of visual perception. However, his treatment of sensory experience and the operations of the intellect or understanding exercised a profound influence on later German visual theorists. Earlier, it was remarked that, like Hume, Kant took space and time to be manners in which sensations are disposed and presented. Kant described them as “forms of intuition,” using a term that had been traditionally employed to refer (and that he himself defined [Kant 1781/1787: B33] as referring) to knowledge that arises directly or immediately or is simply given, prior to any sort of cognitive processing. But, at the same time, he maintained that the spatial and temporal form of our intuitive experience arises as a consequence of the way the mind of the subject is constituted, and is consequently an abiding feature of intuitive experience that can be known in advance or “a priori.” The “matter” of intuitive experience, in contrast, is due to the varying objects that happen to affect the senses and cannot be predicted independently of recourse to regularities in past experience (Kant 1781/1787: B34).

The thesis that space and time are forms of intuition and the thesis that they are due to the mind of the subject stand in some tension with one another. If spatial and temporal form arise from a different source than sensory matter, then the two would need to be combined somehow, perhaps by intellectual processing of some sort or what Kant referred to as “synthesis” under intellectual concepts. But in that case in what sense would space and time be appropriately described as forms of “intuition” as opposed to forms of some more developed cognition? And if spatial and temporal forms arise from a different source from sensory matter how could the two come to be combined in any principled way? If space and time and all their parts are perfectly homogeneous, and sensory matters are purely qualitative, and the two originate from independent a priori and a posteriori sources, then what could lead us to ascribe any one matter to any particular location in space or time in preference to any other?

For nineteenth-century philosophical psychologists such as Jakob Friedrich Fries, Johann Friedrich Herbart, Rudolf Hermann Lotze, and Hermann von Helmholtz, who knew their Kant, this was a problem standing in need of resolution – whether by appeal to a theory of “local signs” of the sort originally suggested by Smith (though now more commonly credited to Lotze), or by appeal to the effects of eye motions as originally speculated by Berkeley, or by invoking some combination of such factors. Kant had been no great admirer of Berkeley’s metaphysics. And Berkeley’s visual theory, which attempts to account for how knowledge of spatial relations might be generated from purely qualitative features of sensation, could have been no more palatable to Kant. But the problem that Kant’s successors took from his theory of the sensory faculty, that of explaining how a posteriori sensory matter comes to be integrated with a priori spatial form, sets the theory of perception in a broadly Berkeleian context. The project is to find something in sensations that accounts for how they come to be perceived to be spatially related to one another in the ways that they are, rather than to take a spatial order of sensations to be something that is either originally given or is known as a direct effect of neurophysiological occurrences.

Over the course of the eighteenth century, three rival positions on space perception were developed: the associationism of Berkeley and Smith, the intuitionism of Hume and Condillac, and the nativism of Porterfield and Reid. Though Berkeley’s associationism was puffed up by misinterpretations of his opponents’ views, justified by weak and incomplete arguments, and confronted by effective objections, it became the favored view of nineteenth-century perceptual theorists, in large part because of the impact that Kant’s account of space and time continued to have on scientifically minded thinkers throughout the nineteenth century. Hume and Condillac took sensations to be originally given as located in space, a supposition that was incompatible with this Kantian outlook. And Porterfield and Reid took space perception to be the direct effect of physiological occurrences, occasioned by our divinely ordained constitution. Though they attempted to justify this position by appealing to Newtonian scientific methodology, which recommends that researchers only affirm such regularities between events as they are able to discover by induction from experience, and avoid formulating hypotheses to provide a deeper explanation of those regularities (Porterfield 1759: 5.1.15; Reid 1764: 6.12, 122, and 6.13, 132–33), most nineteenth-century theorists viewed their approach as unscientific. Thinkers such as Hermann von Helmholtz charged that, rather than try to find out how we go about perceiving the spatial qualities of things, nativist theories offer a distinct law for each visual phenomenon – one for the perception of position, another for single vision, a third for depth perception, and so on, rather than attempt to unify the phenomena under a single law like that of association. Insofar as they do so, they “explain nothing … they only acknowledge the existence of the facts to be explained, while refusing to refer these facts to well-confirmed mental processes” (Helmholz 1878: 382–83; cf. 1868: 196).

Note

It is not possible to write a work of this nature without taking a stand on controversial issues. Two have been mentioned in Part I and two more are worthy of particular notice.

Reid’s claim that Berkeley insinuated that no spatial features are immediately perceived by vision, but was not able to justify that insinuation, was defended in Falkenstein 1994. Margaret Atherton has attempted to show that Berkeley was justified in her 1990 and 2005 and more recently in “What Have We Learned When We Learn to See?” (2008). More recent arguments for the contrary view are found in Rick Grush, “Berkeley and the Spatiality of Vision” (2007), and Ralph Schumacher, “Berkeley on Visible Figure and Extension” (2007).

It is standardly maintained (e.g. by Pastore 1971 and Morgan 1977) that Condillac changed his mind about the soundness of Berkeley’s theory of vision between the Essai and the Traité. The view taken here, that there is no significant change of opinion between the works, was originally presented and defended in my 2005.

Notes



  1 It does lead us to suppose that colors are located on the surface of bodies (Condillac 1754: 3.3.3), but that is a different thing from noticing that colors are spread out on a visual field that is at first taken to be a field of sensory states in which the subject itself exists, is only subsequently discovered to exist on the surface of the eyes, and is only subsequently to that projected onto the surfaces of external objects (3.3.3, 3.3.8).

  2 As noted above, Hume’s argument was actually that since some of our perceptions are extended whereas others are not located in space at all, the mind could not be a substance of any known sort, either material or immaterial.
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SENSIBILITY

Stephen Gaukroger

 

 

Reconciling, or choosing between, the competing demands of reason and sensibility was the most urgent philosophical concern of the second half of the eighteenth century. Sensibility came to take up roles previously occupied by reason, but it was not a simple matter of replacement, for the kinds of issues to which sensibility was primarily directed were different from those of reason. In particular, whereas reason was concerned primarily with cognitive states, sensibility was concerned primarily with affective states. To usurp reason, proponents of sensibility set out to show that it actually underlay our cognitive awareness of the world. In the process, what at first looks like something narrowly epistemological turns out to have a central moral and social dimension.

To modern readers, the eighteenth-century idea of sensibility seems to bring together a number of disparate notions. In the Encyclopédie, there are two main entries for “sensibilité,” one coming under the rubric of “morals,” the other under the rubric of “medicine.” The former defines sensibility as the “delicate and tender disposition of the soul that makes it easily moved and affected,” and is spelled out in these terms:


The sensibility of the soul, as the author of Les moeurs [Voltaire] accurately puts it, imparts a kind of wisdom about propriety, and it goes further than the penetration of the mind alone. Sensitive souls may be caused by their intensity to make mistakes that men who lack this would never commit; but they make up for this through the abundance of goodness they generate. Sensible souls get more out of life than others; both the good and the ill are increased for them. Reflection can make a man of probity; but sensibility makes a man virtuous. Sensibility is the mother of humanity and of noble-mindedness [generosité]; it increases worth, it helps the spirit, and it carries persuasion.

(Diderot and D’Alembert 1751–1772: XV, 52)



The other entry, that falling under the rubric of “medicine,” describes “sensibilité, sentiment” as “the faculty of sensing, the sensitive principle,” defining it as “the basis and conserving agent of life, animality par excellence, the most beautiful and most singular phenomenon of nature.” Sensibility, we are told, “is in the living body, [and is] a property by which certain parts perceive the impressions of external objects, and in consequence of this produce motions in proportion to the degree of intensity of this perception” (Diderot and D’Alembert 1751–72: XV, 38). This is a long and detailed entry, covering the history of the notion of the “sensitive soul” in both the philosophical and the medical literature from antiquity onwards, and highlighting the role of the nerves. Subsections are devoted to sensitivity/sensibility in the fetus; the nature of sense organs; sensitivity/sensibility in physiologically normal and in pathological states; nervous disorders, convulsions, and spasms; the effects of air, external objects, the stars, and climate on sensibility; and the phenomenon of muscle irritability.

Although the two entries are separate, there is no doubt that the connection between the phenomena described is not merely accidental. By the mid-century, in the work of writers such as Diderot, sensibility/sensitivity/sensation is a unified phenomenon having physiological, moral, and aesthetic dimensions, and it lies at the basis of our relation to the physical world: it is what natural understanding has to be premised on. Similarly in medical writers: when Antoine Le Camus’s very popular La médecine de l’esprit, first published in 1753, was followed by an expanded second edition in 1769, the term “sensation,” which had appeared regularly in the first edition, disappears and the discussion now proceeds in terms of “sensibilité,” reflecting the rise to prominence of the notion in these decades. It is largely a question of substituting the one term for the other, although sensibility, while including sensation, has a wider remit, being responsible for all human activities from conception to cognition. As Anne Vila has pointed out, “sensibility was the essential link between the human body and the psychological, intellectual, and ethical faculties”: it helped unify the human faculties, as it was “seen as the root of all human perceptions and reflections, as the innate and active principle of sociability that gave rise to human society, as a kind of sixth sense whose special affective energy was essential to both virtue and to art, and finally, as the paradigmatic vital force whose actions could be detected in every bodily function, be it healthful or morbid” (Vila 1998: 2). In particular, the inclusion of sensitivity–a physiological phenomenon–in sensibility adds a distinctive layer of complexity to considerations of the relation between reason and sensibility, for it means that we are considering phenomena that, to a significant extent, mirror the contrast between the spiritual and the material. In France, where the debates were particularly intense, there was a general acceptance that questions of sensibility fell under the purview of medicine, with the result that the physiological nature of sensibility was taken as given. Here, what had earlier been formulated in terms of the mind/body distinction now comes to be reformulated in terms of the relationship between reason and sensibility, with the decision that one came to on these questions playing a determining role in deciding what resources–metaphysical or physiological–it was most appropriate to draw on in investigating questions of our relation to the natural realm.

Moral sensibility

That the first of the entries on sensibility in the Encyclopédie should be on moral sensibility (however broadly construed) is not surprising, for the role of sensibility in morality had been explored from the seventeenth century onwards. Locke’s rejection of innate ideas was first proposed in a moral and political context in his Essays on the Law of Nature, dating from 1660 or shortly thereafter, where–on the basis of the moral diversity evident from travel books, as well as from other sources–Locke denies that there are precepts innate to reason that govern moral conduct (Locke 1954: 136–45). In the wake of Locke’s discussions of these issues, which exercised him throughout his career, and in the wake of his subsequent bolstering of the rejection of innate ideas in the development a more general epistemological argument, the challenge was seen as that of how to counter moral diversity in different societies without relying on something that could be construed as innate. Among the various solutions offered to this question, Shaftesbury (1699) took a clear sensibilist path, adopting a quasi-aesthetic account of virtue whereby one is drawn to virtue and repulsed by vice in much the same way that someone of developed aesthetic sensibilities is drawn to beauty and repulsed by ugliness.

By the middle decades of the century it was an increasingly shared assumption that the origins of morality lay in sensibility (see Taylor, Chapter 18). In Scotland for example, Hutcheson, who was a crucial influence on Diderot amongst others, had argued in detail that the spontaneity of morality meant that it could not be a matter of reason–i.e. a matter of connecting ideas in the requisite way–but must derive from sensibility (Hutcheson 1725). Adam Smith, Hutcheson’s one-time student and successor in the Chair of Moral Philosophy at Glasgow, simply dismisses the view that reason might ground morality. In The Theory of Moral Sentiments the “moral sentiments” to which the title refers are felt–as opposed to reasoned–judgments on the propriety of others’ actions. Morality is taken out of an abstract realm of intellectual reflection, and becomes a form of sensibility. Smith writes that “it is altogether absurd and unintelligible to suppose that the first perceptions of right and wrong can be derived from reason”; rather, they must be traced to “sense and feeling” (Smith 1759: 7.3.2.7, 320).

From affective to cognitive states

If morality provides a context in which the replacement of reason by sensibility takes root, it is in the treatment of cognition that deeper and more intractable questions about their respective claims arise. We can distinguish two issues–issues that will subsequently become connected–in the emergence of a sensibilist treatment of cognition. The first of these is the generalization of what in Locke is a dichotomy between reason and sensation into one of reason versus sensibility. This effectively begins with French Lockeans such as Condillac, and is continued in Buffon and Diderot, on whom I’ll focus. The second development is the radicalization of the dichotomy in Hume, who stresses both the inadequacy of reason, but also, unlike Rousseau for example, the necessity of reason. This generates a dilemma. Combined with the first development, which highlights just how important it is to get the relation between reason and sensibility right, the Humean dilemma takes on a wholly new significance.

Questions of the connection between sensibility and sensation were introduced into French thought in the 1740s in the work of Condillac and Buffon. Both independently used the image of a human statue which is progressively given sensory faculties, in order to explore just what is needed to produce a conscious self-aware human being (Condillac 1754: pt. 1; Buffon 1749: I, 31–33). We are invited to imagine a human statue which we bring alive by attributing, one by one, various sensory faculties to it, asking what its experience of the world would be like. Imagine we give the statue the power to smell, and place a rose in front of its nose, so that the statue experiences the odor of a rose. There is nothing in this that would lead the statue to imagine that experience had an external source, so the olfactory sensation is not experienced as being that of an external object, but simply as a state that the perceiver is in. Similarly with the power to hear, to see, to taste. Even a statue with all five of the senses, which was able to compare, reflect, remember, and accomplish the other intellectual operations, would not be led, on these grounds alone, to imagine that its states were anything but internal and self-contained. Despite having a grasp of spatial relations, for example, the statue would be solipsistic: its sensory experiences would not project it into, or connect it with, the world. On the contrary, it would remain isolated and self-contained. The question now is how it is possible for us to develop a conception of the world as independent of us. Buffon’s view was that only touch can provide a sense of an external world, and with this sense effectively comes a precondition for morality, in that with it comes a recognition of the existence of others, and a love for them replaces the earlier narcissism. Condillac’s answer to the question is that a sense of reflection emerges from the sensations, allowing us to distinguish our own body from the sensations themselves, by combining the sensations and making something new out of them, in which the various objects of sensation can be compared under different descriptions. The crucial point is that, for both Buffon and Condillac, sensibility and a recognition of an external world come simultaneously (see also Falkenstein, Part II, Chapter 15 in this volume).

For those thinkers in the French Lockean tradition, it is axiomatic to the sensationalist project that one begins life with a tabula rasa, and the question is how one develops a cognitive, affective, and moral life on this basis. Diderot develops this line of thought most fully, explicitly linking sensation with moral and aesthetic sensibility. He does this through an exploration of the “mentality” of someone who is deprived of sensory capacities in some way. In his account of blindness, for example, he compares the blind with the sighted in order to explore what this tells us about sensibility in general (Diderot 1749). A deficient sensibility is primarily a question of an emotional, aesthetic, and moral challenge for Diderot, and because of their impoverished sensibilities, the blind turn their minds inwards and are drawn to thinking in terms of abstractions. The blind offer a crucial case study for Diderot because he believes that their abstract manner of experiencing pain in others weakens their sense of sympathy for the suffering of others. His target is not confined to the blind, however. The blind just manifest in a particularly concrete way a general insensibility to the world on the part of those who think and experience it in terms of abstractions. He is particularly concerned with Cartesians in this French context, but the German metaphysical tradition, as represented by Wolff, would be a prime contender for this status also. For Diderot, our relation to the world depends very much upon how we arrive at that relation, and one assimilates cognitive information in a process which is always and necessarily social, cultural, and has moral implications, so that what is shaped is not merely a cognitive sensibility but a sensibility in which cognitive, affective, and moral questions are inextricably tied together. What is ultimately at stake is the sensory basis of civic life, where the contrast is between sensibility and solipsistic rationalism (see Riskin 2002: ch. 2). The general question underlying this is that of where the ideas that regulate our lives–our moral, emotional, social, political, and intellectual lives–come from. The approach of those metaphysicians and others who conceive of the world in abstract terms, and as a consequence examine our relation to it in these same terms, now becomes not merely misguided but socially and morally irresponsible.

Sensibility and philosophical anthropology

Mid-century French thinkers argued that sensibility underlay cognition, but they did not directly confront the philosophical question of the competing demands of reason and sensibility. It is precisely this latter question that was of concern to German thinkers, for in Germany a metaphysical tradition had persisted, despite bitter criticism and some marginalization, in the form of the Leibniz-inspired program of Christian Wolff. To understand the rise of a philosophical anthropology in German, we need to understand in what way it was a reaction to Wolffian metaphysics and in what way it was able to transform certain developments in this metaphysics to its own ends.

Distinguishing between “historical” knowledge, which concerns itself with empirical and causal matters, and “philosophical” knowledge, which works from basic principles, Wolff rejected the traditional ascendancy of theology, jurisprudence, and medicine, arguing that they were merely “historical” forms of enquiry, whereas philosophy could raise knowledge to the level of what the scholastics had termed scientia: comprehensive understanding based on first principles. What Wolff offered was a basically scholastic metaphysics reformulated along Leibnizian lines. He began by rewriting logic in Leibnizian terms, conceiving its aim to be the provision of a means whereby confused concepts were analyzed and made clear and distinct. This procedure was then applied to the whole of philosophy, conceived as a discipline that investigated why things are as they are. The model was explicitly that of mathematics, where necessary truths were revealed by establishing the systematic connections that propositions have with one another. The systematic metaphysics that results on this conception has no place for sensation, which it construes simply as a form of cognition, namely sensory perception, which produces only obscure ideas (Wolff 1732: §38).

But by mid-century, such a dismissive view of sensory understanding was simply not viable, and the central problem for those pursuing philosophy via metaphysics was what account to give of sensibility. Wolff had made it clear that every area of enquiry should be pursued with scientific rigor, but he had done little to further the study of the arts and humanities on this basis. The one significant development of the Wolffian program, in Baumgarten’s Aesthetica of 1750, was on this question, and what he proposed was a science of the “lower faculties.” In promising to improve our knowledge, he argues, logic actually promises more than it can deliver, for logic deals with intellectual cognition, whereas human cognition generally also involves sensory cognition, so if we rely on logic alone, we will leave a whole realm in its original unanalyzed state. In particular, if we allow the intellect to rule the lower cognitive faculties, this will have detrimental consequences for art, producing something frigid and scholastic, for we find a richness and vividness in sensory perception that is lacking in purely intellectual cognition (Baumgarten 1750–58, §§105, 560, 619). Baumgarten terms the study of sense perception “aesthetics,” and he argues that it is the “younger sister” of logic: whereas logic deals with intellectual cognition, aesthetics deals with the “lower cognitive powers,” namely sensory cognition. Indeed, logic is clearly the model: the role of logic on this conception is to make confused concepts distinct through analysis, and Baumgarten’s aim is to perfect our powers of perception. As a means to understanding what this would consist in, he sets out to establish that perfected perception is equivalent to beauty, so that his “science of sensory cognition” is also a “critique of taste.” That is to say, he makes a direct link between sense perception and aesthetic sensibility. Moreover, there is a set of rules by which the perfectibility of the two can be achieved. One important difference between intellect and sensory faculties is that whereas the former operates by means of demonstrative inference, the confused elements of the latter are related through association, and Baumgarten identifies “the law of the imagination,” namely, that “the partial perception of an idea conjures up the whole idea,” with the law of association of ideas (Baumgarten 1750–58: §561). Just as there is a “natural logic,” that is, a grasp of inferential relations prior to any education in logic, so too is there a “natural aesthetic” which children exercise in their sensory exploration of the world, and above all in playing games. And just as natural logic can be perfected through training in rules developed through an analysis of inference, so too can natural aesthetics be improved in an analogous way.

The model for analyzing the sensory realm is drawn exclusively from that devised for analyzing the intellectual realm, and aesthetics falls under a general comprehensive metaphysics for Baumgarten. The fact that it works via association of ideas rather than deductive inferences between ideas does not mean that aesthetics qua the study of sensation is a genuinely autonomous discipline. Quite the contrary, it remains resolutely subservient to reason for Baumgarten. Here, then, we have a model of how we might take sensibility seriously, yet subsume it under reason. But it was not a model that was taken up in the middle decades of the eighteenth century.

In France and Germany, the question of the relation between sensibility and reason became highly polemicized in the 1750s and 1760s through the influence of Rousseau. In Britain, Rousseau’s influence was significantly weaker, but what Rousseau represented for many philosophers–an essayist of wit and urbanity whose philosophical interests went well beyond those subjects that fell under traditional metaphysics, and who represented a philosophical persona quite different from the metaphysician–was something that could also be found in Hume. Moreover, both dealt with moral, political, educational, and pedagogic questions–those questions that would fall under the “moral sciences”–in terms of anthropology rather than either metaphysics, or Christian teaching, or civic humanism (as traditionally conceived). Although Rousseau and Hume drew different conclusions on many of the questions they explored, what was crucial was their way of pursuing the subject, and their questioning of the power of reason to regulate a range of issues from morality and aesthetics to epistemology and religious belief.

The two tended to be drawn together in Germany, where we find the influence of Rousseau balanced to some extent by Hume, especially inasmuch as Hume is associated with the project of a naturalized psychology. In mid-century, British and French ideas were introduced into Berlin, through journals announcing their subject matter as schönen Künste und Wissenschaften: “beautiful science” or “beautiful arts,” that is, humane learning, by contrast with logic, metaphysics, and theology. What is happening in this literature is that there is a shift of learning generally, including the sciences, from an academic culture into an essay culture, one whose audience is the republic of letters. Although the shift might be viewed as bringing Germany into alignment with Britain and France, the relative suddenness and abruptness of the transition, together with the fact that the leading figures were incorporating this shift into an explicit program of cultural and political reform, meant that the rejection of metaphysics, as a vehicle for thought about and engagement with fundamental issues about the nature of the world and our place in it, raised the whole question of the value of particular modes of enquiry, and in particular whether any overarching form of understanding was possible.

It is in this context that the anthropological reformulation of the relation between reason and sensibility takes place. The idea is to examine how one accounts for sensibility and then to ask whether we might approach reason from the perspective of sensibility. One apparent obstacle to this strategy is the sheer diversity of the phenomena that fall under the rubric of sensibility, especially when compared to reason, which gives every appearance of being intrinsically unified. But the diversity is not in fact as much of an impediment as it first appears. One crucial unifying feature of the phenomena that came under the rubric of sensibility lay in how they were being accounted for. A distinctive feature of sensibility is the extent to which it was becoming naturalized by the middle of the eighteenth century. This took many forms, from the attempts of moral philosophers such as Hume and others to treat political, social, and economic questions in terms that went beyond both traditional Christian thinking and civic humanism, to the attempts of those working within the life sciences, most notably Buffon, to extend their account of zoology into the human and social realms. Its characteristic feature is the replacement of speculative by empirical forms of enquiry. This has consequences for what we consider the role of reason to be, and how we think of reason. The key question is that of how our beliefs and values are shaped. Whereas philosophers had traditionally assumed that reason and the passions played the crucial role here, typically (if not universally) thinking of the passions as an obstacle to reason, we are led in a different direction if we approach reason from a consideration of sensibility. This is the direction that Herder takes. Reason is not simply assimilated to sensibility. It becomes subjected to an empirical, comparative form of treatment which actually emphasizes its distinctive characteristics.

Wolff had distinguished “rational” from “empirical” psychology, and the latter plays a key role in Herder’s strategy. It worked through analysis of the behavior of others and analysis of our own psychological states, and Wolff writes that it “is really a history of the soul and can be known without any other discipline.” Empirical psychology provided the raw materials for rational psychology, in that the task of rational psychology was to derive the results of empirical psychology from a priori first principles, with a view to achieving clarity and distinctness. This kind of move from empirical to rational psychology was a form of subsumption of the former under the latter. At the same time, however, for Wolff and Baumgarten there is a continuum between the higher and lower faculties, between understanding and sensibility (see Zammito 2002: ch. 2). This opens up the possibility of another form of enquiry, one in which the aim is to explore the relation between the faculties as placed along the continuum. This latter would be a form of “history” in Wolff’s terms, “natural history” in Hume’s terms. In itself, it would not rule out the project of subsuming sensibility under reason, but if one had independent objections to such a project–objections which were plentiful from the 1750s–then it would provide a potentially promising route. What, in Wolffian terms, were the lower faculties would now be reassessed, being called upon to provide the model for analysis of the higher ones. It was a matter of using the resources employed to explore sensibility, resources that were highly naturalized, to explore the understanding.

The enquiry now becomes empirical, not speculative: quite different from the facultative logic that the Wolffian tradition takes over from Leibniz as the route to the clarification of ideas. There are three sets of resources that help Herder to follow the empirical path. The first is something that he takes over from developments in the life sciences, and more broadly in matter theory. A new theory of matter construes matter as active, not inert, encouraging a confidence that basic phenomena of sensibility can be dealt with at a reasonably fundamental level as part of a comprehensive natural philosophy. This offers a picture of natural philosophy which makes possible an understanding of living things, which the earlier mechanist model had unsuccessfully tried to account for in reductive terms. The second is the existence of models of explanation through developmental history, which Buffon had stressed in his natural history. Third, Herder will extend his naturalizing resources to include language, so that it is no longer merely a means of expression of thoughts, but something that goes to the heart of what it is to think.

Armed with these resources, Herder’s project takes the form of a threefold naturalization. He approaches reason by understanding it in terms of thought; he approaches thought via what the Wolffian tradition characterized as empirical psychology; and the tool that he uses in this empirical psychology is language, which he treats as an empirically analyzable manifestation of thought. Moreover, it is an empirically ana-lyzable manifestation that has a historical dimension: the history of languages– “history” in the eighteenth-century sense, as something that has both a diachronic and a synchronic dimension–is a history of thought, which in turn is a history of reason, albeit one of a far more subtle form than the “triumph of the present” type history of thought offered by Diderot and D’Alembert.

The move from reason to thought is a move from speculative metaphysics to empirical psychology. In itself this was not especially contentious, and empirical psychology played a crucial role in the Wolffian tradition. But this role was above all a necessary preparatory one, organizing the raw materials upon which an a priori structure could then be imposed, and thereby yielding a degree of clarity and understanding which empirical psychology in its own right could not aspire to. This first stage was as far as the Wolffian program could get with sensibility, at least before its reform by Baumgarten, so that it was considered that the problem with sensibility was that it could never aspire to anything beyond the kind of limited and necessarily obscure comprehension offered by empirical psychology. But the project of providing metaphysical structure had now fallen into disrepute outside what was by this stage a very small Wolffian circle, not least because of Hume’s onslaught. In its place, what was now effectively being proposed was that the kind of understanding offered by empirical psychology was really all we had as far as understanding was concerned, and that with an expansion of its resources, it was actually a much more powerful explanatory tool than its treatment at the hands of metaphysicians would suggest.

If empirical psychology was to go beyond the role that it played in the metaphysical project, if it was to offer an analysis of thought that had genuine aspirations to clarity and understanding, thought, in all its distinctiveness, had to be captured somehow. Reason could not simply be rejected in favor of sensibility, along Rousseauan lines, nor could thought simply be reduced to a form of physiological activity, along the lines that La Mettrie was proposing. If the project was to have any plausibility, thought had to retain some autonomy: there had to remain something distinguishing about it which successful explanation was able to capture. Language and thought had been associated from antiquity, and the close relation between the two was a given of seventeenth- and eighteenth-century culture. But Herder wants and needs something stronger than this: he wants the analysis of language to be an analysis of thought.

In his Literaturbriefe (Fragments on Recent German Literature, from 1767 to 1768), he writes that language is “a form of cognition not merely in which, but also in accordance with which, thoughts take shape, where in all parts of literature thought adheres to expression, and forms itself in accordance with the latter” (Herder 1767–68: 48). Such linguistic naturalism has an immediate advantage over materialist forms of reductionism, for these latter were widely deemed to commit one to determinism, whereas the linguistic naturalism that Herder is offering here clearly has no such consequences. It simply has no bearing on the question of determinism. Linguistic naturalism also has a positive advantage in that it allows a comparative form of study. By comparing earlier languages with present ones, and by comparing contemporary languages with one another, one is comparing forms of thought.

Herder set out a comprehensive account of language in his prize-winning essay, Über den Ursprung der Sprache (On the Origins of Language), his entry in a competition announced in 1769 by the Akademie der Wissenschaften in Berlin. Responses were invited to the question: “If human beings had only their natural faculties, would they be able to invent language? And by what means could they invent it?” In rejecting the view that language has been given to us by God, Herder does not assume that naturalist alternatives are necessarily on the right track. He is quick to criticize those theories which find the origins of language in animal cries. “I cannot conceal my astonishment,” he writes,


that philosophers, that is, people who seeks distinct concepts, were ever able to arrive at the idea of explaining the origin of human language from this cry of the sensations. For is human language not obviously something completely different? All animals, down as far as the dumb fish, sound forth their sensation. But it still is not the case that, just because of that, any animals, even the most perfect, make the slightest real beginning towards a human language.

(Herder 1772: 74–75)



Herder identifies Condillac and Rousseau as the prime culprits here. In both cases, the cognitive content of language is ignored, yet this is precisely what we should be attempting to capture in a theory of the natural origins of language.

How then does Herder propose that language originates? He begins with a crucial contrast between animals and human beings. Animals work within a very confined range of activities, and are well served by instinct for this. The human being, by contrast, “has no such uniform and narrow sphere where only a single sort of work awaits him; a world of occupations and destinies surrounds him. His senses and organization are not sharpened for a single thing; he has senses for everything and hence naturally for each particular thing weaker and duller senses” (Herder 1772: 79). What he needs, in these circumstances, is not particulars but general facts. “Needs” is the key word here, because Herder argues that human beings need language if they are to survive, by contrast with animals, who have no use for it. Language provides a means of organizing our mental life. It orders and clarifies our experience by individuating things in such a way as to re-identify them, by providing a means of storing and conveying general facts. Without this, our distinctively human form of life would not be possible.

In this way, the transformation of the study of reason into an empirical discipline inaugurates a form of anthropology which was in direct competition not just with metaphysics, but also with Christian theology and traditional humanist thought.

Anthropological medicine

A very different form of naturalization of sensibility can be found in France in the second half of the eighteenth century. For many French thinkers, sensibility was the route to the naturalization of the human condition. This is nowhere more true than in the work of the médecins philosophes, those physicians who explored the physiological basis of sensibility and used this to expand the remit of medicine into the social, political, and moral realms (see Williams 1994).

This project, like much else in the eighteenth century, found its initial stimulus in Locke. Locke approached epistemology in the Essay not through the philosophical texts of his predecessors and contemporaries but through travel books, and he was acutely sensitive to both the historical and the regional variation in moral and other precepts. Moreover, the medical origins of his interest in questions of epistemology should not be forgotten, for among other things it motivates a rejection of the idea that a search for underlying causes is the only worthwhile form of explanatory strategy, because such a search would abstract from the empirical connections that Locke considers to be of interest in their own right (see Gaukroger 2010: ch. 4). Intimately connected with this, and of even more importance in the present context, is Locke’s exploration of just what follows from making sensation into a primary source of knowledge. Once sensation takes over as the sole source of knowledge, in Condillac, this question becomes even more pressing, and the incorporation of sensation into the general notion of sensibility transforms the questions so that what, even in Locke, had an implicit moral and political dimension, now explicitly comes to the core of moral and political thinking. These developments are a form of naturalization, in that questions that would earlier have been dealt with in theological or metaphysical terms, now come to be thought through in ways that appeal to empirical evidence. In order to do this, they are removed from theology and metaphysics and anchored in another discipline, medicine, because this had by far the strongest claim as the most appropriate discipline to deal with sensibility in empirical terms.

The médecins philosophes offered an integrated account of cognitive and affective states, that was quite different from the physiological-cum-psychological theories of the sixteenth-century Aristotelians and the seventeenth-century biomechanists. One can think of these earlier concerns in terms of a two-stage process, in which one first accounts for the natural realm, and then proceeds to explore our place in this realm. But the kind of anthropological medicine pursued by the médecins philosophes does not follow this sequence: it takes the question of our relation to the natural realm as something on a par with our attempt to understand this realm. The two must be taken as part of a whole. Far from being autonomous forms of enquiry, they must form an integrated whole, deriving from the same basic principles.

Because of the way in which it expanded the range and responsibilities of medicine, anthropological medicine postulated an intimate connection between maladies of the body and maladies of the soul. It sought a general account of the interconnections between the realms of the physical, the mental/intellectual, and the emotions. Anything external to the body that affected these three realms was included, for it had an effect on the well-being of the person.

The idea that medicine might take over ambitions traditionally fostered in metaphysics and theology was something novel and unprecedented. There were, however, two earlier developments that enabled it to rise to prominence in the late eighteenth century. The first was the widely perceived failure of mechanical conceptions of nature to account for the properties of matter, and the subsequent shift to the life sciences as an area in which investigation of matter might proceed more fruitfully. The second development was something more specific to anthropological medicine. It was the increasing awareness of the place of sensibility in our emotional and cognitive lives, and the belief that medicine might be better placed than philosophy or more traditional forms of physiology (such as biomechanics) to deal with questions of sensibility. As the Montpellier vitalist Bordeu put it, sensibility “is most suitable as a basis on which to explain all the phenomena of life, whether in a state of health or of sickness.” As a result,


this is the way of considering the living body that has been adopted by those who, among modern thinkers, have pursued their speculations beyond practical medicine and the received systems of the schools at the beginning of the century. Such is the scope that philosophical medicine has assumed concerning the purely material functions of the body.

(Bordeu 1818: II, 668)



On the mechanist conception, such phenomena as nervous sensitivity had been reduced to biomechanics: basically, inert matter moving under pressure. This bore no relation to how physicians were coming to think of sensitivity and sensibility more generally. In particular, a number of crucial developments had taken place in the wake of Haller’s path-breaking work on irritability, developments which located sensitivity within matter itself (see Haller 1753 and Gaukroger 2010: 394–402). Haller was explicitly concerned to distinguish the living from non-living, and to subject the former to its own kind of empirical investigation: physiology. His initial interests were in involuntary and semi-voluntary animal motions, such as the beating of the heart and circulation of the blood, and he established that the cerebellum was not, as had been thought, the primary regulatory mechanism for heart activity and respiration. Rather, regulatory mechanisms were decentralized, and he concerned himself specifically with local regulation, with specific functions of muscle and nerve fibers, correlating defined functions with particular structures. In seeking the cause of cardiac activity in the structure of the heart, he developed an account which located this cause in muscle irritability or contractibility. Every animal muscle fiber, he showed, contracts upon stimulation, and there is a scale of degrees of irritability, depending on how strong the stimulus has to be to provoke a response. Irritability is a completely different phenomenon from sensibility/sensitivity on Haller’s account. The latter is a property of tissues imbued with nerves, whereas the nerves play no role in irritability.

Haller advocated a traditional view on the causes of irritability, namely that the powers that organs have which are manifested in irritability derive directly from God, and require no intermediary soul. But his approach does nevertheless have radical consequences. Organs manifest something that can be characterized as a life force in Haller’s view, by contrast both with a view of matter as inert, and that of being acted upon from outside. The local, intrinsic regulation of the operations of organs prompts a rethinking of the idea of an organism. Centralized, extrinsic regulation of organs, of the kind advocated by Whytt (1751), provided a source of unification for the organism whose organs these are. Local, intrinsic regulation of the kind advocated by Haller, where the macroscopic hydraulic vessels of the iatromechanists are replaced by microscopic muscle fibers, provokes the question of what the unity of the organism consists in. If all there were to the organism were localized centers of irritability, then there could be no unity. But it is not as if a centralized sensibility could simply be added to a localized irritability to provide a unifying principle for the organism, for Haller’s point was that organs exhibiting irritability do so independently of whether or not nerves are present, and if they are not present, then such organs can hardly be connected through sensibility, which requires nerves.

In the light of this kind of difficulty, and in the light of the fact that he provides no details about the nature of sensibility, it is not surprising that Haller’s sharp distinction between sensibility and irritability was gradually blurred and then effectively abandoned by those who saw themselves as continuing his work. Moreover Haller had argued that it was fibers that exhibited sensibility, whereas Bonnet subsequently extended the account of “sensible fibres” to mental acts, arguing that they too depend on the arrangement of fibers (Bonnet 1760). In doing this, he not only made the action of all types of fibers the same, but in his assimilation of the action of brain fibers to those in other parts of the body, he undermined the distinction between irritability and sensibility.

A crucial issue underlying this extension of physiological investigation into the realm of the psychological, and thereby into that of sensation in its fullest sense, is that of the relations between parts and wholes. This had significant consequences not only for how phenomena involving sensibility were examined, but in marking out sensibility from reason and indeed unifying the epistemological question of sensation and physiological question of sensitivity.

With the publication of Condillac’s Essai sur l’origine des connoissances humaines (Essay on the Origin of Human Knowledge) (1746), there emerged a very influential general account of the whole/parts relation which stood in direct contrast to accounts that assumed the primacy of reason in perceptual cognition, typically through the postulation of innate ideas. Condillac’s model was developed to bolster a sensationalist account of perceptual cognition, one in which sensation, rather than reason, was the key to understanding how cognition was possible. Whereas reason had always been construed very much in terms of a single source of rules and procedures regulating our cognitive life, in Condillac’s account of sensation we find the inverse of this: a thoroughly decentralized account of our cognitive life, as reflected in language. Whereas reason encourages a top-down model in which a grasp of the whole is necessary if we are to establish, deductively, a necessary order in the parts, sensibility on this view works in the opposite direction, starting with the parts and building up from these a picture of the whole. The upshot of this exercise is that all observed facts form their proper, natural arrangement in the observer’s mind.

When Condillac took over a Lockean model of perceptual cognition, he radicalized it, rejecting Locke’s theory that sensation and reflection were the origins of our ideas, and arguing instead that sensation was the sole source of ideas. Even more significantly, to support this, he transformed the discussion of the nature of knowledge by arguing that the only way to understand our ideas was to trace their genesis, identifying those primitive ideas with which we start and exploring how other ideas are generated from these. He writes that “the key question is to discover how ideas are connected with one another, and that to achieve this we must examine the way in which, and the order in which, ideas are generated.” Condillac himself has set out, he tells us, to do what Locke “forgot to do: I have gone back to the first operation of the soul, and I believe that I have not only given a complete analysis of the understanding, but have also discovered the absolute necessity of signs and the principle of the connection of ideas” (Condillac 1746: 2.2.39).

In the physiological writings of Bonnet, we can see how Condillac’s account of sensation is extended to another form of sensibility, namely sensitivity, thereby providing something more like a general bottom-up “analytic” model for sensibility which marks it out from the top-down “synthetic” model for reason. Like Condillac, Bonnet is committed to analysis as the only method of discovery, telling us that “we must anatomize each fact, decompose it into its smallest parts, and separately examine all these parts. We must look for the relations linking these things to one another and to analogous things, and find results that can become principles” (Bonnet 1760: iv).

The physiology of sensation was taken further in the mid-eighteenth century by the Montpellier physicians, who expanded it into a medicine of sensibility. In the process, sensation and sensitivity come to be joined up more intimately with the question of moral sensibility, as one’s mental life comes to be comprehensively medicalized. We can separate out three issues in this thinking through of questions of sensibility. The first is that of the priority of the parts with respect to the whole. In his Encyclopédie entry on “therapeutic observations,” the Montpellier-trained physician Jean-Jacques Ménuret provides an account of one of the core ideas behind this conception: “several facts taken separately appear dry, sterile, and unfruitful,” he writes, but “[t]he moment we compare them, they acquire a certain power, assume a vitality that everywhere results from the mutual harmony, from the reciprocal support, and from a chain that binds them together” (Diderot and D’Alembert 1751–72: XI, 323). The commitment to building up from parts goes beyond methodological questions, however. On the kind of account offered by Bordeu, the whole is as it is because the parts are as they are: in particular, the organism is a living thing because the fibers and organs that make it up are living. The question of the relation between the whole and the parts is now central to the understanding of the nature of life.

The second issue is the anatomical question about what organs one can explore in terms of irritability and sensibility, and what one can learn from this. Once anatomical attention was no longer confined to muscles, the autonomous nature of the behavior of individual organs, particularly the way in which they react to stimulation, becomes evident, and the idea of life and sensibility consisting in the central organization of otherwise inert matter now becomes questionable on empirical grounds.

The third issue is that of the nature of life. Trembley’s discovery in 1740 that sliced sections from a hydra can regenerate into the whole animal suggested that life was a property of matter, or at least organic matter, something not only smaller than, but far more primitive than, organs. As might be expected, there was considerable dispute and uncertainty about just what the minimal living entities were, but it was now evident that organs at least were living in their own right. This contradicted not only Cartesian biomechanics but also Aristotelian theories whereby life was due to a form suffused throughout the material body.

The questions of sensibility, life, and the ultimate units of the living, clearly become intimately connected here, and it is in this context that we should understand Bordeu’s account of the living. Bordeu attributes sensibility to all organs, where this sensibility has now become localized: each organ leads a life of its own, and the lives of organs contribute to, indeed constitute, the collective life of the organism. “Life is only feeling and movement,” he claims (Bordeu 1818: II, 831). In the context of physiology what is at issue here is irritability and sensibility. The structure of fibers making up the organs of the body is the core issue for Bordeu. These he regards as extensions of the nerves, embedded in a spongy, mucous, cellular substance, which serves both to provide nourishment for the fibres that it encases, and, as it stretches from organ to organ, to connect these different organs. This mucous cellular substance orders the agitations of the fibers, making them act harmoniously and producing the visible functions of the body. In general terms, one might say that it is because the parts are living that the whole is living, and it is because the living parts are connected in the way they are that the whole is the way it is.

The distributive account of life and sensibility proposed here is one in which these qualities exist at a level that is smaller than that of the organism, and in which the smaller organs are autonomous, in that they have these qualities in their own right, not to the extent to which they play some functional role in a hierarchical organization dictated by the needs of the organism. In particular, note that sensibility is a sine qua non not only of the autonomy of the organs, but more importantly of the unifying connections that they are able to form.

The distributed nature of sensibility, and hence life, is crucial here, because a healthy body is one in which the autonomous parts are in harmony with one another. In his entry on “observation” in the Encyclopédie, Ménuret spells out the nature of the connections:


one could compare man to a flock of cranes, which fly together in a particular order, without any mutual assistance or dependence on one another. The physicians or philosophers who have studied and carefully observed man have noticed this sympathy in all animal motions: this constant and necessary agreement in the interaction of the various parts, however disparate or distant from one another.

(Diderot and D’Alembert 1751–72: XI, 323)



A distributive view of life provided a popular model of bottom-up unification for other areas in the 1760s and 1770s. In his Rêve de D’Alembert (D’Alembert’s Dream), written in 1769, and in the Éléments de physiologie (Elements of Physiology), published in 1876, Diderot used the model of the unity of the organism to show how there can be a unity of the subject of thought without postulating an immaterial soul. And Rousseau moved effortlessly from the biological version of the question to a political one, asking in Du contrat social (The Social Contract) how an aggregate of individual wills can be transformed into a collective will, and identifying the discovery of a form of government that achieves this as the fundamental problem to which the social contract is a solution.

What is at stake here is not just the question of deciding whether understanding a living thing is a matter of understanding its living parts and establishing how they are connected, or even of understanding how these parts partake in a shared vital principle. There is also the question of what it is that we have to know in order to comprehend the cognitive and affective states of organisms so constituted. In the case of everything except human beings, there is a clear assumption that there is nothing further that we need to understand to have a complete grasp. But what about human beings? Bonnet believed it necessary to introduce a soul in the case of human beings, but the introduction of the soul would seem to add nothing to our understanding of human cognitive and affective states. If we have successfully constructed our fully functioning statue-man, Bonnet asks, what would happen if we then introduce a soul into this automaton? The answer is that all the feelings, and all the faculties, such as memory and imagination, would remain as they were, for these are all a function of the behavior of the fibers in the brain, which are “independent of the soul.” Moreover if we placed the soul of a native American Indian in Montesquieu’s brain, the Indian soul would have the same sentiments, perceptions, and abstract ideas as Montesquieu, as well as speaking French and writing De l’esprit des lois (The Spirit of the Laws) (Bonnet 1760: 370).

This is a development with radical consequences. As Anne Vila has pointed out, there is a move here from “sensibility as a power to be observed to a vision of sensibility as a power to be harnessed and redirected,” for “if the development and successful conduct of the intellect could be shown to be determined entirely by the action of fibers in the common sensorium, then the soul could be completely marginalized from discussions of human nature. It was now the body that, through its inherent reactive properties, seemed to offer the most effective site of intervention in the moral, intellectual, and physical constitution of human beings” (Vila 1998: 38). What we act upon when we proceed in this way is sensibility, not reason. Bordeu emphasizes this new standing of sensibility:


The reign of feeling [sentiment] or sensibility [sensibilité] is among the most extensive; feeling is involved in all the functions; it directs them. It dominates over illness; it guides the action of remedies; it sometimes becomes so dependent upon the soul that the soul’s passions take the upper hand over all the changes of the body; it varies and modifies itself differently in almost all the parts.

(Bordeu 1818: II, 669)



This is instructive, for in its new expanded domain, sensibility no longer looks like something for which physiology or psychology alone could account. Rather it is medicine–a form of medicine in which control of sensibility holds the key–that now becomes the primary tool of investigation.

The principal significance of the popular work of Louis de La Caze (1755) lies in his explicitness in drawing out the moral and social consequences of this newly conceived medical science. Although he considered himself to be developing Bordeu’s work, he went beyond anything that Bordeu had advocated. His starting point is a revival of the doctrine of “non-naturals,” whose first systematic formulation can be traced back to Galen’s Ars medica. Factors relating to health are divided there into the naturals, the non-naturals, and the contra-naturals. The naturals were structural and functional elements innate in each body such as the temperaments, humors, parts of the body, faculties, and functions. The non-naturals were those factors that determined the state of the body without being controlled by the natural functioning of the body: ambient air, food and drink, movement or exercise and rest, sleep and waking, excretion and retention, and the passions of the soul. The contra-naturals comprised diseases, and these could result from an internal imbalance in the naturals or from an imbalance between naturals and non-naturals. Health on this account was the result of a proper ordering of the naturals and a proper regimen of the non-naturals, brought under the general notion of “hygiene.”

This Galenic conception was revived in eighteenth-century medicine in France. The theme of the perils to health of misuse of the non-naturals, particularly for those with a sedentary lifestyle is pursued with vigor in the Encyclopédie, for example, above all in the articles by the Montpellier-trained physician Arnulfe D’Aumont. The non-naturals are identified as preserving health, so long as they are used properly, and they are seen in terms of the healing power of nature, for “the role of the medical art in the curing of diseases is in fact less than is commonly believed. … In acute diseases the cure is usually the work of nature. … Chronic diseases, especially those that are intractable, are almost always beyond all the cures of medicine” (Diderot and D’Alembert 1751–72: IV, 808) There is a shift in the direction of thinking about the role of medicine here. As one commentator has pointed out, D’Aumont “exhibited the fact that the basic medical concern in the popular expression of the doctrine of the non-naturals was care, not cure, and that the physician’s primary role had become that of pedagogue and advocate” (Coleman 1974: 406).

One non-natural that was of particular interest to many physicians was the sixth, the passions of the soul. La Caze, armed with the broadened notion of sensibility which he had inherited from Bordeu, set out to establish connections between physiologically characterized sensibility and affective states in terms of a general notion of health as a harmonious “animal economy.” The crucial thing about this animal economy was that sensations were not just physiological in nature but were pleasurable or painful, with an intensity corresponding to the needs of the animal economy. Our moral habits are determined by this animal economy, in terms of the pleasure or pain with which particular behavior is associated. But although this means that there is no direct social shaping of behavior for example, there is nevertheless an indirect influence, because the “constitution” of the body, and hence its animal economy, are themselves shaped by the “constitution” of society, which La Caze argues is variable: regionally, in terms of the social distribution of tasks, and in terms of whether the society is in a savage state, or civilized. As Elizabeth Williams notes, this line of argument “culminated in an extension of Bordeu’s definition of health as harmony and balance to social practice: moderation was the key to health because any kind of excess disturbed bodily harmony, promoted ‘disorder,’ and put the all-important connective tissue into a state of ‘vicious sensibility’” (Williams 1994: 45).

The issues that are at stake here form the core of disputes in the second half of the eighteenth century over the extent to which human faculties and behavior can and should be shaped by social and medical intervention. It is in this context that the médecins philosophes thrived, for their interests transcended those of traditional medicine and projected it firmly into the moral or human sciences.

Sensibility as a route to naturalization

It is striking that in two of the most developed attempts to naturalize the human in the second half of the eighteenth century, the route to naturalization was via sensibility. Both Herder and the médécins philosophes, in very different ways and using completely different sets of resources, took sensibility as the key to understanding the human condition, replacing metaphysical, theological, and humanist understanding by attempting to formulate, in empirical terms, questions that had up to that point taken a non-empirical form. Medical anthropology collapsed in the early decades of the nineteenth century, as different forms of naturalization–relying on microscopy and a chemical theory of respiration, and on the replacement of fibers and tissues by cells as the key component of the living–displaced the naturalization of sensibility that underlay the broader anthropological project. As for philosophical anthropology, the divide between anthropological and speculative enquiry was eclipsed by the Kantian division of pre-critical philosophy into rationalism and empiricism, and the anthropological project, reformulated in speculative terms, marginalized the kind of naturalized anthropology envisaged by Herder, although it never wholly disappeared, and has taken on new leases of life since the late nineteenth century.
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PLEASURE, PAIN AND SENSE PERCEPTION

Lisa Shapiro

 

Contemporary philosophers, and indeed most cognitive scientists interested in sense perception, take for granted that our feelings of pleasure and pain are distinct from our sensory perceptions. That is, most of us take it that our visual perception of color, say, is not intrinsically pleasant or painful, though perceptions of some colors (a warm brick red) may cause us to feel, or perhaps simply be associated with, feelings of pleasure, while those of other colors (a bright lime green) cause or are associated with feelings of pain. Similarly, while we admit that some sounds (lapping waves at the beach) can be pleasant and others (nails on a chalkboard) painful, we conceive of the sound – the content of our sense perception – as distinct from the feeling of pleasure or pain. In this essay, I show that this way of thinking about the relation between sense perception and pain ought not to be taken for granted, and indeed was not in the eighteenth century. Key thinkers of the early eighteenth century take all sense perception to be species of pleasure and pain, and so they take pleasure and pain to be just as contentful as any sense perception. Interestingly, though, by the end of the eighteenth century it is clear that the foundation for our contemporary prejudice has been laid, at least in the English-language tradition. Jeremy Bentham, in the utilitarian framework he puts forward in The Introduction to the Principles of Morals and Legislation, would seem to take pleasure and pain as primitives, which, though arising from an array of causes, do not contain any information about those causes. They are simple contentless motivational states. This essay is an effort to understand the philosophical forces driving that transformation. What conceptual issues arise in the eighteenth century that separate pleasure and pain from sense perception and leave us with an understanding of pleasure and pain as having no epistemic and only motivational value?

My discussion aims to sketch out the narrative of a conceptual change, marking key turns of the plot line, and as such my survey of figures and positions will not be comprehensive. Notably, I will not be able to engage with the German tradition (but see Gaukroger, Chapter 16, on “Sensibility”). I suspect, however, that consideration of Kant and the German Romantic response would add texture to the story.

It should not be surprising that sense perception and pleasure and pain should be folded together. We need only turn our attention to other sense modalities: it is much more difficult to separate a taste or a smell from a particular feeling of pleasure or pain. The bad smell, say, of formaldehyde, just is painful; it seems artificial to think of the smell as causing a pain. This point is perhaps made more vivid in thinking of the tastes of a good meal. The taste of butternut squash and mascarpone ravioli is a pleasure in itself, though additional pleasures might follow from it. If sensory content is not distinct from pleasure or pain in these senses, why should vision or hearing or touch be any different?

While the problem was not originally conceived of in these sorts of terms, we will see that it quickly began to be. Interestingly, the starting point seems to be a Cartesian account of sense perception, and so I begin there. The empiricist problem of pleasure and pain begins with Locke’s account of simple ideas, and his own equivocation about how pleasure and pain fit into his empiricist account. We can read the eighteenth century discussion as beginning from efforts to preserve the Lockean model of sense perception while resolving the tensions around pleasure and pain inherent in his account. Berkeley and Hutcheson do this by affirming that pleasure or pain are integral to sensory experience, though at the same time they problematize the epistemic role these affective states play for Locke. However, there are different aspects of the epistemic role of pleasure and pain: one aspect ties these affective states to knowledge of existence, but another ties them to consciousness – the very perceptual experience through which we have knowledge. A comparison of Condillac and Hume’s conception of sensory experience, and in particular of their conceptions of consciousness, illuminates what I take to be a pivotal step towards our contemporary view: separating pleasure and pain from consciousness itself, the way in which we are aware of what we are aware. Hume’s denial that pleasure and pain are integral to our awareness of our thoughts is aligned with a reorientation of pleasure and pain with self-interest and so to motivations to act.

The seventeenth-century background: Descartes and Locke

At least one of the central tasks Descartes sets himself in Meditations is to ground the beliefs derived from our senses. The First Meditation’s skeptical arguments serve to undermine those beliefs, but by the end of the Sixth Meditation, those “exaggerated doubts of the last few days should be dismissed as laughable” (Descartes 1641: AT VII, 89). It is certainly the case that the metaphysical picture developed in the body of that work – that the human mind is essentially a thinking thing; that God exists and is the cause of both the existence and essence of the mind; that the essence of body is extension; and that mind and body are really distinct things – is meant to ground our sensory beliefs. However, it is just as much the case that within that new metaphysics Descartes also aims to reconceive just what it is to have a sensation of the world. In doing so, Descartes ends up implicitly taking sensations to incorporate a dimension of pleasure and pain.

The skeptical arguments of the First Meditation hinge on understanding our sensory perceptions of the world as representing their objects in a way analogous to the way a painting represents its object. Just as a painting represents things in the world through resembling the parts and properties of objects in a different medium, so too does our mind, in having a sense perception, present a mental resemblance of the parts and properties of a thing in the world. Just as a painting can misrepresent or distort things – altering properties to the point of creating new things that only tenuously resemble their original source – so too can our sensory perceptions misrepresent and distort their objects. Insofar as we think of our ideas born of sense perception, as, “as it were the images of things” (Descartes 1641: AT VII, 27), we are, it seems unavoidably, subject to the skeptic’s worry: We cannot be sure whether that image does resemble its object and so is veridical or distorts it and is false.1 Notably, the conception of sense perception as imagistic tacitly assumes that our sensations do not essentially feel in any way; or rather, nothing in the way a sensation feels contributes to its representational content. For this reason, pleasure and pain cannot be intrinsic to sense perception on this model.

In the Sixth Meditation, however, Descartes proposes an account of sense perception that does not depend on our ideas representing their objects through resemblance. To sketch out this account, Descartes, rather than highlighting our ideas of objects and their properties, focuses first on sensations of pleasure and pain. Only after drawing attention to these feelings of pleasure and pain, along with “inner” sensations of hunger, thirst, and the like, and our emotions, does Descartes note our outwardly directed sensory perceptions (Descartes 1641: AT VII, 74). This new story of sensory perception develops as the Sixth Meditation unfolds. Descartes puts forward an account of sensory representation that hinges on the ways in which things stand to benefit or harm us. While our sense perceptions do allow us to judge that bodies exist, and in a variety that parallels the variations in our sensations, they do not of themselves justify a belief that things have the properties we perceive them to have. Nonetheless, they do still provide trustworthy information about the world around us. For him, our sensations essentially and intrinsically inform us about how things benefit and harm us, and in general how they affect our well-being. Though he recognizes we can be mistaken about the benefits and harms things offer us – for instance, we can feel thirsty when we ought not to take in more fluids – for him, we still experience the sensations we do in accord with the system which “is most especially and most frequently conducive to the preservation of the healthy man” (Descartes 1641: AT VII, 88, 81, 83).2

Descartes does not think that our sensory perceptions inform us about the world, through the transmission of real qualities – benefit and harm – into the mind.3 Rather, for him, two aspects of our sensory experience serve to provide us with information. First, the variation in sensory input conveys information about real variation in the world. And second, Descartes suggests that all sensations are either agreeable or disagreeable, and through this aspect of our sensations we are steered towards what is beneficial and away from what is harmful to us. That is, for Descartes, sensations seem intrinsically to involve pleasure and pain, and moreover this affective dimension of sensation affects the content of our sensations. It is through this intrinsic affective dimension that, for Descartes, we begin to be able to have knowledge of the world. It is clear that Descartes himself thinks that this alternative model can meet the challenges of the skeptic. At the end of the Meditations, the meditator has not only dismissed any worries about a deceiving God and a defective faculty of reason, but he takes himself to have answered the skeptic’s challenge to distinguish waking from dreaming, the challenge which rests on the imagistic conception of sense perception.

Locke, in his Essay concerning Human Understanding, seems to adopt Descartes’s alternative model of sense perception in his epistemology. According to Locke, knowledge is essentially a matter of the relations of ideas: “the perception of the connexion and agreement, or disagreement and repugnancy of any of our Ideas” (Locke 1689: 4.1.2). To have knowledge of some thing either intuitively or demonstrably is to be able to differentiate it from other things, to perceive its relations to those other things, and to articulate these relations. However, knowledge also involves what Locke calls real existence. For him, knowledge of real existence is sensitive knowledge. In Essay 4.2.14, in affirming that we can have sensitive knowledge – that our ideas do correspond to the “real existences” of things outside us, Locke appeals to our experience of pleasure and pain to rebut a dreaming skepticism that calls into question the existence of the world:


But yet if he be resolved to appear so skeptical, as to maintain, that what I call being actually in the Fire is nothing but a Dream, and that we cannot thereby certainly know, that any such thing as Fire actually exists without us: I answer, That we certainly finding, that Pleasure or Pain follows upon the application of certain Objects to us, whose Existence we perceive, or dream that we perceive, by our Senses, this certainty is as great as our Happiness, or Misery, beyond which, we have concernment to know, or to be.

(Locke 1689: 4.2.14; emphasis added)



Through those experiences of pleasure and pain we can establish a distinction between ideas that are genuinely caused by existing external objects and those that only appear to be so, and thus establish the relation between our ideas and real existence that gives us sensitive knowledge.

This role for pleasure and pain might well seem minimal, since Locke does not maintain that we can gain any information about the world other than its existence from these ideas. But in fact it is crucial if Locke is to avoid a radical idealism. Since, for Locke, all we perceive are ideas, we have no independent access to the causes of those ideas, and so from our sensory ideas on their own, it is not clear that he is entitled to claim that we know of the existence of those causes. Pleasure and pain, however, serve to establish the causal link between the world of objects and the mind. And with that link established, Locke can avail himself of the information contained in our ideas of primary qualities, and so establish that the objects of our ideas really possess those qualities. Moreover, later in Part 4 of the Essay, Locke seems to admit that pleasures and pains do give us substantive information about the world, and in particular about the ways things benefit and harm us, at least for the purposes of action (see Locke 1689: 4.11.8).

Locke’s conundrum

So, at the beginning of the eighteenth century, it seemed to be taken for granted that pleasure and pain had some epistemic value. At the very least, it was accepted that pleasure and pain afforded us knowledge that things exist outside of us. And some philosophers went further to maintain that pleasures and pains, and our affective states generally, provided us with knowledge of our relations to other things in the world, even if they did not give us knowledge of the natures of those things in themselves. What intellectual moves were made over the course of the eighteenth century to get us to the point at its end where pleasure and pain were denied to have any epistemic value? To answer this question we have to begin by looking once again at Locke.

While Locke would seem to preserve the epistemic role for pleasure and pain assigned by Descartes, he struggles with incorporating pleasure and pain into his theory of ideas. On Locke’s account all of our knowledge derives from simple ideas, either of sensation or reflection, and there are two essential features of these simple ideas: they are conveyed into the mind independently of one another; and they are, as simple ideas, unanalyzable. Locke takes our ideas of pleasure and pain to be simple ideas “which convey themselves into the mind, by all the ways of sensation and reflection” (Locke 1689: 2.7.1), and so it certainly seems as if our ideas of pleasure and pain ought to be analyzable and distinct from our other simple ideas. Locke’s discussion of pleasure and pain often does take this line. For instance, Locke notes that almost all of our ideas are joined to an idea of pleasure and pain (Locke 1689: 2.7.2), and in doing so he certainly suggests that each of the ideas that are joined together are distinct from one another.4 This clear distinction, however, becomes somewhat murky in the very next paragraph, where he denies that pleasures and pains are “wholly separated” from our sensations and reflections (see Locke 1689: 2.7.3). Further complicating matters, Locke’s language relating pleasure and pain to other ideas is not stable. Sometimes he characterizes the ideas as “joined” or “annexed,” suggesting that two independent ideas form a complex idea. Other times he maintains that pleasure and pain are “blended … together in almost all that our thoughts and senses have to do with” (Locke 1689: 2.7.5), suggesting that simple ideas have an aspect of pleasure or pain, distinguishable only by reason.

Which model Locke adopts impacts other elements of his account. It is through pleasure and pain that our attention is directed to one idea or another, and this direction of our attention is important to him for explaining not only our move to action but also our efforts at understanding. For instance, attention plays a role in our forming ideas of particular substances from simple ideas. Pleasure and pain cannot direct attention if there is no explanation of how simple ideas are joined with ideas of pleasure and pain. It is for this reason that Locke seems to want to qualify the distinctness of all our simple ideas from one another and to deny that pleasure and pain are wholly separate.

Locke’s equivocation shows how pleasure and pain become particularly problematic within the empiricist framework that considers each of our simple ideas as distinct from one another. On the one hand, insofar as pleasure and pain are distinguishable from other sensory ideas, they ought to be distinct simple ideas themselves. On the other hand, insofar as pleasure and pain allow us to infer the existence of objects of other sensory ideas and direct our attention from one idea to another, they do not seem to be distinct ideas, but rather “blended” with sensory ideas, and inseparable from them except by reason. What is there to do?

Berkeley and Hutcheson

Both Berkeley and Hutcheson recognize the difficulties in Locke’s account of pleasure and pain and resolve these difficulties by simply maintaining that what it is to sense is just to have a pleasure or pain. For them, there is no question of pleasures and pains being blended or annexed to other simple ideas. Sensations just are pleasures and pains.

In his earlier work, Towards a New Theory of Vision, Berkeley maintains that at least one set of sensory ideas is intrinsically pleasant or painful: touch. Through our sense of touch we are able to sense immediately, through a bodily pleasure and pain, the various benefits and harms the world might afford us (see Berkeley 1709: §59; 192–93, for instance). However, he does not go so far here as to claim that the other sense modality he discusses, vision, has the same intrinsically affective quality. Rather, he claims from past correlations between visual sensations and tactile ones, we can use our sense of sight to anticipate things we come across benefiting or harming us.5

However, in the Dialogues between Hylas and Philonous, Berkeley shifts his position in a way that is significant for our concerns here. In reading the Dialogues, commentators have typically focused on Berkeley’s criticisms in that work of Locke’s distinction between primary and secondary qualities, and on his strict adherence to the way of ideas – that what we immediately perceive are ideas – to show that from that principle the existence of the material world cannot be established. But the basic assumptions underlying that argument reveal that Berkeley holds that sensory experience is intrinsically pleasant or painful. For instance, in the First Dialogue, as Berkeley’s alter ego, Philonous insists on treating our sensation of heat as a simple idea, and so concludes that any sensory content cannot be separable from the pleasure or pain of the heat. As Philonous prompts Hylas to recognize, a sensation of great heat or cold is “nothing distinct from a particular sort of pain” and a “sensible pain is nothing distinct from those sensations or ideas” (Berkeley 1713: 176–77). Insofar as heat is undeniably pleasant or painful, the heat itself must be a kind of pleasure or pain. Insofar as the sensory idea is a simple idea, it cannot be that any sensation is blended or annexed to another.

As the discussion continues it becomes clear that Berkeley applies the same line of reasoning to all our sensations: they are all species of pleasure and pain. Here Hylas tries to recoil from that conclusion, but to no avail. The argument this time is a bit different, and seems to turn on a somewhat surprising premise: that the character of immediate sensory experience is constituted by pleasure and pain. All sensible things are perceived immediately, and what we perceive immediately is just pleasure and pain. So all sensations just are pleasures and pains (Berkeley 1713: 180). While this claim is at least plausible for sounds, tastes, smells, textures and even colors, it is interesting to note that Berkeley does seem to extend this point about sensory perception even to our ideas of extension, figure and motion. They are also pleasures and pains, though less vivid ones (Berkeley 1713: 191–92). Berkeley thus seems wholly committed to the view that our immediate perceptions are all pleasures and pains.

It is hard to determine the epistemic implications of this position for Berkeley. In the New Theory of Vision, Berkeley asserts that through touch, and the sensations of pleasure and pain it affords, we gain knowledge of the ways things benefit and harm us. Through the association of touch and vision, we come to see the size of things in proportion to these benefits and harms, and thereby direct ourselves in and around our environment (see, for instance, Berkeley 1709: 193ff.). In the Dialogues, Berkeley’s position on the epistemic value of our perceptions of pleasure and pain is far less clear. There, Berkeley leverages the fact that our sensations just are pleasures and pains to deny the existence of the material world. Nonetheless, at the same time he adheres to this idealism, he also admits that our sensations of pain and pleasure inform us about benefits and harms. Both Descartes and Locke appeal to the benefit and harm of sensory states precisely to establish the existence of the world external to thought and our ability to know something about it. While Berkeley wants to preserve the view that sensations are information-bearing states, it is not clear just what information they end up providing us, given that he denies that the material world exists. Berkeley’s argument for idealism thus problematizes the epistemic value of pleasure and pain.

While Hutcheson does not have a well-developed theory of sense perception, for him too all sensations are pleasant or painful. He holds this commitment in several major works. In An Inquiry into the Original of Our Ideas of Beauty and Virtue, he holds that we cannot but feel sensory pleasures and pain as our sense organs are affected by external objects. While the text is inconclusive as to whether these pleasures and pains are separate from our simple ideas or integral to them, Hutcheson remarks that the differences in experience of pleasure and pain at an object likely reflects a difference in simple ideas, and notes that pleasure and pain are often proportionate to the “intensity” of the quality. These remarks suggest that he takes them to be integral to sensation (Hutcheson 1725: 1.7). This suggestion is carried forward in his Essay on the Nature and Conduct of the Passions and Affections, with Illustrations on the Moral Sense, where Hutcheson defines a sense perception as: “every Determination of our Minds to receive Ideas independently on our Will, and to have Perceptions of Pleasure and Pain” (Hutcheson 1728: 1.1). Hutcheson skims quickly over our sensory perception of external objects and goes on to enumerate a provisional list of classes of other senses – an internal sense, a public sense, a moral sense, a sense of honor – each of which is a kind of pleasure, and that these senses are taken to be pleasures suggest that he thinks the external senses are as well. In A Synopsis of Metaphysics Comprehending Ontology and Pneumatology, in Part II, on the human mind, he clarifies to some extent what was left ambiguous in the earlier works. After defining sensible qualities to be colors, sounds, tastes, smells, heat and cold, in distinction from “states … that accompany sensation” such as duration, number, extension, figure, motion and rest, Hutcheson goes on to assert that “some sensible qualities are pleasant, some painful, others neutral or indifferent” (Hutcheson 1744: 2.1.3.4). In the remainder of the paragraph, Hutcheson distinguishes four cases: pleasures and pains that represent nothing; pleasant sensations that do represent sensible qualities, and thereby indicate benefit; painful sensations that do represent sensible qualities, and thereby indicate harm; and indifferent sensations representing sensible qualities. The ambiguous status of pleasure and pain as mental states is thus resolved by simply admitting that neither representation nor an affective dimension are essential features of our sensory experience: some pleasures and pains are representational, others are not; some sensory representations are pleasant or painful, others are not. Hutcheson thus consistently maintains that some of our sensations, and arguably most of them, are representational states of pain or pleasure.

Hutcheson does not leverage the representationality of some of our pleasures and pains to establish the existence of an extra-mental world. Indeed, the skeptical questions that drove such a move in both Descartes and Locke are of little interest to Hutcheson. Instead, Hutcheson draws on representational states of pleasure and pain (and not the non-representational states of pleasure and pain) to provide the model for his innovative accounts of our moral and aesthetic senses. For Hutcheson, it is essential that feelings of pleasure and pain contain within them their representational content, for otherwise, there would remain a problem of linking those feelings with a distinct representation or idea. This problem of linking a motivating force with an idea is one of the challenges of the innatist accounts of morality to which Hutcheson aims to propose an alternative.

The utilitarian accounts being developed at the end of the eighteenth century do manage to offer a moral philosophy focused on non-representational pleasures and pains, but we can see them as answering a challenge that can only come once pleasure and pain are wholly severed from sensory representation: How can non-representational pleasures and pains serve to ground morality? In the remainder of this chapter I suggest that changing conceptions of consciousness, rather than an issue internal to moral philosophy, can help in understanding the reasons behind the reconceptualization of representational sensory experience as not pleasant or painful.

Pleasure, pain and consciousness: Condillac and Rousseau

In this section and the next, I will compare Étienne Bonnot de Condillac6 and David Hume. This comparison highlights how the conception of consciousness is connected to the issue of the relation of sensory representation and pleasure and pain, and shows how situating pleasure and pain within an account of human nature was not simply a matter of assigning them the role of motivating action.

Both Condillac and Hume see themselves as following closely in Locke’s footsteps, though they each aim to modify the details of the Lockean project to move it forward.7 While many similarities and differences between each of these two philosophers and Locke are well-noted, their relation to Locke’s conundrum about pleasure and pain has gone unremarked. Condillac, on the one hand, brings to the fore the path taken by Berkeley and Hutcheson. For him, “[t]here are no indifferent sensations except by comparison: each one in itself is pleasant or unpleasant: to feel and not to feel good or bad are expressions that are completely contradictory” (Condillac 1754: “Précis”; 1982: 161).

All our sensations are either agreeable or disagreeable, that is, pleasant or painful. Hume, on the other hand, pursues the other option in Locke’s conundrum. He preserves the atomist conception of perceptions and holds that pleasures and pains are distinct impressions and ideas (see, for instance, Hume 1739–40: 1.1.2.1; SBN 8). Moreover, through his associationism he resolves the problem that option faced of explaining how pleasures and pains are “annexed” to other ideas. However, in doing so, he forgoes any claim that there is anything special to the way pleasures and pains are joined with other ideas. His account of the indirect passions makes this point particularly clearly. The pleasures and pains we feel are just like any perception, associated with other perceptions and associable with a range of perceptions. Thus, Condillac expressly preserves the place of pleasure and pain as integral to sensory experience, while Hume systematically treats pleasure and pain as independent mental states. A consideration of the context surrounding these distinct positions on pleasure and pain suggests that they are linked to differences in their conceptions of consciousness. To demonstrate this, I first consider Condillac in some detail, as his Treatise on Sensations explicitly articulates the role pleasure and pain play in the workings of the mind, and in particular with regard to the distinctive work of representing the world. Having Condillac’s account in view will help to highlight Hume’s distinctive account.

Condillac’s Treatise of Sensations consists of a thought experiment wherein an initially inert and lifeless statue is given one sense modality at a time, and at each stage allowed to form ideas. The experiment is meant to determine when, and so how, the statue comes to think as we humans do. The statue’s ideas (at least initially) are simply episodes of consciousness, and not in and of themselves intentional. That is, they not only do not refer to anything outside of experience, they don’t even purport to do so. From its experience, the statue develops capacities for operating on these ideas and ultimately the capacity for intentional thought, a capacity that Condillac takes to require an explanation and to develop through experience. The role of pleasure and pain in Condillac’s characterization of consciousness is of particular interest.

Condillac’s thought experiment begins with the statue’s being given but the sense of smell because “of all the senses it is the one which appears to contribute least to the cognitions of the human mind” (Condillac 1754: “Dessein de l’ouvrage”; 1982: 171). It seems clear that smell alone does not afford us any ideas of “extension, shape, or of anything outside itself, or outside its sensations” (Condillac 1754: 1.1.1; 1982: 175); it is not on its own intentional, and so affords insight into what fundamentally characterizes consciousness. Condillac writes: “If we give the statue a rose to smell, to us it will be a statue smelling a rose, to itself it will be the smell itself of this flower” (Condillac 1754: 1.1.2; 1982: 175).

This is a remarkable claim – that the statue is a smell – and in case there is any question, Condillac continues: when presented with other flowers, the statue “will be the smell of … a carnation, a jasmine, or a violet, according to the objects that act on its sense organ” (ibid.). The smell experience, it is implied, is a consciousness that is in the first instance just being one’s experience. Condillac does not at this point take consciousness to be distinct from, or even, distinguishable from, an object of this awareness. For him, conscious experience is not irreducibly intentional.

Nonetheless, Condillac suggests that the statue, in virtue of experiencing, is in a certain sense self-aware; it has what we might call a first-personal perspective.8 As Condillac puts it, “to itself [par rapport à elle]” the statue is the sensed smell (Condillac 1754: 1.1.2; 1982: 175). The source of this first-personal perspective seems to be the intrinsic pleasantness or painfulness of sensory experience. That the sensation is experienced as pleasant or painful effects an ownership of that experience that constitutes the first-personal perspective distinctive of consciousness. While it is quite difficult to articulate just what the ownership of thoughts consists in – what makes a thought my thought rather than an impersonal thought or someone else’s – characterizing thoughts as intrinsically pleasant or painful helps to lend some content to the claim.

This distinctive pleasant or painful feeling of awareness is not the only source of ownership of our thoughts. Condillac also holds that pleasure and pain are motivating of action. In feeling pleasure, an experiencer wants to preserve that pleasant feeling; and in feeling pain, an experiencer wants to end that painful feeling. This motivational dimension of the pleasant or painful nature of awareness plays an important role in Condillac’s account of consciousness and the way our ownership of thought develops.

Condillac also makes a second assumption about sensory experience: that our sensations can be more or less vivid. From this and the first assumption that sensory experience is intrinsically pleasant or painful, he aims to explain how our mental faculties develop from sensory experience on its own. He summarizes his conclusions: with just the sense of smell the statue is capable of


attending, remembering, comparing, judging, and imagining; … it has abstract notions, ideas of number and duration, … knows general and particular truths; … it forms desires, expresses passions, and loves, hates, and wills; … it is capable of hope, fear, and surprise; and finally, … it acquires habits …

(Condillac 1754: 1.7.1; 1982: 202)



The starting point is the awareness itself: being smell-of-rose, say. This awareness initially comprises the statue’s entire “capacity of feeling,” and is what Condillac terms attention; attention inherently involves suffering or enjoyment – that is, pain or pleasure. Memory develops in the statue in so far as its awareness – its attention – strengthens or diminishes, or becomes more or less vivid (or feeble). The statue might start out being rose smell, say, but as the vividness of that smell diminishes and becomes feeble, and as a new and more vivid smell, say, of jasmine, affects the statue, the statue attends the new jasmine smell and thus becomes jasmine smell. For Condillac it is not as if these experiences are mutually exclusive of one another. Rather, “by passing as it were through these two states, the statue feels it is no longer what it was” (Condillac 1754: 1.2.10; 1982: 178–79). Insofar as it is able to experience two sensations at once, each with a different degree of vividness, the statue experiences variation in itself. With this experience of variation, the statue recognizes succession and so acquires memory. It was a rose a moment ago, but now it is less a rose and more jasmine. He goes on, noting that memory is not a cognitive ability the statue simply has; it requires repeated experience of variation to develop. The statue has to acquire a habit of distinguishing one experience from another, and just this distinction – that one experience is no longer and another experience has replaced it – is memory.

With this account of the origin of memory, Condillac begins to marshal pleasure and pain, and their varying vividness, to explain our various cognitive capacities. Once it has memory, the statue acquires a succession of abilities: to compare two states, to judge one state as different than the other, to form abstract ideas of the dimensions along which it compares, an idea of number and the capacity to enumerate its experiences. These abilities all derive from the variation in the degree of pleasure or pain the statue experiences: comparison derives from differences in the vividness of its pleasures, while judgment is a recognition of this difference, and the paradigm of an abstract idea is the idea of pleasantness. Even desires are not assumed to be intrinsic to the statue. Rather, it develops a capacity to desire from feeling pain and recollecting that it has not always been this pain. It desires its more pleasant experience, and brings itself to be that experience; it imagines an experience it recalls, but out of temporal sequence.

We have already seen that Condillac’s assertion that pleasure and pain are intrinsic aspects of experience lends a degree of specificity to the idea that there is a special feeling proper to consciousness, a feeling he identifies with our ownership of our thoughts. However, the role of pleasure and pain in the development of the statue’s cognitive capacities suggests something more. Condillac’s central issue with Locke is that he took our sensory and cognitive capacities as given. For him, we need to learn to sense: our cognitive capacities develop. Condillac’s story of the statue’s cognitive development aims to show that consciousness itself develops. The statue’s acquired capacities then shape its current experience, that is, its attention – its awareness. Insofar as the stream of perceptions that constitutes its experiences will be unique to it, its consciousness will develop in a unique way and so come to provide a distinctive first-personal perspective, one that makes a more robust claim to the ownership of thought. But it also brings out the way in which consciousness, through the feeling proper to it, is constitutive of experience. The statue’s consciousness, as it develops, unifies the statue’s different experiences, insofar as its past experiences shape its current experiences, that is, insofar as its past pleasures and pains guide which pleasant or painful sensation is in its occurrent attention.

I have been highlighting the rich texture of Condillac’s account of consciousness as developmental. However, it is also important to recognize just how limited the consciousness of the statue is at this point. While the statue does have basic cognitive abilities, it is only capable of employing them in a very limited range. Its memory does not stretch very far into the past, nor do its desires go very far into the future. It can hold but a few thoughts in memory, its habits are rudimentary, and it cannot count very high – Condillac suggests sometimes that three is the limit. It is not exactly capable of forming plans as it can only desire a thought that is more pleasant than the one it is currently having. There are further limits: It does not have a good sense of itself in time. That is, it cannot distinguish its memory – the actual order in which it had experiences – from imagination, its simply attending to a more pleasant experience. It does not have a good sense of what is in its power and what is not, though it can realize that simply wanting to have a more pleasant smell in mind does not always make the unpleasant smell go away. And most centrally, it has no conception of anything outside of its own experience. It has no sense that its experiences are caused, let alone from anything outside of it. That is, the statue does not have a sense of itself as an independently existing thing, distinct from other existing things. This point only serves to emphasize that Condillac’s aim is to illuminate the complexity of the consciousness of our experience, and to bring home that what drives Condillac’s explanation of consciousness is the pleasure or pain intrinsic to all sensation.

It is also important to note that the limitations of consciousness are not to be explained simply by the fact that the statue is limited to the sense of smell, for as the work proceeds the statue is given additional senses, but little changes in its cognitive capacities. Hearing adds little but a sensation of harmony – the ability to string notes together, and even the combination of hearing with smell adds little more than a layer of complexity to the statue’s experience. Taste also adds some more sensory ideas, but not much else. Notably, sight does afford an idea of extension, and so gives the statue a sense of itself as extended, but it does not yet, for him, enable the statue to represent anything existing outside of experience. It is not until it acquires a sense of touch that the statue develops an ability to think representationally, that is to distinguish itself from other things, and so as existing independently. By moving its body, the statue comes first to situate itself in space. From there, through the sense of touch, it can differentiate itself from other bodies and so have thoughts which are intentional, or about something. This distinction too is founded in pleasure and pain, for it is founded in a felt difference between being the toucher and the touched. What distinguishes the experience of touching from that of being touched is simply that they are two distinct pleasant (or painful) sensations with distinct vividness. With practice, the statue comes to have thoughts that are not only conscious but also fully intentional: they are about something that is distinguished from its own experience. With this new ability, Condillac’s story continues, the sense of touch instructs the other senses, and so our sense perceptions all come to be intentional. Intentionality is thus not something intrinsic to thought, but rather something that develops out of experience, and in particular is made possible by the pleasure and pain intrinsic to sensory experience.

Condillac’s account of cognitive development clarifies what is meant in claiming that pleasure and pain are intrinsic to sensory experience. On Condillac’s view, pleasure and pain no longer serve as an answer to the skeptic, informing us through the qualitative feel of experience that the world exists, nor do they inform us of the relational properties, the ways in which things benefit or harm us. Rather, he distills the role of pleasure and pain as that which is distinctive of conscious experience. Pleasure and pain constitute the distinctive feel of conscious experience, our attention. That feeling is far from merely qualitative. Rather the feeling that constitutes consciousness, pleasure or pain of a particular vividness, serves a constructive role, building up a cognitive structure through which our experience becomes more complex, and ultimately becomes representational.

In Part 4 of Émile, “Profession of Faith of a Savoyard Vicar,” Rousseau takes issue with Condillac’s account of comparison and judgment, but at the same time he agrees that having a sensation involves an original and unanalyzable feeling (sentiment,) the same feeling through which we are aware of our own existence. The most plausible reading identifies this feeling with the consciousness proper to thought. The account he goes on to offer of the human will and of human intellectual abilities rests on this feeling. But he also explains the development of a human moral sense on this feeling. While Rousseau does not follow Condillac in tracing the development of our cognitive faculties to this feeling, he does appropriate the model to explain moral development. For Rousseau, however, the feeling is not to be understood as pleasure, but rather as a form of love. Nonetheless, it is clearly important that this feeling is understood affectively, and it is the affective aspect that does the explanatory work.

Reconceiving consciousness without pleasure: Hume

Unlike Condillac, Hume does not hold that pleasure and pain are integral to our perceptions, as aspects of our ideas, but rather he consistently insists that they are simple ideas unto themselves. I have argued that Condillac distills the peculiar role pleasure and pain play in our cognitive economy: explaining consciousness and attention in thinking, and facilitating the development of our cognitive capacities. In so far as Hume situates pleasure and pain in the mind differently than Condillac, he owes an account about these central aspects of human cognition. Hume does make good on this debt, but recognizing that these are explanatory demands sheds new light on some well-known features of Hume’s account of human understanding – the associationism and the force and vivacity of ideas – and the explanatory power of these features can help to account for the shift in views of pleasure and pain by the end of the century.

Hume says nothing about how our cognitive faculties come about. Much as does Locke, Hume assumes that we naturally possess some mental structures that serve to process our experiences, and he is not interested in offering an originary story of the sort that drives Condillac.9 Thus, Hume posits a mechanism through which our original impressions are copied to ideas which resemble and represent them; that those ideas can be operated on by other mechanisms of mind – memory and imagination – and further, that imagination is guided by the three associative mechanisms: resemblance, contiguity, and cause and effect. While Hume offers us no explanation of the cause of these mechanisms, his account does recognize that the ways in which these mechanisms are deployed as a result of experience affect the ways in which we think. Patterns of association in experience shape our beliefs and our ascriptions of causal relations, and our beliefs and ascriptions of causal relations have an effect on our patterns of association. Hume’s associationism thus affords an explanation of the development of cognitive capacities, given a set of resources.

However, Hume’s associative mechanisms on their own do not explain how those associations settle on one or another of our perceptions, be they simple or complex. In good empiricist fashion, Hume holds that our perceptions are constantly in flux, a steady stream through the mind. However, given that Hume rejects the view that our ideas are intrinsically pleasant or painful, he cannot follow Condillac’s account of attention. How does he then explain how we find ourselves focused on, or attending to, one or another of these perceptions? It seems clear that force and vivacity is introduced in part to do this work. There are two prefatory remarks to make in this regard. First, while Hume does characterize force and vivacity as a manner of perceiving, he in no way ties this aspect of ideas to pleasure or pain. Second, commentators have focused on the epistemic role of force and vivacity in explaining our believing what we do. However, as part of that account Hume also notes that we attend to those ideas with more force and vivacity; that is, we settle stably on those ideas, returning to them, rather than moving on through the stream of our perceptions.10 The epistemic role of force and vivacity in Hume’s account thus is tied to an effort to answer a question facing any empiricist concerning a central aspect of consciousness – our attention to some ideas in our ever-changing experience.

Recognizing the role that pleasure and pain plays in empiricist accounts of mind contemporary with Hume’s own can help us see new dimensions of the work that central aspects of Hume’s account are designed to do. Hume introduces new resources – associative mechanisms and force and vivacity – to account for the development of our cognitive capacities and our attention to some experiences over than others. We can, however, also ask what Hume is willing to give up in denying that pleasure and pain are intrinsic to sensory experience.

Consider the matter of the ownership of ideas. Recall that for Condillac that our sensations are all species of pleasure and pain can account for the particular way in which our ideas are our own. While Hume does insist that we have an “intimate awareness” of our ideas and implies that this intimate awareness just is consciousness, the consciousness of “intimate awareness” is importantly different from that at the core of Condillac’s account: it lacks the propriety of ownership. A reading of Hume’s famous skepticism about the self in 1.4.6 of the Treatise of Human Nature brings this out.11

Hume’s associationist account of the source of our idea of self emerges out of a denial that consciousness involves a kind of ownership of ideas. Hume notes at the opening of that section on personal identity that


[t]here are some philosophers, who imagine we are every moment intimately conscious of what we call our SELF; that we feel its existence and its continuance in existence; and are certain, beyond the evidence of a demonstration, both of its perfect identity and simplicity.

(Hume 1739–40: 1.4.6.1; SBN 251)



It is easy to read Hume as targeting the conception of self aligned with a substance-mode ontology, as he does gesture to a conception of self-as-substance with talk of “perfect identity” and “simplicity.” However, as the preceding sections – 1.4.4 “Of the Modern Philosophy” and 1.4.5 “Of the Immateriality of the Soul” – have been devoted to criticisms of substance-mode ontology, a critique of its conception of self cannot be his central point. The vast majority of Hume’s language invokes consciousness. The self of some philosophers is that of which “we are every moment intimately conscious,” we “feel its existence and its continuance in existence,” our “strongest sensation” and “most violent passion” fix in us this account of self. Insofar as we are aware of our thoughts as our own, the account seems to go, we cannot help but sense our self from those thoughts, and so derive an idea of self. And the stronger the sensation, the more violent our passions, the more it would seem that the thought is our own, and the more pointedly we sense our self and inevitably have an idea of self. As Hume characterizes his target view, it takes our consciousness to come along with ownership of our thoughts. Hume’s target is thus, at least in part, that conception of consciousness.

Understanding Hume’s target in this way squares well with his well-known argument denying that we have any idea of a single simple self persisting through our experiences, for what we are conscious of is pointedly not our self, but rather the perception itself:


When I enter most intimately into what I call myself, I always stumble on some particular perception or another, of heat or cold, light or shade, love or hatred, pain or pleasure. I never can catch myself at any time without a perception, and never can observe any thing but the perception.

(Hume 1739–40: 1.4.6.3; SBN 252)



Hume here asserts that what we feel in being aware of a perception is just the perception itself, and not any thing which underpins the perception, or on which the perception depends. Thus, our perceptions do not give us any grounds for supposing that any thing – a self – exists independently of the perceptions. This line is meant to show that experience cannot give us an idea of self. However, it also implies that there is no basis for asserting that any of the perceptions are properly mine. I am aware of them, its true, but this awareness is accidental and not something that is constitutive of the content of the perception itself, for that awareness is not proper to an independently existing self which has or owns the perception.

Hume’s account makes clear that he is willing to give up this ownership of our own thoughts. He goes on to offer an account of how out of this bundle of perceptions we nonetheless come to think of ourselves as each an unvarying, simple, independently existing self. The principles of association that guide the imagination from one idea to another, and in particular resemblance and causation, facilitate the mind’s “easy transition” from one to another, and “gives rise to some fiction or imaginary principle of union” (Hume 1739–40: 1.4.6.21; SBN 262) whereby we take those ideas to belong to one thing – a self. Hume’s account aims to rehabilitate an idea of self that can satisfy the demands of the principle of individuation, but in the process something goes missing. Hume’s associationist account of our idea of self takes it that we are aware of our ideas, but that consciousness does not mark them as belonging to one mind rather than another. Consciousness does not unify ideas; rather ideas are unified by the associative relations amongst them, associations that are simply a matter of the working of the mechanisms of mind. And though these mechanisms can effect a fiction of a self, these associations of ideas do not impact the awareness proper to them.

If part of the cost of insisting that pain and pleasure are separate ideas, and not intrinsic to perception, is denying that awareness involves ownership of thought, we might think that is an awfully high price to pay. Why should Hume be willing to pay that price, or even insistent about doing so? The answer to this question concerns the second epistemic function of pleasure and pain in early empiricist thinking. One motive for blending pleasure and pain with all ideas is to secure a knowledge of real existence. We are confident that our perceptions tell us about the world just because they are conducive to our continued existence, and it is the way those perceptions feel, the ways in which they are pleasant or painful, that validates our representations of the world, for those feelings secure our self-preservation. For an empiricist committed to mechanist principles of explanation – be it of the natural world or human understanding – the introduction of this teleological dimension is highly problematic. It threatens to undermine the very methodology of the science of man. Hume opts to give up the integral role of pleasure and pain, and with it a special ownership of ideas, in order to preserve a consistent scientific methodology.

The short path to utilitarianism

Hume, unlike empiricists who preceded him is unequivocal that pleasure and pain are simple ideas, just like any other sensation, and as such are distinct and separable from other simple ideas. Taking this line, however, brings with it a set of challenges.

Starting with Descartes, pleasure and pain were taken to be intrinsic to sensory experience and as such served to explain phenomena including attention, cognitive development, and to answer skeptical challenges to our knowledge of the existence of the material world. Berkeley and Hutcheson preserve the view that all sensations are pleasant or painful, but divorce this feature of sensation from an epistemic role. Condillac shows how central preserving a conception of sensation as intrinsically pleasant or painful is to explaining attention and cognitive development. Hume, however, by positing associative mechanisms shows how to account for these phenomena while maintaining pleasure and pain as separable mental states.

It is well recognized that Hume’s sentimentalist account of morality, and in particular the central role pleasure plays in his account of moral motivation, lays the foundation for utilitarian calculus developed by Jeremy Bentham (see James E. Crimmins’ piece, in Chapter 20 of this volume). The utilitarian model involves a reconceptualization of pleasure and pain, a reconceptualization for which Hume’s account of the human mind also lays the foundation. The utilitarian model centrally assumes that pleasure and pain are wholly distinct mental states, and moreover that they motivate actions without representing the world. Rather, pleasures and pains attach to our representations of things, thereby moving us to pursue those things that please us while avoiding those which cause us pain. Hume’s associationist model of the mind provides the background against which this conception of pleasure makes sense.

It is also central to the utilitarian model that degrees of pleasure and pain can be measured. Pleasure and pain admit of varying degrees, and the wide variety of things, and states of affairs, in the world present us with a manifold of possible pleasures to pursue and pains to avoid. The utilitarian calculus affords us a way of calibrating and balancing these possible pleasures and pains, and then marshaling those measures into principles that determine decisions on practical matters. Of course, measuring degrees of pleasure and pain depends upon their separability from other ideas. However, there is another aspect of the utilitarian scheme that can be traced to Hume. The very idea of a measure of pleasure and pain presupposes that pleasures and pains stand on a scale independent of any individual’s experience. Pleasure and pain, while experienced by individuals, cannot be understood to be proper to them. That is, pleasure and pain cannot be that through which we assume special ownership of our thoughts. The utilitarian model thus assumes the same model of consciousness as simple awareness suggested by Hume.

Notes



  1 There is a vast secondary literature on Descartes’s account of sensory representation. On the painter analogy, see Carriero 1987. Wilson 1990/1999 lays out well a set of problems in understanding Descartes’s account of sensory representation.

  2 Simmons 1999 highlights this aspect of Descartes’s account.

  3 Some medieval thinkers seem to have espoused a model somewhat like this. According to Aquinas, for instance, all animals were able to register the way things in the world stood to affect their very existence through a separate sensory faculty, the vis estimativa. Famously, through this faculty, a sheep is able to perceive a wolf as dangerous – that is, as capable of causing that sheep harm. See, for instance, Thomas Aquinas Summa theologiae 1.78.4 (in Thomas Aquinas 1888).

  4 He also suggests that our ideas of pleasure and pain are caused by other ideas. While this second claim also presupposes that ideas of pleasure and pain are distinct ideas, it is puzzling with respect to ideas of sensation. Presumably, our sensory ideas of pleasure and pain derive directly from the workings of the world on our bodies, and not from the workings of our mind on itself.

  5 See Atherton 1990 for a good discussion.

  6 Citation is to part.chapter.paragraph in Condillac 1754, and to page in Condillac 1982.

  7 Both offer a revisionist history of philosophy which situates Locke as pivotal, though for Condillac he is more centrally so. He maintains that “[i]mmediately after Aristotle came Locke, for we must not count the other philosophers who wrote on the same subject” (Condillac 1754: “Précis”; 1982: 156). He understands his project in the Treatise on Sensations as clarifying “some obscurity” that remained, and in particular what he sees as Locke’s assumption that our abilities to sense are innate rather than learned and developed through experience. Hume too, in the Introduction to the Treatise of Human Nature, makes an implicit jump through intellectual history from the era of Thales and Socrates to that of “my Lord Bacon and some late philosophers in England, who have begun to put the science of man on a new footing” (Hume 1739–40: introd., 7; SBN xvii), among whom he includes Locke. Hume frames his project as continuing this “application of experimental philosophy to moral subjects” (Hume 1739–40: introd., 7; SBN xvi), and, like Condillac, he proposes to clean up Locke’s account of the workings of the human mind, distinguishing our perceptions into impressions and ideas. As he notes in a footnote, “perhaps I rather restore the word, idea, to its original sense from which Mr. Locke perverted it, in making it stand for all our perceptions” (Hume 1739–40: 1.1.1.1; SBN 2n). The intellectual common ground stops there. It is unlikely that Condillac had read either Berkeley or Hutcheson in any detail. Hume clearly read both: in the Treatise on Human Nature he adopts Berkeley’s account of abstract ideas, and his moral philosophy owes a great debt to Hutcheson. However, it is unclear what influence Berkeley’s and Hutcheson’s accounts of sensory experience had on Hume.

  8 Condillac 1754: 1.1.6 is titled “Of the Self, or the Personality of a Man Limited to the Sense of Smell.” And there he admits that the statue, were it able to talk, “would not say ‘I’ at the first smell” (Condillac 1754: 1.1.6.2; 1982: 200). Condillac is clear, however, that in experiencing a change of state, the statue can come to reflect on itself and so refer to itself as “I.” In what follows, I am effectively offering an interpretation of this claim. I take it to be critical that Condillac only undertakes to discuss the self of the statue once he has outlined its cognitive development.

  9 Indeed, Hume explicitly simply asserts some original mental abilities we humans have, and refuses to pursue any explanation of them, though, unlike for Locke, Hume’s assumptions are marked as empirically defeasible hypotheses. See Broughton 1992.

10 See Loeb 2002.

11 Ainslie (2013), in his “Hume’s Anti-cogito,” offers a reading of Hume in these first three paragraphs of 1.4.6 which also maintains that Hume’s target is Locke’s and Descartes’s conception of consciousness.
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MORAL SENSE AND MORAL SENTIMENT

Jacqueline Taylor

 

Theories championing a moral sense or moral sentiment were an important eighteenth-century development in moral philosophy, challenging accounts of human nature that viewed man as fundamentally selfish or otherwise corrupt. The moral sentimentalists characterized human nature positively, promoting self-cultivation rather than self-denial. They also contributed to the understanding of the perception of value and the nature of moral motivation and moral knowledge. These Enlightenment thinkers, especially in Britain and France, linked their emphasis on the reflective cultivation of human affection and sentiment to polite sociability, civility and new forms of commerce. Both women and men drew on the discourse of sentiment to argue for the rights and education of women. In addition to these philosophically sophisticated views, the discourse of sentiment and sympathy formed a part of popular culture, appearing in novels and magazines aimed at a more general audience and providing an education in emotional sensibility. But by the end of the eighteenth century, sentimentalism was in decline. Both Thomas Reid and Immanuel Kant shifted attention to the notions of practical reason, obligation and intention, and away from sentiment and natural sociability, while concerns about practical reform pushed other philosophers in the directions of radicalism and utilitarianism. In this essay, I look in some detail at four of the most important sentimentalist theories, those of Shaftesbury, Hutcheson, Hume and Smith, and survey other sentimentalist developments in Britain. I then turn to survey the less systematic and more wide-ranging views on sensibilité, passion and sympathy in France and Germany over the course of the eighteenth century.

Anthony Ashley Cooper, Third Earl of Shaftesbury

Shaftesbury was the first modern writer to articulate in detail the importance of an internal moral sense, although he tends to use the language of sense figuratively or metaphorically. Shaftesbury’s first publication (1698) was a volume of sermons by the Cambridge Platonist, Benjamin Whichcote, and Shaftesbury includes Platonist elements in his own philosophy, most of which he published as a collection in Characteristicks of Men, Manners, Opinions, Times (1711). Another Cambridge Platonist, Henry More, had introduced what he called a “boniform faculty” that allows us to distinguish what is best and also “to relish it and to have pleasure in that alone,” a judgment and pleasure that moves us to act virtuously (More 1667: 6). Shaftesbury combines this notion of an internal relish for what is best with an extension of Locke’s account of reflection on the mind’s workings as a source of ideas. It is because the mind can reflect on its inner workings, surveying our affections and resolutions, and direct toward them a higher-order affection of approbation or scorn, that we are capable of virtue. Shaftesbury’s work is striking for its playfulness, conversational tone, and emphasis on good humor and the charms of morality. In his Letter concerning Enthusiasm, Sensus Communis and his dialogue, The Moralists, Shaftesbury urges the importance of self-cultivation, including the cultivation of good humor, as the foundation of piety and true religion. To understand true goodness, he writes in the Letter, requires “the sweetest, kindest Disposition,” for then we see that the goodness of God is inconsistent with the divine retribution feared by the superstitious (Shaftesbury 1711: Letter §4 [34]; I, 21).

In his Inquiry concerning Virtue or Merit, Shaftesbury challenges the views of Hobbes and of Calvinism that regard man as selfish and corrupt. He makes his case by showing that, like other creatures on earth, we are not self-contained systems, but are rather parts of a larger, harmonious whole. Our very nature, which includes both our dependence on others and our capacity for social affection, points each individual beyond himself and to a larger social system of which he is a part. Like those of other sensible creatures, our passions and affections move us to action, and when properly balanced, aim at the good of the entire system, with each part contributing to the harmony of the whole. In the dialogue, The Moralists, the character Philocles points out that although both morality and politics belong to philosophy, we must “study man in particular and know the creature as he is in himself,” before considering “his confederate state,” his social or political standing and nationality. We must “consider him as a Citizen or Commoner of the World … and view his End and Constitution in Nature itself” (Shaftesbury 1711: Moralists [185]; 105).

In considering human nature, and especially the workings of the mind, we find that in contrast to other creatures, human agents can also reflect on the affections that move them to action. Such reflection engenders a new affection, a sense of the beauty or deformity of that motivating affection, so that the affections become the objects of a new, reflective affection, an approbation or dislike. In addition to our physical senses, the mind has an “Eye and Ear; so as to discern Proportion, distinguish Sound, and scan each Sentiment or Thought which comes before it. It can let nothing escape its Censure. It feels the Soft and Harsh, the Agreeable and Disagreeable, in the Affections … Nor can it withhold its Admiration and Extasy, its Aversion and Scorn” (Shaftesbury 1711: Inquiry 1.2.3 [29]; 16). Our capacity for reflection on our motivating affections, and for a disinterested approbation of virtue or scorn of vice, grounds the possibility of our having a moral science of good and evil, right and wrong. According to Shaftesbury, while all creatures may aim at the good of the larger system, only those who can form a notion of the public interest, and have knowledge of good and evil, can be called virtuous. In keeping with this optimistic teleological vision of the goodness of the deity and the harmony of the system of the universe, Shaftesbury argues that we can achieve a balance of our self-regarding affections and more public ones. Indeed, love, compassion, friendship and the other social affections all draw us out of ourselves, and provide the chief means of our self-enjoyment. The pleasures of the mind surpass those of the body, and the “charm” of our beneficent affections is superior to any other, as can be attested to by anyone who has experience of these different pleasures. To be devoid of friendship and society is to be miserable, while in feeling love for offspring and other kind affections their charm operates so strongly on us, making them “the master-pleasure and conqueror of the rest” (Shaftesbury 1711: 202). Thus it turns out that the public interest and our private advantage are joined, and virtue works to our own advantage in affording us this master pleasure.

Human beings have a variety of passions, some of which tend to the good of the individual, or of society, and some of which lead to harm. Vice consists in “insufficient or unequal” affections. Not cultivating benevolent passions, or too much favoring of one’s own self-interest, results in an imbalance of the affections. In addition to selfishness or insufficient concern for others, people may also lack knowledge of vice and virtue through superstition, bad customs or education, which lead them to direct their affections in the wrong degree or at improper objects. We must use reason to acquire knowledge of right and wrong, and to “secure a right application of the affections.” We encounter a universe both harmoniously and rationally ordered, and nothing can “alter the eternal measures and immutable independent nature of worth and virtue” (Shaftesbury 1711: 174–75). In The Moralists Shaftesbury further develops his account of the importance of mind and reason for morality and our self-cultivation. We do not enjoy the charms of virtue through sensibility, but through mind and reason. While animals enjoy the lush green field or clear brook with their “brutish” senses and appetites, we admire the beautiful as either that which reflects the forming mind or mind itself. Shaftesbury distinguishes three orders of beauty. The first comprises the dead forms, which have been created by man or by nature, but which in themselves “have no forming power, no action or intelligence.” The second order of beauty is the forms which form, that is, the minds that “have intelligence, action and operation.” Theocles points out that here is “double beauty,” with both the forming mind and the form that is its effect. The third and highest order of beauty is that which forms not only such as we call mere forms but even the forms which form. The divine mind contains all the beauties that human minds can form, and is thus “the principle, source and fountain of all beauty.” Shaftesbury distinguishes between the human arts such as sculpture, music and architecture, and the art of self-cultivation, of forming noble sentiments, principles, resolutions and actions. These latter are our “mental children” and include the principles of justice, fairness and honesty. The beauty of the human mind, our sense of virtue, is our “diviner part.” Mindful of Locke’s arguments against innate ideas, Shaftesbury instead suggests that instinct leads us to form and acquire these moral notions and sentiments. Instinct is what nature teaches us, independently of “art, culture, or discipline” (Shaftesbury 1711: 411). The “self-improving artist” finds and acquires this beauty by becoming “the architect of his own life and fortune by laying within himself the lasting and sure foundations of order, peace and concord” (Shaftesbury 1711: 427).

Shaftesbury sounds an optimistic note about the prospects for peace, harmony and benevolence, but he also requires the individual to subject himself to a Stoical self-discipline in order to be properly self-governing. While Shaftesbury had his followers, other philosophers voiced criticism about his program. Joseph Butler, for example, complained in the Preface to his Sermons that Shaftesbury’s appeal to the superior charm of virtue or the strength of the pleasure of approbation neglected the authority of conscience (Butler 1729: xvii–xix). It is that authority that makes conscience or the principle of reflection superior to the other principles of our nature, not simply the degree of pleasure that reflection yields. One might reply on Shaftesbury’s behalf that in describing our sense of virtue as the diviner part of our mind, and that which grasps the eternal and immutable measures of right and wrong, he does recognize that our moral principles have an authority that our non-moral affections lack. A quite different criticism came from Bernard Mandeville, and was first set out in the 1723 edition of his Fable of the Bees. According to Mandeville, genuine virtue requires self-denial and a rational desire to be good; but the frailties of human nature leave us incapable of cultivating genuine virtue. Nevertheless, political pressure can be brought to bear on the ambition for praise, such that people at least put on the semblance of virtue. Self-interest can produce benefits for the public when it gets directed through social forces and institutions, particularly those that help to bring about economic prosperity and social stability. Shaftesbury expects too much of us, and fails to give proper weight to man’s frailties and the need to exploit those weaknesses to have a prosperous society.

Francis Hutcheson: an empiricist view of the internal senses

Francis Hutcheson was born in Ireland where he also spent a number of years as a teacher. It was while teaching in Dublin that he wrote An Inquiry into the Original of Our Ideas of Beauty and Virtue (first published in 1725), followed by An Essay on the Nature and Conduct of the Passions and Affections with Illustrations upon the Moral Sense (published in 1728). In 1730, he took up the position of Professor of Moral Philosophy at the University of Glasgow in Scotland, where he had previously studied. Initially, Hutcheson was keen to refute Mandeville’s criticisms of Shaftesbury. Like Shaftesbury, Hutcheson aimed to establish the reality of social affections, particularly various forms of benevolence, as well as our capacity for the perception and disinterested admiration of beauty and virtue. Hutcheson also endorsed religious toleration, and cautioned against “foolish associations” of ideas that could pervert public desires and lead to religious or party zeal (Hutcheson 1725: 72). But Hutcheson offers a more systematic account of our internal senses, modeling them more closely on the Lockean account of sensible perception.

In the Inquiry, Hutcheson notes that in addition to the sensible pleasures philosophers tend to focus on, there are other pleasures such as those of the imagination, or beauty, and the pleasure we receive from contemplating virtue. He defines these “internal” senses as a power of receiving the idea of, for example, beauty or virtue. Beauty or virtue is the idea raised in us by means of the relevant sense, and Hutcheson’s aim is to discover what occasions the pleasant ideas of beauty or virtue, or as he puts it, “what real quality in the Objects ordinarily excites them” (Hutcheson 1728: 23). In the Essay, he identifies four internal senses: the sense of beauty; the moral sense; the public sense, which allows us to participate in the happiness or misery of others; and the sense of honor, which gives us pleasure when others approve our good actions or a shame when they condemn or resent the harms we commit. As with the physical senses, we receive these ideas immediately and necessarily, that is, independently of our will. Moreover, these senses give us the ideas of beauty, virtue and so forth, independently of custom or education (echoing a point made by Shaftesbury). And we receive these ideas or pleasures without consideration of our own interest or advantage. Indeed, our advantage or interest presupposes our sense of pleasure, and something becomes an object of our interest because we receive pleasure from it.

Hutcheson’s account of our perception of beauty or virtue (and their opposites) closely tracks the account of sense perception articulated by Descartes and developed by Locke. Locke draws a distinction between the primary qualities of objects, of which we have ideas whose content resembles those qualities, and the secondary qualities, which are the powers in the object to produce in us sensations, such as those of taste or sound. The content of our ideas produced by the secondary qualities does not resemble any quality in the object, but rather such an idea arises relationally, given the microphysical structure of the object and the particular kinds of minds and physical senses that we have. In his essays on the pleasures of the imagination, published in the Spectator in 1712, Joseph Addison also adapted the Cartesian-Lockean model to explain our perception of beauty, and Hutcheson cites Addison in both the Inquiry and the Essay. In the Inquiry, Hutcheson asserts that beauty is not a quality in the object, rendering the object beautiful, independently of a perceiving mind. Rather beauty and virtue “denote the sensations in our minds, to which perhaps there is no resemblance in the objects,” even though “we generally imagine that there is something in the object just like our Perception.” Our ideas of beauty and virtue do arise through our perception of some “primary quality” in objects or characters, but without the particular constitution of the perceiving mind, the primary qualities would not themselves “be call’d beautiful” or virtuous (Hutcheson 1728: 27). Hutcheson’s implicit suggestion is that the primary qualities ground a secondary quality, that is, a power to produce in our minds the perceptions of beauty and virtue, even though the contents of those perceptions do not resemble anything in the object. The quality in objects exciting ideas of beauty is “uniformity amidst variety,” while that in characters exciting ideas of virtue is kind affection or some form of benevolence (Hutcheson 1725: 28). Hutcheson surveys the kinds of beautiful things or virtuous characters with which we have experience, for example, nature, poetry or mathematical theorems in the case of beauty, or particular kind affections or a more universal benevolence in the case of virtue, to make the case that we do in fact perceive such objects as beautiful or characters as virtuous.

Hutcheson allows that without the sense of beauty or the sense of virtue, one would still be able to perceive both uniformity amidst variety and the tendency of kind affection to the public interest. But without the sense of beauty or sense of virtue, one could not perceive beauty or virtue. The relevant internal sense is required in order to have the particular pleasures afforded by the perception of the beautiful or of a virtuous character. According to Hutcheson, someone who has a sense of beauty need not know what occasions any particular perception of the beautiful. In the Illustrations, he adds that the moral agent who acts benevolently need not reflect on her own action, approving of herself as virtuous, although to reflect and to feel the charm of the beauty of kindness serves as “a great Security to the Character” (Hutcheson 1728: 186). Note that this distinction between the perception of uniformity amidst variety or kind affection on the one hand, and having the pleasant idea of beauty or of virtue, on the other, points to a further similarity between Locke’s account of sensible perception and Hutcheson’s account of perception by way of internal senses, namely, an appeal to final causes. As Hutcheson puts it in the Inquiry, “There seems to be no necessary Connection of our pleasing Ideas of Beauty with the Uniformity or Regularity of the Objects, from the Nature of things, antecedent to some Constitution of the Author of our Nature, which has made such Forms pleasant to us” (Hutcheson 1725: 46). Could these pleasures, our admiration of uniformity or approval of benevolence, be merely arbitrary? Following Addison, Hutcheson turns our attention to the evidence of final causes afforded by these pleasures. For example, our perception and admiration of beauty is convenient and better for us, insofar as it helps us to identify more quickly things that are in fact good for us given our nature, such as well-contrived houses. We are positioned to gain an even more important benefit, namely, increased knowledge of the world, when we perceive the beauty of the regularity of the laws of nature. And given that the uniformity that we find in the universe could hardly have come about by chance, it provides evidence for the goodness of God, who has also, in providing us with these internal senses, given us the means to understand and appreciate His goodness. These arguments echo those of Locke in Book 2 of his Essay concerning Human Understanding, where he argues that although we perceive no necessary connection between the primary qualities of objects and our sensible ideas of them, we can take it as evidence that God has given us the best faculties for us to navigate our way in the world.

Hutcheson does not adopt Shaftesbury’s Platonic conception of a hierarchy of beauty, that of dead forms, the forming mind, and the diviner part of the mind, namely, virtue.1 Yet Hutcheson does think the pleasure of beauty and that of virtue are distinct from the sensible pleasures of appetite or instinct. He also argues that the moral sense gives us a superior enjoyment to those of our other faculties. Imagine a creature that has only the lowest forms of pleasure from the senses. Even if we add a sense of beauty, the creature still will have no experience of love, friendship or benevolence. The moral sense and virtue add an incomparable goodness to our lives. According to Hutcheson, the moral sense approves of benevolence, and the different forms of benevolence comprise the whole of virtue. Benevolence aims at the good of particular others or the public good. Neither benevolent motives nor our approval of benevolence has reference to our own interest or advantage. Hutcheson presents a range of arguments to convince us that benevolence does not reduce to self-interest. These include parental love for offspring, the fact that we are more grateful for an action done from benevolence than one that benefits us but was done from the agent’s own interest, the fact that we cannot simply choose not to feel the pain of others’ suffering, and our approval of benevolent actions performed in distant ages or nations. The Epicurean and Hobbesian views that reduce all desires to self-love simply cannot account for the reality of human nature and our capacities for friendship, love, compassion, gratitude and other social affections. Hutcheson denotes as “public desires” the motives that move us to act in ways that tend to promote the happiness of others or to alleviate their misery. Such desires include gratitude, compassion, natural affection or love, friendship and a “more extensive calm Desire of the universal Good of all sensitive Natures.” Our moral sense approves of this calm universal benevolence as “the Perfection of Virtue, even when it limits, and counteracts the narrower Attachments of Love” (Hutcheson 1728: 19).

Hutcheson draws a distinction between calm desires for good and particular passions. The calm desires can be divided between a calm self-interested desire for one’s own good and the general calm desire for the happiness of others. We also have particular desires for our own good, for example, ambition, and particular desires or passions that aim at the good of others – love or compassion, for example. Hutcheson expresses skepticism that everyone is capable of acting on a calm universal benevolence. Some people will only act on particular passions to promote the good of others or prevent their misery. Agents who act on particular public passions are nevertheless virtuous, since the moral sense approves kind affections. But to achieve the perfection of virtue one must cultivate a calm universal benevolence, and Hutcheson recommends gaining control over one’s particular passions by reflecting on and making habitual the general calm desires, either for the good of particular persons and societies, or the universal calm benevolence that is directed at the entire species. He asserts that the moral sense approves of calm universal benevolence restraining all particular affections; to cultivate this universal benevolence is to make oneself the object of a constant self-approbation. Indeed, our self-interest obligates us to pursue our own happiness wisely, by cultivating virtue and receiving the superior pleasures of the moral sense. We cannot cultivate virtue simply to get this pleasure and gratify our self-interest, since we must act with the desire and end of promoting the good of others if we are to receive the approbation of the moral sense. But like Shaftesbury, Hutcheson thinks it is possible, although rare, to achieve a proper balance of our self-regarding and more social affections.

Hutcheson’s distinction between particular and universal forms of benevolence provides him with the grounds to argue that rights and laws are derived from the moral sense. If the moral sense approves most of universal benevolence, which aims at the good of the whole, then it will also approve of the laws we devise that tend to promote that good. We likewise accord rights to individuals insofar as doing so also promotes the public good. Perfect rights are those rights that individuals must have just in order to maintain the public good, while imperfect rights are those that can be violated without leading to a general state of misery. Along similar lines, Hutcheson argues that the moral sense also provides grounds for establishing property and can explain the origin of and need for government.

In Illustrations upon the Moral Sense, Hutcheson makes some more fine-grained distinctions concerning motivation, justification, merit, and reason and sense. This work aims at showing that only the moral sense theory, in contrast to those who ground morality on self-love and those who think morality derives from reason, can properly account for our understanding and experience of morality. In the Illustrations, Hutcheson builds on a series of arguments he had first presented in correspondence with Gilbert Burnet throughout 1725.2 Burnet questions whether the pleasure of the moral sense, in response to benevolence, is sufficient to show that the verdicts of the moral sense are right. There must be something antecedent to the pleasure, which justifies it. What justifies the pleasure, or makes it reasonable, is the rule of reason by which we judge that an action is right or wrong, fit or unfit. As Burnet notes in the Preface to the Letters, several eminent philosophers had recently argued for reason as the foundation of right and wrong, including Richard Cumberland, Samuel Clarke and William Wollaston. In the Illustrations, Hutcheson tackles these rationalist arguments. To Wollaston’s argument that virtue lies in the conformity to truth, while vice is falsehood, Hutcheson responds that we can give true accounts of such vices as selfishness and cruelty, and it is neither the truth nor the falsity of the account that makes cruelty vicious. Virtue concerns not the truth of what is said, but the will, intention and affection of the agent. Other rationalists, notably Clarke, argue that through reason we apprehend the eternal, immutable different relations that exist in the real nature of things, and the apprehension of these obligates us to do what is fit and reasonable, rather than what is unfit (Clarke 1706: 1.7). In his Discourse concerning the Unchangeable Obligations of Natural Religion (based on his 1705 Boyle Lectures) Clarke draws an analogy with the different branches of mathematics, where we find, for example, necessary proportion and disproportion, to argue that there are actions and conduct towards one another and towards God that are necessarily fit or unfit. Hutcheson objects that relations are not real qualities in things, but rather ideas that accompany our perceptual comparison of two or more objects, as when we judge that two things are equal in length, or one thing is larger than another. Moreover, while some motives or actions are indeed fit for bringing about some particular end, or fit insofar as they are approved by every observer, both the ultimate end of the public good and the approval of observers presuppose a moral sense.

Elaborating on what we mean in our moral discourse when we say that an action conforms to reason or is reasonable, Hutcheson introduces a distinction between two kinds of reason. By saying “his action is reasonable,” we sometimes mean something like he acted as he did because it was advantageous to him; that is, we explain his motivation. On other occasions, we mean that we approve of what he did because his action promoted the public good. The first kind of reason Hutcheson calls an exciting reason; exciting reasons presuppose instincts and desires. The second kind of reason he calls a justifying reason; justifying reasons presuppose a moral sense. An exciting reason explains why someone acted as he did in light of his desired end. Exciting reasons presuppose the affection, either private or public, for the end; and reasonable actions are those conducive to one’s ends. According to Hutcheson’s moral theory, we best promote our own happiness, and thus act truly reasonably, through a constant pursuit of the public good. Justifying reasons, in contrast, are about our ends, and what makes it morally good that something was done. Also in the context of rejecting reason or the reasonable as an independent foundation for morality, Hutcheson introduces a distinction between two meanings of obligation that maps onto this distinction between two kinds of reasons. First, we can say that an agent is obligated to do what is necessary to secure his happiness or avoid misery; this sense of obligation presupposes the agent’s selfish affections, and a general desire for his own good. Second, obligation can also mean that every observer must approve some actions and disapprove others, when they take into account all the circumstances. These forms of moral approbation and disapprobation presuppose the moral sense. Justifying reasons are independent of our will, since we do not choose to approve or disapprove; rather, approval requires our perception of benevolent conduct and affections.

To appreciate the power of Hutcheson’s model of obligation here, we can contrast it with that of Samuel Clarke. In “On Natural Religion,” Clarke argued that because we can apprehend the eternal rules concerning morality, then the same “reason of things” ought to determine our wills so that we govern all our actions by these rules. That is, our rational grasp of and assent to the eternal moral rules obligates us to bring our conduct in conformity with them. But Clarke concedes that we can allow the obligation, and yet not bring our conduct in conformity to it: “that which appears so reasonable in the whole speculation” is at odds with “the general practice of the world.” On the one hand, the sanction of rewards and punishments is “absolutely necessary” to govern the will of such a frail creature as man, yet on the other hand, these eternal rewards and punishments comprise only a secondary obligation, intended to enforce the first (Clarke 1706: 1.7). Clarke’s account here raises a question about whether the first obligation, derived from our apprehension of the eternal rules, can direct our conduct, independently of the second obligation, which will play directly to our passions (see McIntyre 2006). Influenced by Hutcheson, Hume criticizes Clarke’s argument, writing “’Tis one thing to know virtue, and another to conform the will to it” (Hume 1739–40: 3.1.1.22; SBN 465). If these laws obligate us then the connection between the obligation and the will must be demonstrated, and this Clarke fails to do. Hutcheson’s first sense of obligation does show this connection between obligation and the will. We desire our own happiness and good (with both particular desires and a calm general desire for our well-being). When a particular or calm desire sets an end for us, then practical reasoning shows us what we must do, or ought to do, if we truly want that end. Hutcheson’s second sense of obligation separates moral approval from motivation.3 When we perceive some form of benevolence, by way of a properly functioning moral sense, we must approve of it, and we do so independently of our will. The approval of the moral sense, even if directed toward our own kind disposition, is not itself a direct motive to action. Nevertheless, Hutcheson has a way to bring these two senses of obligation together, while keeping our approval of and motivation for moral goodness independent of even our true self-interest. Most of us can, through habit and reflection, cultivate particular benevolence, and some of us can cultivate calm universal benevolence, thus achieving strong and steady desires to promote the happiness of others. Reflection on the fact that benevolence deserves the highest praise can further strengthen our benevolent dispositions. And those who cultivate a calm universal benevolence are most praiseworthy, and so achieve a near constant approbation of the moral sense and a superior moral pleasure. What the moral sense approves as most praiseworthy thus indirectly serves to motivate the individual to achieve her own true happiness.

David Hume: sympathy and sentiment

The English Parliament passed the Toleration Act in 1689 and Scotland passed its own Toleration Act in 1712. Shaftesbury and Hutcheson had both been concerned about religious superstition and enthusiasm. By the middle of the eighteenth century, lowland Scotland, particularly in Glasgow and Edinburgh, entered a new age of improvement on many fronts, including industry and agriculture, learning and finance, and social refinement. The Scottish Moderates comprised a group of the growing middle class, professionals and intellectuals, who vigorously debated social reforms, and often took active measures to put such reforms into practice. Some of the most influential intellectuals actively shaping this new climate of learning and sociability – including David Hume, Adam Smith, Lord Kames, Adam Ferguson, John Millar and William Robertson – examined human nature through a broader lens than Shaftesbury and Hutcheson, drawing on history, both conjectural and civil. They provided accounts of which features of our nature or social circumstances explained the historical development and progress of society. How do different forms of government or economy influence the state of learning, the arts, industry and material prosperity? What explains the origin of the ranks of men, and how should the important social categories of rank and sex figure in moral philosophy? Staying with our subject of moral sentiment, I turn to look at the moral views of Hume and Smith, against the backdrop of the concerns, achievements and limits of the theories of Shaftesbury and Hutcheson.

In his Treatise of Human Nature (1739–40), Hume advanced an associationist hypothesis to explain how certain key perceptions originate in the mind, including belief, some person-evaluative passions, such as pride and esteem, and the moral sentiments of approbation and blame. The passions of pride and love play a significant role in Hume’s moral theory. These passions are produced through the mind’s tendency to associate together perceptions, either ideas or impressions, that resemble each other. In the passion of pride, for example, an idea or belief about some valued quality as mine resembles the idea of myself produced by pride, which is an idea of myself as advantaged by my valuable quality. Contemplating my valuable quality, let us say it is my courage, produces an impression, a pleasurable perception such as joy, and this pleasure resembles in affective tone the pleasure of pride. We thus have in the production of pride a double association of two related ideas and two related impressions. The double association produces an extra force in the mind’s transition to pride, giving that passion more durability and stability in the mind. The passion of love is produced according to the same principles. Another person’s valuable quality produces in an observer both a pleasure and an idea of her as the possessor of the quality, and these resemble the pleasure of love and an idea of her as the object of love in virtue of her valuable quality.

The moral sentiments arise in a manner analogous to these person-evaluative passions, although they depend on the operation of what Hume calls sympathy. Both Hume and Smith appeal to sympathy, as a principle of the imagination, rather than to an internal moral sense. The notion of sympathy is closer to Hutcheson’s public sense, which causes us to take pleasure in the happiness of others, and to be pained by their misery, and also to Butler’s account of compassion, an affection which serves to guide us in our conduct towards others (Butler 1725/1729: sermon 5). For both Hume and Smith, sympathy has a broad application, explaining our moral sentiments and our aesthetic sentiments, our capacity to take an interest in figures from history, distant strangers, and the fictional persons of drama and poetry. According to Hume, because we cannot see into the minds of others and directly assess the motives on which they act, we instead look to the effects of a given agent’s motive, character and conduct. These effects include how the agent’s character affects the pleasures, pains and interests of others and himself. We sympathize with those pleasures or pains, and in doing so shift our attention to a common point of view, that is, one we share in common with other disinterested observers. Suppose we have a benevolent agent who acts on her kindness to promote the well-being of another. Disinterested observers sympathize with the beneficiary’s pleasure, and then direct their own sympathetically engendered pleasure towards the cause of the beneficiary’s pleasure, namely, the agent’s kindness. That is, the observers morally approve of the agent’s kindness. This moral approval is structurally similar to pride and love, although the moral sentiments are directed towards traits of character. Moreover, Hume explains the origin of passions such as pride and love, and the moral sentiments, in terms of efficient causation. It is my sympathy with another’s pleasure in response to an agent’s kindness that causes me to feel moral approval for the virtue of kindness. Hume’s “experimental” approach to the moral sentiments aimed to explain their origin as perceptions in the mind, and so eliminates any role for an explanation in terms of final causes.

Hume argued that we love persons for their possession of valuable qualities, whether of mind or body, or external advantages such as property and wealth. He suggests that sometimes we may love others to whom we are especially close, such as family or friends, along a single relation, that of causation if they are related to us, or custom, with close acquaintances. But Hume denies that we simply love mankind as such. We do not possess what Hutcheson had called a calm universal benevolence towards the entire species. Recall that Hutcheson had relied on both particular and universal benevolence to derive rights and other elements of justice. Hume argues that neither private nor universal benevolence can serve as the foundation for justice. The rules of justice are established through a common sense of general interest, i.e. each person’s experience-informed judgment that it is in his interest to respect the goods in others’ possession just so long as those other persons respect the goods in his. Once the basic rule for property is established, other laws for exchange and contract follow. The scheme of rules will encompass a particular group or community, and the rules in effect extend the sympathetic concern of all the members. Given what is at stake in following the rules, we all disapprove of those who violate them, and we sympathize with those unjustly injured, even when that injury does not affect us directly. So despite its foundations in interest, our subsequent sympathy-grounded disapproval of violators and general acknowledgement of the need to uphold the law renders justice an artificial or convention-based virtue, and injustice a vice.

Sympathy explains our approval of both the natural and artificial social virtues. It also explains our approval of self-regarding virtues, such as industry or frugality, that tend to benefit the agent herself. Indeed, any quality that we trace to an agent’s char-acter, including immediately agreeable traits such as wit or habits of cleanliness, and that produces pleasure for the agent or others are denominated virtues since our sympathy with those pleasures leads us to approve of the traits producing them. Hume thus expands the scope of justice well beyond benevolence. His definition of a virtue is any mental quality that is useful or agreeable to the agent or to others; a vice is any mental quality that is harmful or disagreeable to the agent or others.

Like Shaftesbury and Hutcheson, Hume focuses more on moral approbation and our capacity for virtue than on blame and vice. He does not give advice about self-cultivation as Shaftesbury and Hutcheson do. But he does see real benefits accruing to the virtuous agent. He claims that the greatest effect that virtue has on the mind is to produce the passions of pride and love, and we may think of virtue as a power of producing love and pride. The virtuous agent will receive the approbation of others, and often their love as well. She can take pride in her virtue, a pride that will be reinforced and sustained by the esteem of others. Pride in virtue gives the agent a sense of confidence in her capacity to act with ethical competence, and to make a difference to her own life and the lives of others. In the conclusion of the work, Hume says that his system of ethics has proven to honor both the dignity of our nature and our capacity for happiness. His naturalistic approach has shown that we can correct and redirect or extend principles such as self-interest and sympathy. So Hume has shown that “not only virtue must be approv’d of, but also the sense of virtue: And not only that sense, but also the principles, from whence it is deriv’d. So nothing is presented on any side but what is laudable and good” (Hume 1739–40: 3.3.6.3; SBN 619). Virtue also contributes to our happiness when we consider the “lustre” we acquire in the eyes of others who esteem us, and the “inward satisfaction” in having a mind that can “bear its own survey” (ibid.).

Let us consider briefly Hume’s later work of moral philosophy, the Enquiry concerning the Principles of Morals (1751). The more mature Hume shows a greater understanding of the implications of his view of ethics. Although he begins the work by taking up one aspect of the foundations of morality debate, he in fact looks at five different issues. Each issue is treated throughout the text and then individually in the four appendices and “A Dialogue,” found at the end of the text. These areas of debate are: whether morality is grounded in reason or sentiment; the question of human motivation, and whether we are fundamentally selfish or can be benevolent; whether justice is natural or a matter of convention; whether people are responsible only for what they can will; and whether morals are relative or grounded in something that makes them universal. In this text, Hume sets aside the associationist explanation of the Treatise. Instead, he begins with the fact of our approval of some traits and disapproval of others, as indicated by our moral discourse. Beginning with the social virtues, benevolence and justice, Hume argues that they are both valued for their utility. Sympathy explains our approval of both social and self-regarding traits with useful tendencies. Sympathy also explains our approval of traits that are immediately agreeable to the agent or others. Hume notes that a trait such as benevolence is both useful and immediately agreeable; justice is valued only for its utility; yet other traits are immediately agreeable, such as grace, without having any utility. In contrast to the Treatise, Hume explicitly recognizes three distinct kinds of moral sentiment: he ascribes our approval of useful traits that benefit the agent or society to our sense of humanity; our admiration of self-regarding heroic virtues, such as courage, fortitude and pride, arises from our sense of the sublime and sympathy with the hero’s exalted sense of self; and finally, sympathy with other immediately agreeable traits such as benevolence or wit elicit a charm or kindly feeling.

Our sense of humanity requires us to reason about the tendencies of traits, and in marked contrast to his earlier work, Hume stresses the role of good reasoning and intellectual virtues, such as good sense; he elaborates on these virtues in his essay, first published in 1757, “Of the Standard of Taste.” We take up a common point of view not simply by sympathizing with the effects of an agent’s character on herself or others, but also by conversing and debating with one another, using the language of morality. Throughout the Enquiry concerning the Principles of Morals and particularly in “A Dialogue,” Hume takes up the issue of historical and cultural difference in morals. Although he argues for the universality of the moral sentiments, despite different moral practices and differences in the characterization and evaluation of traits, Hume points out that such differences can have significant consequences. Whether a community is at peace or at war can determine which traits are most valued, benevolence and justice versus courage, for example. The treatment of women also varies a community’s sentiments; where women and men engage together in conversation, the agreeable virtues are most approved. In some of his essays, Hume develops the notion of a sense of humanity. He argues in “Of the Standard of Taste,” in a point referencing the quarrel over ancient and modern values, that our sense of humanity prevents us from fully endorsing works of literature that promote inhumanity and cruelty. He also appeals to the sense of humanity in “Of the Populousness of Ancient Nations” (Hume 1752) as a crucial part of his argument against slavery. A cultivated sense of humanity will tend to flourish in societies that especially value justice and benevolence, and Hume gives concrete depictions of more and less successful societies in the essays, including the economic essays. Indeed, Hume’s development of an account of humanity in his more mature moral philosophy makes the sense of humanity a central concept of the Scottish Enlightenment. In his philosophy, humanity allows us to recognize a moral pluralism, but to set limits to the kinds of society and moral practice that we can endorse.

Adam Smith: sympathy and self-command

In his Theory of Moral Sentiments, first published in 1759 (with the authoritative sixth edition in 1790), Smith defers two questions to the concluding part of the work. The first question is “wherein does virtue consist?” That is, what character, temper and conduct make someone excellent and praiseworthy? The second question is “what power or faculty of mind” recommends the excellent person to us, i.e. makes us approve of him (Smith 1759: 7.1.2)? Smith answers the questions in this part by way of a systematic examination of other leading moral theories. But he has already provided, in the first six parts of the work, answers to both questions. Indeed, the starting point of the work, where Smith presents his account of sympathy as the source of moral approbation, is an answer to the second question. And in appreciating what is required to sympathize properly with others, the question about virtue may begin to be answered. We need to cultivate certain virtues to have a proper sympathetic concord with others; the amiable virtues help us to sympathize with others, while the respectable virtues allow others to sympathize more easily with us. With the virtues of propriety in place, Smith can then turn to the virtues and vices that pertain to the conduct of agents. Smith thus recognizes two distinct species of moral approbation and disapprobation. The first applies to the propriety or impropriety of people’s passions, especially as these help or hinder sympathetic communication. The second applies to the merit or demerit of actions or conduct. Both species of moral approbation are grounded in sympathy. Our disapprobation of either impropriety or demerit reflects a want of sympathy or antipathy for the agent, sometimes in conjunction with an indirect sympathy for another injured by the agent.

Like both Hutcheson and Hume, Smith takes it as evident that we feel for others in response to their emotions and situations. According to Smith, we have no direct access to another’s feelings, and so we must rely on our imagination to reconstruct the situation of the person with whom we sympathize. The imagination then copies what our feeling would be in that situation. This is not simply to replace the other’s feeling with our own. Rather, we must enter into the situation of the other, and as Smith says, “we enter as it were into his body, and become in some measure the same person with him, and thence form some idea of his sensations, and even feel something which, though weaker in degree, is not altogether unlike them” (Smith 1759: 1.1.1.2). Our own imaginatively based feeling will be weaker than his, but by changing places with him in our imagination, we find a source of fellow feeling. Sympathy is for Smith, as also for Hume, a technical term, referring to our capacity to reconstruct imaginatively the situations of others in a way that produces a form of the relevant feeling in us. While pity, compassion or sadness may be sympathetically invoked in us, so too may joy, resentment, pride. Sympathy thus denotes “our fellow-feeling with any passion whatever” (Smith 1759: 1.1.1.5).

Sympathy sometimes works automatically, simply from our seeing another’s emotion. We thus may take on their grief or joy as if by transfusion, and without knowing what gave rise to their emotion. But to appreciate properly what another person is feeling we need to know their circumstances. Particularly with some emotions, such as rage, it may be impossible for us to sympathize unless we know what has caused the person’s anger. Smith argues that sympathy arises more from our understanding of the situation than from what the other person actually feels. His view here is complex. In general, we need to have an understanding of the kinds of situations human beings encounter, and the passions that such situations tend to produce. For example, loss produces grief, achievement elicits pride, and injury causes resentment. It is thus possible that in learning about another’s situation, a passion arises in us “from the imagination” that is not what the other feels. Smith thinks that this accounts for cases such as feeling embarrassed for someone’s rude behavior even if the offender himself feels no chagrin; another kind of case is our feeling compassion for someone unaware of how bad her situation is. On the other hand, sympathizing with another is not simply a matter of what I would feel if I were in that situation.

Rather, Smith builds a normativity into his account of sympathy. What he refers to as propriety requires being properly sympathetic or expressing oneself appropriately so that others can sympathize with one. We are sympathetically most responsive when the person with whom we sympathize expresses his passion in the right way and in proportion to the cause of it; here he exhibits self-command. We in turn make the appropriate effort of imagination to appreciate her situation, and to show compassion. In short, there are two sets of virtue, the amiable virtues of compassion and humanity, and the respectable virtue of self-command. Smith thinks we are motivated to cultivate these virtues because of the important and beneficial role sympathy plays in our lives. Sympathetic communication with others, especially when we achieve a concord with them, restores the mind’s tranquility and a more balanced temper that allows for self-satisfaction. Cultivating the amiable virtues, such as friendship and benevolence, allows us to sympathize with others so that we are appropriately responsive to their happiness or suffering. The respectable virtues, particularly of self-command, give a dignity to our passions, and their more restrained expression allows others to sympathize with us. This emotional modulation is particularly important in emotions we tend to feel intensely, but which have a negative affective quality, such as resentment and anger.

The second species of moral approbation and disapprobation concerns the merit or demerit of our conduct, particularly as it has beneficial or harmful effects on others. Smith notes that our evaluation of the merit of someone’s conduct is a “compounded sentiment,” consisting of our direct sympathy with the agent’s motive and an indirect sympathy with the person acted upon (Smith 1759: 2.1.5.2). We see here Smith’s attunement to the sociality of morality. He envisions us as impartial spectators with the capacity to assess whether the agent acted in order to benefit or harm another, and also whether the person affected has the appropriate response, namely, one of gratitude for a benefit or resentment in response to harm. In the case of demerit, in particular, we first need to be aware of our “want of sympathy” or “direct antipathy” to the agent’s sentiments before we can indirectly sympathize with a person’s resentment, given our tendency to regard resentment as “odious” (Smith 1759: 2.1.5.5–6). With regard to meritorious action, Smith argues that only those actions that stem from beneficent motives deserve reward, since they are freely done. In contrast, while justice is also a virtue, we usually regard it as a “negative” virtue since it is required of us, typically by law, and violations of justice incur both resentment and punishment (Smith 1759: 2.2.1.9). Nevertheless, justice and benevolence are both social virtues. The social virtues that aim at promoting the happiness of others include friendship, mutual accommodation, public benevolence, and love of country. Smith thinks that universal benevolence is possible for us in the sense that no boundaries constrain our good will, even if our actual conduct has a more limited scope.

Smith recognizes two distinct classes of self-regarding virtues. Prudence aims at the happiness of the individual. The prudent person takes care of his health and fortune, and earns the respect of his peers. The “superior prudence” of the great man supposes the “perfection of all the intellectual and of all the moral virtues” (Smith 1759: 6.1.15). The man of prudence, justice and benevolence must still govern his own passions, so as not to be led astray by them. He thus also needs the virtue of self-command, which applies to two sets of passions, that of fear and anger and that of the selfish desires for ease and pleasure. Smith argues that self-command has its own beauty, apart from its utility, and that it also gives a luster to all the other virtues. Yet these virtues work together, so that justice and benevolence should direct the command of fear and anger. The self-regarding virtues are important in Smith’s account, but even here the agent has in view a shared outlook on the value of prudence and self-command; he does not act simply to advance his own interests.

This shared outlook on the value of virtue informs the individual’s sense of duty. The principle by which he approves or disapproves of his own conduct engages the same sympathy by which he evaluates the character and conduct of others. In his own case, he uses sympathy to imagine how his character and conduct appear to others. As Smith says, society here gives us a “mirror,” through our sympathetic communication, so that we may see ourselves as others see us, and become spectators of our own character and conduct (Smith 1759: 3.1.3–5). The internalization of the impartial spectator depends on habit and experience so that we learn to move from the perspective of our own interest to a perspective that allows for a more impartial review of our conduct. The “man within” thus acts as a brake on self-interest and reminds us to attend to the happiness and misery of others. As also for Hume, Smith regards sympathy as the source of our pleasure in others’ pleasures, including the pleasures of wealth. Smith argues that an excessive admiration of wealth will corrupt virtue, and he provides an astute analysis of the need to cultivate virtue in the prospering society.

The broad appeal of the discourse of sentiment

The four philosophers just surveyed, Shaftesbury, Hutcheson, Hume and Smith, are the most systematic of the moral sense or sentimental theorists of the eighteenth century. As we have seen there are differences between their views. Both Shaftesbury and Hutcheson posit a moral sense, but for Shaftesbury it is a part of intellect, while for Hutcheson the various internal senses are modeled on the physical senses. Hume and Smith both ground moral approval and blame in sympathy, but they have differing views about how sympathy works, and about which virtues are most important; one notable difference is Hume’s emphasis on pride in contrast to Smith’s emphasis on self-command. They both agree with Shaftesbury and Hutcheson about the importance of the social virtues. Hutcheson and Hume, in particular, give sustained attention to the epistemological issues, such as how moral judgment can be explained by their accounts of moral perception. All four thinkers attend closely to issues of moral motivation, and the role of virtue in fostering a better society, whether through individual self-cultivation or politics and the institutional support of the development of virtuous character.

Numerous other thinkers in both Britain and Europe took an interest in the role of moral sense or sentiment in relation to virtue. They are not necessarily lesser figures, and in many cases their interest is not so much philosophical as practical, while in other cases, especially in the case of the French thinkers, the interest in sentiment, sympathy and virtue is not as systematic as the British authors and is combined with concerns for rights, freedom and the cultivation of an enlightened reason. The British philosopher and theologian, Joseph Butler, an important influence on Hume, was aware of the appeal of the discourse of moral sentiment. In his “Dissertation upon the Nature of Virtue” (1736), he argued that our use of the language of morality and our understanding of human conduct shows that we have a moral faculty of approbation and disapprobation, and that we cannot deny its reality, “whether called conscience, moral reason, moral sense, or divine reason; whether considered as a sentiment of the understanding or as a perception of the heart, or, which seems the truth, as including both” (Butler 1736: 452). Among the prominent figures of the Scottish Enlightenment, Henry Home, Lord Kames, appealed to both sympathy and the moral sense in his Essays on the Principles of Morality and Natural Religion. Hugh Blair, another prominent Scot, popular for his sermons advocating toleration, published Lectures on Rhetoric and Belles Lettres, which in part examined taste and virtuous sensibility.

Throughout Europe, the discourse of virtue, sympathy and sentiment found its way into novels (see Speight, Chapter 32 of this volume) and treatises on education, as well as sermons. The sermons of Blair and Fordyce were well regarded in Scotland, while in France Pastor Lenfant’s Les devoirs de la miséricorde stressed the importance of charity and compassion. In Britain, Blair championed the new sentimental novel, pointing to the genius of Samuel Richardson (1689–1761), author of Clarissa and Pamela, and his portrayal of the tenderness of domestic life. The novel, popular among the young and women readers, was regarded as an important instrument in the cultivation of virtue and sentiment. Scotsman Henry Mackenzie (1745–1831) wrote popular novels that focused on the corruption of city life, and the need to cultivate moral character and a moral sentiment informed by reason. His works include The Man of Feeling and The Man of the World, both of which enjoyed immense success. Mackenzie and Blair were also frequent and widely read contributors to The Mirror, a journal with moral ends. In his novel, Julia de Roubigné, Mackenzie directed his moral lessons to women, focusing on the importance of women’s sympathy and complacency (in the older sense meaning a disposition to wish to please others) to their role in the domestic sphere, especially in supporting men. Others, including James Fordyce and John Gregory, also wrote works, educational tracts and sermons, directed towards young women. Fordyce’s Sermons to Young Women and Gregory’s Father’s Legacy to His Daughters were best-sellers and both works found audiences in America before the end of the century. We find in these Scottish works, as in Rousseau’s educational treatise, émile, and his novel, La nouvelle Héloïse, the feminizing of sympathy and sentiment. French sentimental novelists included Abbé Prévost, Robert Chasles and Marivaux, who wrote the important La vie de Marianne, and also founded the Spectateur françois.

In both France and Germany, the British moral sense and sentimental theorists had an immense influence on philosophical thought as well as on literature, especially in the second half of the eighteenth century. In Germany, the early part of the eighteenth century had been dominated by the systematic and rationalist philosophy of Christian Wolff. But the introduction into Germany of the works of Shaftesbury, Hutcheson (whose System of Moral Philosophy was translated into German in 1756 by G. E. Lessing), Hume and Kames, inspired interest in a more empiricist turn, parti-cularly but not only in aesthetic and moral thought. Except for those, such as Les-sing, who found moral sense theory important for literary works, many of the German philosophers tended to draw on the British theorists to develop a form of rational empiricism. Thus Moses Mendelssohn tried to show that while sentiments were the vehicle for moral and aesthetic perception, moral and aesthetic judgments could nevertheless be related to reason. Another German philosopher, Johann Eberhard, drew on and agreed with Hutcheson and Kames that we have a moral sense that provides us with feelings of approval and disapproval, but he denied that the moral sense alone could be the source of our knowledge of moral reality, independently of the understanding. Lessing, drawing on the Scottish sentimental tradition for literature, was part of the pro to-Romantic movement that transformed the literature of sentiment into a movement opposing the pretensions of reason. Johann Wolfgang Goethe’s 1774 novel, The Sorrows of Young Werther, exemplifies the more extreme sensibility of both Romanticism and the Sturm und Drang movement.

In France too, the British moral sense tradition exerted a powerful influence. There were various French translations of the works of Shaftesbury, Hutcheson, Hume, Smith and Kames. Notable translators include Diderot, who translated Shaftesbury’s Inquiry (in 1745), and Sophie de Grouchy, the Marquise of Condorcet, who translated Adam Smith’s Theory of Moral Sentiments, and wrote Huit lettres sur la sympathie, her own account of the operation and importance of sympathy. As in Germany, the influence of the British sentimental tradition is less appropriated into systematic philosophical thought than into an already existing framework, in the French case, that of aesthetic taste. It also gets diffused into both philosophical and literary works, and the leading minds of the French Enlightenment, including Diderot, Rousseau and Voltaire, are equally if not more adept at writing literature as philosophy. For example, in his novels, Jacques le fataliste and Le neveu de Rameau, Diderot stresses the importance of the same kind of altruism and compassion for the other that he would have encountered in translating Shaftesbury. Diderot, along with Montesquieu, D’Alembert and Voltaire, contributed to the Encyclopédie article on “Goût [Gramm. Litterat. & Philos.]” (Diderot and D’Alembert 1751–72: VII, 761–70) in which we find an account of the incontrovertible principles to which true taste conforms, including sensitivity, reflection and refinement. On the other hand, Diderot, Voltaire and Condillac were also tremendously influenced by the work of Locke and Newton. Diderot understood sensibilité, for example, along the lines of sensation, and it was the physician Fouquet who wrote the entry on “Sensibilité, Sentiment” for the Encylopédie (ibid.: XV, 38–52) (see Gaukroger on “Sensibility,” Chapter 16 in this volume). Jean-Jacques Rousseau drew a distinction between the corrupting influence of the theater on an indulgent sensibility that displaced virtue, and a virtuous sensibility cultivated through a proper education (see particularly Rousseau 1758). For Rousseau, we possess an innate principle of conscience, whose verdicts are sentiments, informed by reasoning about the good. Because the philosophes were also seeking real political change to a corrupt and tyrannical regime, they focused their main efforts on criticizing the abuses of the religious and legal institutions, as well as making the case for liberty and greater rights. These concerns make the cultivation of reason the hallmark of the French Enlightenment in contrast to the Scottish emphasis on sentiment and sympathy.

Of course, influence on views about taste, sentiment and sensibility was not all one way, from Britain to the Continent. I noted above that the British influence on French thought was set within the framework of contemporary accounts of aesthetic taste. An important development in France was the eighteenth-century contribution by scholars such as Madame Dacier and Abbé Du Bos to the quarrel over the ancients and moderns. As the moderns became increasingly rationalistic, trying to set precise laws for poetry, for example, Dacier accused them of a false delicacy in their criticism of Homer, and she set out in detail the problem with the moderns in her Des causes de la corruption du goût (1714). Both Dacier and Du Bos focused on the need to set aside prejudice and take up the point of view of the audience for whom a work was intended. In his essay, “Of the Standard of Taste,” Hume adop-ted within his own philosophical framework Du Bos’s stress on the conditions for proper taste, although Hume did not thoroughly embrace the relativism of Dacier and Du Bos.

The decline and the legacy of the sentimental tradition

Various developments, philosophical, literary and political, contributed to the decline of the influence of the moral sentimentalist tradition. Opposition to, or attempts to defuse the force of Hume’s skepticism, in the works of both Reid and Kant, proved a powerful stimulus to new philosophical development. The feminizing of sympathy and sentiment in works by those such as Fordyce and Rousseau, and some of the overly sentimental novelists, came in for scathing criticism by those wishing to champion women’s rational abilities. Thus, in her “Vindication of the Rights of Women,” Wollstonecraft challenges the educational strategies set out by Gregory and Rousseau, and premised on women’s naturally weaker nature, with their proclivities for indulging sentiment. Jane Austen was inspired by philosophical sentimentalism (Valihora 2010) but criticized sensibility as a form of indulgence brought about by reading sentimental novels. In France, the push for political reform culminated in the French Revolution. The inflamed passions that informed Revolutionary rhetoric and the fragility of the fledgling Republic left little room for talk of sympathy and sensibility.

But the sentimental tradition also evolved. Bentham championed Hume’s emphasis on utility, and developed the kind of calculus of the good that Hutcheson had set out for producing the greatest amount of benevolence. J. S. Mill and others also drew on Hume’s associationism to show how conscience was the product of education and experience, thus making the right kind of upbringing crucial to good character. The nineteenth-century English radicals apply the ideas of their forebears in order to fashion institutional reform. The different accounts of the doctrine of association of John Gay, David Hume and David Hartley were important for Joseph Priestley and Jeremy Bentham, both of whom combined their philosophical thought with proposals for social reform (Halévy 1955). Finally, and this is another topic on which much more could be said, the Scottish influence, of Hutcheson, Hume and Smith, but also Reid, was tremendously important for America, in politics and in the colleges for the new vision of civic life taking shape there. Hutcheson, in particular, was admired for his moral philosophy, including his emphasis on unalienable rights, and his work was taught at both Harvard College (now Harvard University) and the College of New Jersey (now Princeton University) (Fiering 1981; Witherspoon 1982). Reid, too, had a large influence on how higher education was conceived (Redekop 2004). The economic theories of both Hume and Smith were taken up by the authors of the Federalist, and David Wootton emphasizes that David Hume’s science of politics was the most important work on politics for the authors of the Federalist (Wootton 2003: xxix; Adair 1957). We can thus reasonably believe that the British moral sentimentalists, as well as Reid, have left a significant legacy that continues into our own time.

Notes



  1 Shaftesbury was influenced by the Cambridge Platonists, and wrote the preface to Benjamin Whichcote’s Select Sermons (1689).

  2 The correspondence was first published in the London Journal, and then published under Burnet’s name, with a preface and postscript by him, in 1735; Burnet and Hutcheson 1735.

  3 Stephen Darwall notes the importance of Hutcheson’s strategy here for distinguishing his own moral sense theory from that of Shaftesbury. See Darwall 1995: 233–37.
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KANT’S MORAL PHILOSOPHY

Eric Entrican Wilson

 

Introduction

Kant’s moral philosophy ranks as one of the great achievements of eighteenth-century thought. He was deeply influenced by other important figures of the period—including, above all, Francis Hutcheson, Jean-Jacques Rousseau, Christian Wolff, and Christian August Crusius1—and a number of long-standing debates about moral obligation, free will, human selfishness, and the relation between reason and emotion.2 But Kant’s achievement was highly original, and it fundamentally changed the history of ethics. If we hope to understand it, we must not mistake its most famous part—the Groundwork of the Metaphysics of Morals (1785)—for the whole. Kant’s mature moral philosophy consists of many parts, each of which contributes to the general project. Nor should we let the complexity and technicality of his writings eclipse the power and simplicity of the moral vision that animates them. Kant’s central ambition is to draw a protective ring around the “unforsakable” core of common, everyday morality.3 In his view, we are all committed to a belief in human freedom and a belief in the unconditional nature of moral obligation. These beliefs are embedded in the way we act and the way we understand ourselves, even if we routinely betray them both. Neither belief can be theoretically justified, but philosophy must show that we are entitled to them anyway. Morality depends upon it. If these beliefs are groundless, then there is no reason to think we have an inner worth that distinguishes us from the rest of nature—and so no reason to think we truly owe anything to ourselves or to each other.

In order to understand Kant’s moral philosophy, and its devotion to this fundamental ambition, it is important to understand three distinct but related projects. The first is his account of human nature. Much of this account is empirical, but Kant would reject Bernard Mandeville’s insistence that philosophers stop telling us how we ought to act and instead take us as we are.4 An adequate description of human nature and conduct must include an account of our values, ideals, and principles. The question of who we are is inseparable from the question of how we ought to be. The second is his account of the foundation of morality—its most basic principle, as well as the source of that principle and its authority. The third crucial project is his account of virtue and vice. This account presents the pursuit of virtue as a heroic struggle against the dark side of our own nature, and it specifies a number of specific duties imposed upon us by the fundamental demands of morality. I will offer an overview of these three projects with the hope of shedding light on each of them, as well as the contribution they make to Kant’s work as a whole.

I

Kant famously claimed to have removed all empirical elements from “pure” moral philosophy. He also claimed to have given an account of practical necessity and moral obligation that applies to all finite rational beings, not just humans.5 But these claims should not obscure the fact that his fundamental concern with human beings as he understood them (see Kant 1793: Ak VI, 3).6 He relied on this understanding throughout his work and it will be useful to sketch those aspects that bear most directly on the core doctrines of his moral philosophy.

Kant’s moral writings presuppose a tripartite account of the soul. In his view, there are three basic “powers of mind” (Gemütskräfte) or “faculties of the soul” (Seelenvermögen): the faculty of cognition, the feeling of pleasure and displeasure, and the faculty of desire.7 The faculties of the soul are not distinguishable by location but only by definition, and the definition identifies what it enables the being that has the faculty to do.8 They stand to each other more like the individual capacities and skills of a soccer player than the parts of a car. To say we have these three basic faculties is to say that we can think, feel, and desire. Cutting across this triptych is a distinction between “higher” and “lower” faculties.9 For example, the higher cognitive faculties are understanding, the power of judgment, and reason. Each of these contains a “special principle” for regulating a priori one of the basic faculties. The understanding contains the principle for the faculty of cognition, the power of judgment for pleasure and displeasure, and reason for the faculty of desire. When a person exercises one of his faculties, he may need to enlist one or more of the others, but none of the three basic faculties is reducible to any of the others. These three are fundamental (Kant 1914: Ak XX, 206). For present purposes, it will be useful to focus on the faculty of desire and the faculty of feeling.

Thought aiming at decision and action always involves the faculty of desire. Accordingly, desire is fundamental to Kant’s entire moral philosophy. He defined it as “a being’s faculty to be by means of its representations the cause of the reality of these representations” (1788: Ak V, 9n; cf. 1790: Ak V, 178n, and 1914: Ak XX, 230n; 1797: Ak VI, 211). This cryptic definition is difficult to understand, but Kant’s commentary on it in the third Critique sheds some light. There he contrasted his view with Christian Wolff’s. According to Wolff, a desire is a kind of representation. More precisely, a desire is an unclear representation of the goodness of some object or state of affairs. On this view, desire is a manifestation of a cognitive power (Kant 1914: Ak XX, 206). An individual desire attempts to fit the world, though it necessarily fails due to its lack of clarity and distinctness. On Kant’s view, by contrast, the faculty of desire is a causal power—“one of the many kinds of natural causes in the world” (1790: Ak V, 172).10 To attribute an individual desire to an agent is to attribute an ability and a readiness to fit the world to the content of his representation. An occurrent desire is a representation that contributes to the process of bringing about or making actual whatever it represents. To say that I want a piece of chocolate, for example, is to say that I am having a causally efficacious representation of chocolate. The obvious objection here is that wanting something to be the case does not make it so. If desires could cause their objects, we would never have to do anything. But Kant does not claim that desires are causally efficacious on their own. The faculty of desire belongs to living, embodied creatures. It is a capacity by virtue of which they are capable of striving to create change in the world. When an animal desires something, it must exercise its faculty of desire. But it cannot do this without enlisting other faculties. Since desire involves representation, any such exercise involves the faculty of cognition, for example. More to the point, acts of desire also enlist the “mechanical powers” that belong to the body. They are causally efficacious by virtue of the way they interact with these powers and thereby contribute to the process of setting the body in motion. Even the elevated heart rate and tensed muscles associated with pointless yearnings for the impossible testify to the connection between desire and the exercise of mechanical powers involved in locomotion (Kant 1790: Ak V, 177n, and 1914: Ak XX, 230n).

Wanting is a mode of activity, but this form of activity is typically triggered by pleasure or an expectation of pleasure based on past experience. An occurrent desire of this sort is a “desire in the narrow sense”—a sensible desire or appetite (Kant 1797: Ak VI, 212). For example, I may want an apple, and my appetite could be triggered by the sound of someone biting into another apple from the same bushel. Appetites or sensible desires can become habitual. That is, a person can develop the habit of wanting something. Kant calls habitual desires “inclinations” (1797: Ak VI, 212; 1798: Ak VII, 251), a familiar term from his moral philosophy. Many inclinations are idiosyncratic or personal. Some are more like basic instincts; they are innate and shared by all normal members of our species. We are often unaware of our own inclinations, just as we may be unaware of other habits. But because human beings have a capacity for self-awareness, we can become aware of our inclinations, and we can take an “interest” in satisfying them, which amounts to recognizing a rule-like connection between pleasure and the satisfaction of a particular type of desire (Kant 1797: Ak VI, 212; cf. 1788: Ak V, 79).11 For example, a person who recognizes that she has an inclination for a certain spice may take an interest in it by recognizing that, as a rule, she finds foods containing this spice delicious. On the basis of such interests, we can also form “maxims,” which are general policies of action or, as Kant calls them, “subjective principle[s] of volition” (1785: Ak IV, 400n). Additionally, we have the capacity to reflect on our maxims and judge whether or not they are fit to be “laws”—objective principles that obligate action by virtue of applying to everyone, independently of their personal inclinations (ibid.). This capacity is, of course, central to moral judgment.

As these remarks suggest, the faculty of desire is closely connected to the faculty of feeling, which is the capacity to feel pleasure and displeasure. Most of our pleasures and pains are “pathological” in the sense that they are passive states caused by things that happen to us (not in the sense of being signs of sickness or defect). But we are also capable of feeling “respect” (Achtung, reverential) for the demands of morality, which Kant thought of as a “practical” or active feeling (Kant 1788: Ak V, 75) caused by our own rational activity. Roughly, his claim is that we feel respect when we confront the demands of the moral law, which we do in the course of reasoning about the morally correct course of action.

Respect involves both pleasure and displeasure. The displeasure is due to the fact that we normally experience respect as or in conjunction with a demand to forgo something pleasurable. Indeed, this encounter humbles us in that it makes our needs seem insignificant next to the claims of the moral law. In recognizing that we ought to do something, we implicitly recognize that we can, which amounts to recognizing the power to overcome our inclinations. We experience this recognition—the thought of ourselves as endowed with this power—as something positive. It seems akin to other pleasures in that it involves feeling that something is conducive to life (Kant 1788: Ak V, 77; cf. 80–81).12 According to Kant, this is how “morality itself” can function as a spring of action or a subjective determining ground of the will (Kant 1788: Ak V, 76).13 He also believed, however, that we are unable to comprehend fully what this feeling amounts to (1785: Ak IV, 461–62; 1788: Ak V, 79–80). Moral motivation requires both reason and feeling, yet feelings can be explained causally and the operations of reason cannot.

Like many other eighteenth-century moral philosophers Kant believed that we’re capable of genuine fellow feeling. That is, he rejected what Hume called “the selfish hypothesis,” or the view that self-love is at the bottom of all human action and feeling,14 and sided with Shaftesbury Butler, Hume, Smith, Hutcheson, and Rousseau in an important eighteenth-century debate about human nature (see Debes, Chapter 21, McArthur, Chapter 26, and Taylor, Chapter 18, in this volume).15 Like these thinkers, Kant thought that fellow feeling is quite natural to our condition. As he put it, “sympathetic joy and sadness (sympathia moralis) are sensible feelings of pleasure or displeasure (which are therefore to be called ‘aesthetic’) at another’s state of joy or pain (shared feeling, sympathetic feeling). Nature has already implanted in human beings receptivity to these feelings” (Kant 1797: Ak VI, 457). Kant followed both Hume and Smith in thinking that sympathy is a function of the imagination. Indeed, he illustrates this proposition with a list of examples that seem directly influenced by Part I of Smith’s Theory of Moral Sentiments (Kant 1798: Ak VII, 238–39).16 And he agreed with Hume that fellow feeling is often an automatic response to the weal and woe of others, a response that precedes reflection. Hence, he described sympathetic joy and sadness—which he groups under a general humanitas aesthetica—as “communicable” feelings that “spread naturally among human beings living near one another” (Kant 1797: Ak VI, 456–57). Our receptivity to these feelings is like our receptivity to “warmth or contagious diseases” (Ak VI, 457).

Kant does say things that encourage the caricature of him as an enemy of sentiment which has been popular at least since Schiller. For instance, he said that when a person acts out of inclination, his conduct has zero moral worth—even in cases where he is motivated by genuine gratitude or generosity to benefit his neighbor (Kant 1785: Ak IV, 397–98). In the Critique of Practical Reason, he even went so far as to claim that inclinations are “always burdensome to a rational being, and though he cannot lay them aside, they wrest from him the wish to be rid of them” (1788: Ak V, 118). A few important texts from the following decade indicate that Kant came to recognize this as an unattractive and implausible position. For example, in Religion within the Boundaries of Mere Reason he criticizes the Stoics for thinking of all inclinations and feelings as the enemy of virtue (1793: Ak VI, 57) since “considered in themselves natural inclinations are good, i.e. not reprehensible, and to want to extirpate them would not only be futile but harmful and blameworthy as well” (Ak VI, 58). These natural inclinations belong to the “original predisposition to good in human nature” (Ak VI, 26). In the Metaphysics of Morals Kant claims that human beings cannot be receptive to the demands of morality without possessing certain “moral endowments”—namely, moral feeling, conscience, love of one’s neighbor, and respect for oneself (Kant 1797: Ak VI, 399). These later texts, along with Anthropology from a Pragmatic Point of View, give a fuller and more accurate picture of the importance of his moral psychology.17 The ethical tradition to which Kant belongs certainly gives pride of place to reason, but these texts make it clear that his moral philosophy does not promote the elimination of feeling and desire.

II

According to Kant, the fundamental moral question we face is a practical question asked in the first person: “what should I do?” His foundational works in moral philosophy—the Groundwork of the Metaphysics of Morals (1785) and the Critique of Practical Reason (1788)—offer an account of the ultimate standard according to which any answer to this question must be judged. The account he offers in the second Critique is tied to an examination of two other fundamental questions: “What can I know?” and “What may I hope for?,”18 which are tied tightly to the Critique of Pure Reason and his numerous writings on history and religion. For this reason, it will be easier to concentrate on the Groundwork, which remains his most widely read and influential work. The Groundwork is the first of Kant’s published writings devoted to moral philosophy.19 Its central task is to discover “the supreme principle of morality” and provide an account of its binding authority (Kant 1785: Ak IV, 392). This is its sole task, in fact, so we should resist the temptation to mistake it for the whole of his moral philosophy. The Groundwork is an essential part of Kant’s project, but it shouldn’t be thought of as a self-standing rival to, say, Aristotle’s Nicomachean Ethics or Books 2 and 3 of Hume’s Treatise on Human Nature.

Kant introduced the supreme principle of morality in the first section of the Groundwork (GMS I), which leads the reader from an analysis of ordinary moral reasoning to a genuinely philosophical understanding of morality. The GMS I formulation reads: “I ought never to act except in such a way that I could also will that my maxim should become a universal law” (Kant 1785: Ak IV, 402). Kant believed that such a principle could never be derived from experience, but that does not mean that he claimed to have deduced it a priori. Instead, he presented it as the result of his analysis of the concept of a good will. A person with a good will acts out of duty rather than inclination—because his action is required by law, not because he is inclined to perform it. Good-willed conduct is motivated by respect for this law. This means that the concept of good-willed conduct presupposes a principle of a certain kind. Kant’s first formulation of the supreme principle of morality is his attempt to make explicit the sort of principle built into our ordinary concept of moral duty.

Kant thinks this is important for three reasons. First, it provides a clearer and deeper understanding of ordinary moral reasoning, and thus affords the ordinary person greater self-knowledge. Second, he thinks this bit of self-knowledge is quite useful. The person who cares about morality is well served by better understanding the highest standard for judging his conduct. Kant emphasized here that he has only formalized the principle ordinary moral reasoning “always actually has before its eyes and uses as the standard of its judging” (1785: Ak IV, 403). He compares his approach to Socrates’, which allowed people to see what they already, in some sense, know (Ak IV, 404).20 Finally, by making this principle of ordinary moral reasoning explicit, Kant believed he had prepared the reader to investigate its basis or source. Such an investigation has a practical purpose. Ordinary people often seek arguments that justify exempting themselves from the demands of morality. Inclinations push in this direction, and they are aided by systems of philosophy that portray human beings as slaves to desires. A proper understanding of the source of the principle will fight against this “natural dialectic” (Kant 1785: Ak IV, 405) and inspire by pointing to the nobility of our nature as free and rational creatures, thus reinforcing reverence for the moral law.

The second section of the Groundwork (GMS II) moves from drawing out concepts implicit in ordinary morality to “pure practical philosophy” or the “metaphysics of morals” (Kant 1785: Ak IV, 410). In this section Kant set out to discover the source of the supreme principle of morality. The main theoretical claim of GMS II is that the source of the supreme principle is nothing other than the will. Both the meaning of this claim and the argument for it are open to interpretation. But there are three main stages in Kant’s line of thought worth highlighting. Kant first extracts the concept of a moral duty from the concept of the will and then extracts the supreme principle of morality from the concept of a moral duty. The third stage makes explicit what the first two imply—namely, that the will is the source of this supreme principle. This is where Kant introduced the central notion of autonomy, the discussion of which concludes his main line of thought. This prepares his attempt to establish the principle’s authority over us.21

The first stage of Kant’s reasoning22 begins with the introduction of the will, which he identifies with practical reason or the “the capacity to act in accordance with the representation of laws” (Kant 1785: Ak IV, 413). Perfectly rational beings would always act as these laws prescribe. But human beings are not perfectly rational. Our decisions are influenced by our inclinations and needs. Hence, the “subjective constitution” of the human will is not necessarily determined by reason (Ak IV, 413).23 In other words, if we were entirely rational, we would necessarily do what reason prescribes, but we are not, so we do not. For beings like us, the laws prescribed by reason are imperatives—principles of action addressed to creatures who are capable of following rules prescribed by reason but not necessarily inclined to following the rules (Kant 1785: Ak IV, 414). Imperatives are nothing to gods and brutes. Kant then distinguishes between hypothetical and categorical imperatives. Hypothetical imperatives recommend doing something for the sake of some other end or purpose. They represent the recommended action as instrumentally good. Categorical imperatives, by contrast, prescribe an action for its own sake. They represent the prescribed action as “in itself good” (Ak IV, 414).

Kant’s distinction concerns two different sorts of reason for action. The “ought” or “should” (sollen) of a hypothetical imperative indicates a reason for action whose force depends upon the agent’s particular ends—the ends stemming from his needs and inclinations. But the “ought” or “should” of a categorical imperative indicates a reason for action that is independent of any such ends. This is why categorical imperatives indicate reasons for action that apply no matter what. They have jurisdiction over all rational agents, regardless of their individual inclinations. For this reason, Kant argued, they are uniquely suited to be moral imperatives (Kant 1785: Ak IV, 416). In other words: only categorical imperatives can indicate the presence of a genuinely moral obligation. It is important to note the conditional nature of this conclusion. Kant’s claim is that if there is such a thing as moral obligation, if there is such a thing that ought to be done for its own sake, simply because it is in itself good, then only a categorical imperative is fit to express this requirement. Kant allowed that, for all he had shown, it remains possible that the very idea of a categorical imperative is an illusion. Moral imperatives may seem categorical, but they could all turn out to be hypothetical imperatives in disguise. He insisted, though, that we should hope this is not the case. If all imperatives turn out to be hypothetical, then there is no such thing as genuine moral obligation. There are no actions that ought to be done for their own sake, simply because they are in themselves good. Such a prospect is to be dreaded (Kant 1785: Ak IV, 419).

The second stage introduces the universal law formulation of the categorical imperative:24 “act only in accordance with that maxim through which you can at the same time will that it become a universal law” (Kant 1785: Ak IV, 421). Kant tried to extract the categorical imperative from the very idea of an imperative that commands categorically (Ak IV, 420). His line of thinking may be expressed as follows. All imperatives indicate reasons for action, reasons that imperfectly rational creatures like us might not heed. If the force of a reason for action depends on whether the action will enable you to achieve some other end—either directly or indirectly—the imperative is hypothetical. “You should floss daily,” for example, indicates a reason to floss only if you care about your teeth (or hope to avoid expensive visits to the dentist). But if the force of the reason does not depend on some other end—if we are in the presence of a reason to do something for its own sake, because it is in itself good—then the imperative is categorical. For example, if ordinary moral reasoning is right, then you ought to keep your promises not because it is good for your reputation but because doing so is good in itself. Securing a good reputation may be a good reason to keep promises, but it is not a moral reason. And unlike a moral reason it only applies to persons who care about their reputations.25 The requirement to keep one’s promises does not depend on the presence of contingent beliefs or desires—it is categorical.

It is worth remembering that Kant takes this basic idea to be quite intuitive. He thinks ordinary moral reasoning is committed to it and philosophy’s job is to vindicate this ordinary commitment. His claim is that we can extract the ultimate standard or principle of duty from the very idea of a moral duty that we all (or most of us) share. The categorical imperative is that principle.

The third stage introduces (at least) two more formulations of the categorical imperative. The first is the “humanity formulation,” which reads: “So act that you use humanity, whether in your own person or in the person of any other, always at the same time as an end, never merely as a means” (Kant 1785: Ak IV, 429). The humanity formulation takes into account the fact that all human action is for the sake of an end (Kant 1797: Ak VI, 384–85). It identifies what Kant takes to be the only “objective” end of morality and sets a limit on choice by enjoining us to subordinate all of our merely “subjective” ends to the humanity in ourselves and others.26 The next formulation reads: “the idea of the will of every rational being as a will giving universal law” (1785: Ak IV, 431). Kant called this a principle of volition, although it expresses an idea instead of prescribing an action or a general mode of conduct. He gave it a more explicitly imperatival formulation a few pages later: “choose only in such a way that the maxims of your choice are also included as universal law in the same volition” (Ak IV, 440).

Kant called this last main formulation of the categorical imperative “the principle of autonomy” (1785: Ak IV, 433–40). With this, he introduced the notion of autonomy, one of his most influential contributions to the history of moral thought.27 Traditionally, the term applied to states or other political entities. An autonomous state—as opposed to, say, a colony—is one that governs itself. Kant applies the term to the human will: “Autonomy of the will is the property of the will by which it is a law to itself (independently of any objects of volition)” (Kant 1785: Ak IV, 440). This principle makes explicit an idea that came into view by the end of the second stage of Kant’s reasoning—namely, that the will itself is the source of the supreme principle of morality. Kant states the main idea several times (Ak IV, 431–32).28 This fact about the will, namely its autonomy, is what elevates us above the rest of nature. As he puts it, autonomy is the “ground of the dignity of human nature and of every rational nature” (Ak IV, 436).

Kant boasted that his account of the foundation of morality is the “only true one” (1785: Ak IV, 441), contrasting it with a number of rivals from the history of philosophy—both ancient and modern.29 In the Groundwork he grouped those rivals into two categories: the empirical and the rational. Empirical accounts are based on “the principle of happiness,” which is understood in terms of either physical satisfaction (Epicurus) or moral feeling (Hutcheson).30 Rational accounts are based on the “principle of perfection,” which is understood in either ontological (Wolff, the Stoics) or theological terms (Crusius) (Kant 1785: Ak IV, 442). In the second Critique he also referred to attempts to base morality on social convention, identifying Mandeville and Montaigne as advocates of this approach (Kant 1788: Ak V, 40). Kant expressed a preference for the rationalist approach, but he is less interested in the differences between the rational and the empirical than in what they have in common (1785: Ak IV, 443). Both “set up nothing other than heteronomy of the will as the first ground of morality” (Ak IV, 444). In other words, rival accounts base moral obligation in the expectation of some result (happiness, perfection). Their principles thus prescribe actions for the sake of some other end rather than for their own sake—because they are in themselves good (Ak IV, 414). In Kant’s terms, this means that such principles are hypothetical imperatives. If he is right about the unsuitability of hypothetical imperatives to impose moral duties, then no rival principles can impose genuinely moral duties. This is why Kant felt excused “from a lengthy refutation of all these doctrinal systems” (Ak IV, 443). The details don’t matter. Only Kant’s approach provided the proper analysis of morality, because it was the only one that based morality in the autonomy of the will—that property by means of which it is a law unto itself.31

So far, Kant has only offered an analysis of the idea of duty. We could think his analysis is correct, but still think the very idea of unconditional obligation is nothing but a fiction—perhaps a noble idea, but one that has no bearing on human life. “How,” Kant asked, “is a categorical imperative possible?” This rather strangely formulated question pertains to the authority or bindingness of the categorical imperative.32 Suppose we grant that Kant discovered the ultimate standard of morality. Why should we believe this standard has any authority over us, let alone an unconditional or inescapable authority? This is not intended as a skeptical challenge to morality’s claim on us;33 Kant (optimistically) assumes that all human beings naturally care about morality and accept its authority (see Kant 1781/1787: A829/B857–A831/B859).34 The problem is that we also take ourselves to be creatures of need and desire, on all fours with the rest of nature. So it is appropriate to wonder whether we could be subject to a law that calls upon us to transcend those needs and desires. How could such a law really apply to creatures like us? Answering this question calls for a “deduction” of morality’s claim on us.35 Such a deduction should provide reassurance that our conviction in morality’s authority is justified.

The main goal of GMS III36 is to provide this type of assurance. Kant’s central claim is that in order to vindicate our conviction in the moral law’s authority we must think of ourselves as free beings. He wants to show that we must assume that we are free, and then to articulate the self-conception this assumption requires.37 This involves a notoriously obscure account of the two “worlds” to which we belong as rational creatures—one where the laws of nature reign and another where the spontaneity of reason establishes an entirely different order (Kant 1785: Ak IV, 450–53; cf. 1781/1787: A548/B576). It is important to appreciate that his claims are more modest than one might think. Kant argues that a belief in our own free will is a necessary presupposition of everyday, common morality but he does not claim that this belief is true.38 Indeed, he argues at length in the first Critique that we can never know one way or another.

The best philosophy can do is show that everyday morality requires the assumption of free will, articulate the self-understanding entailed by that assumption, and then shield it from the ambitions of theoretical reason—which drives us to seek causal explanations of everything that happens. In a nutshell, our conviction in morality’s unconditional authority requires us to regard its supreme principle as the law of our own will, and this requires us to regard ourselves as free beings. To even think of ourselves this way, we must think of ourselves as endowed with a capacity for “pure self-activity” or “spontaneity” governed by something other than laws of nature. Philosophy cannot justify this self-conception, for there is no way to “explain” free will. But it can “defend” it—namely, by “warding off the objections of those who pretend to have looked deeper into the essence of things, and therefore boldly declare freedom to be impossible” (Kant 1785: Ak IV, 459).39 To the extent that it succeeds, Kant’s achievement in GMS III is largely negative. This should not surprise us, since it is perfectly consistent with the main thrust of his entire critical project. “Above all,” he says in the Critique of Pure Reason, we see the value of critical philosophy “when we take account of the way criticism puts an end for all future time to objections against morality and religion in a Socratic way, namely by the clearest proof of the ignorance of the opponent” (Kant 1781/1787: Bxxxi).

III

The Groundwork and the second Critique concern the foundation of Kant’s moral philosophy. In The Metaphysics of Morals (1797) Kant built a “doctrine of duties” and an account of virtue on this foundation. These are an essential part of his moral philosophy. The doctrine of duties divides duties into duties of right (Rechtspflichten) and duties of virtue (Tugendpflichten). In all cases, duty involves a constraint on free choice. In the case of duties of right, the constraint is imposed by external law, but in the case of duties of virtue, it is not. For this reason, Kant claimed, duties of virtue involve only internal or self-constraint. Furthermore, duties of right impose requirements directly on action. That is, they require a specific action or set of actions—for example, the steps needed in order to fulfill the terms of a contract. By contrast, duties of virtue impose requirements on the setting of ends (Kant 1797: Ak VI, 379–80). In other words, a duty of right specifies how you must act, but a duty of virtue specifies that for the sake of which you must act. Such duties thus constrain the range of permissible actions, but they do not specify exactly how one must act in order to satisfy the requirement on ends. Individual agents must figure this out for themselves. Fulfillment of duties of virtue, unlike at least some duties of right, cannot be coerced. This is a normative claim about the limits of right, but also a descriptive claim about the nature of choice and decision. Duties of virtue require me to set a particular end, and no one else can force me to do this. I have an end by virtue of making it my end, and “only I myself can make something my end” (Kant 1797: Ak VI, 381). People can be coerced into doing just about anything. But, on Kant’s view, what they do it for is up to them.

The notion of an obligatory end is the heart of Kant’s account of virtue and duties of virtue. This is why “ethics can also be defined as the system of the ends of pure practical reason” (1797: Ak VI, 381). Obligatory ends are based on the concept of duty (Ak VI, 382). Recall that in the Groundwork Kant extracted the supreme principle of morality from the very concept of a moral duty. Here he builds on that result in order to formulate what he calls “the supreme principle of the doctrine of virtue: to act in accordance with a maxim of ends that it can be a universal law for everyone to have” (Ak VI, 395). This principle of virtue seems to build most directly on the humanity formulation of the categorical imperative, which sets a limit on choice and action by forbidding the use of humanity in ourselves and others as a mere means. The supreme principle of the doctrine of virtue goes further: “it is not enough that [a person] is not authorized to use either himself or others merely as a means (since he could then still be indifferent to them); it is itself his duty to make man as such his end” (Ak VI, 395). In other words, we must actively orient our practical lives around the humanity in others and ourselves. We must do what we can to protect and honor humanity, as well as promote the conditions under which it can express itself. This gives rise to two obligatory ends, namely, one’s own perfection and the happiness of others.

Corresponding to these two ends are duties to oneself and duties to others. Kant’s discussion of duties of virtue begins with duties to oneself, which get pride of place because he believed that if there were no such duties, then there would be no duties at all (1797: Ak VI, 417–18). This is a strong claim40 but integral to Kant’s ethics. Duties to oneself require attitudes and policies that embody a proper regard for the autonomy of one’s own will. If there are no such duties, if it is simply not true that you owe it to yourself to honor this thing about you that elevates you above the rest of nature, then there is no sense to the claim that the “laws” stemming from your will have any special authority—and so no sense to the idea that they impose moral requirements.41 Particular duties to oneself are based on the general requirement to set one’s own perfection as an end.42 Kant focuses on what can result from what one does with oneself rather than what one has been given by nature: his discussion includes “natural” perfection as well as “moral” perfection (1797: Ak VI, 391–93). With regard to the former, we have a duty to cultivate all our capacities—both physical and mental—so that we may be prepared to achieve any (ethically and legally permissible) ends whatsoever. With regard to the latter, we have a duty to cultivate a kind of moral strength and purity of heart.

Kant further divides duties to oneself into perfect and imperfect duties. This division reflects the fact that each person owes it to herself to perfect herself as a whole—as a living, breathing creature with a set of “prerogatives” mere animals lack. Imperfect duties enjoin us to seek “moral prosperity” (Kant 1797: Ak VI, 419). We fulfill this obligation by trying to perfect ourselves as both natural and moral beings. Each person must “cultivate his natural powers (powers of spirit, mind, and body), as a means to all sorts of possible ends” (Kant 1797: Ak VI, 444).43 This means that there is even an obligation to “purposively invigorate” the animal within (Ak VI, 445), though no specific fitness routine. Furthermore, everyone must purify his heart and strengthen his moral resolve. More perfection in either domain is better; yet any increase is worthy of praise. Throughout the discussion, Kant emphasizes the “width” of obligation here and the latitude given to individual judgment. Moral philosophy can explain why we owe it to ourselves to seek moral prosperity. But it cannot prescribe a fixed amount of perfection in either domain. It cannot say how much purity of heart is required. Nor can it tell you what career to pursue—though it can give guidance by orienting your will around what is most important.

Perfect duties to oneself are a matter of survival rather than prosperity. They require a person to maintain “moral health” (Kant 1797: Ak VI, 419). Perfect duties to oneself surely belong at the very core of Kant’s normative ethics.44 They draw a line in the sand, and to cross that line is to engage in various forms of self-destruction. For this reason, the vices contrary to such duties could be called deadly.45 On Kant’s view, we are natural beings with natural impulses through which nature promotes natural ends (1797: Ak VI, 420).46 A person violates his duty to himself as an animal being by acting in ways that contravene these natural ends. Kant’s discussion concentrates on suicide and self-mutilation, “unnatural” sex (that is, use of the sexual organs aimed at something other than reproduction), and drunkenness and gluttony.47 The discussion of vices contrary to the duty to oneself as a moral being includes lying, avarice, and servility. The person who lies, hoards money, or grovels before others renders himself an object of contempt (Kant 1797: Ak VI, 420). To be caught in the grip of such vices is to surrender to those passions that pervert judgment about what matters most and to subordinate one’s dignity to other concerns. In Kant’s words, such a person has made himself into a “plaything of the mere inclinations and hence a thing” (Ak VI, 420). A proper “love of honor” is opposed to all such vices (Ak VI, 420). The person who loves honor in Kant’s sense has a proper regard for the source of his dignity as a human being—namely, his or her own freedom. Respect is exhibited by refusing to adopt principles that would compromise the ability to question one’s inclinations as a whole and decide according to the principle of autonomy. Love of honor shows a proper regard for the office each moral person occupies as a moral legislator.48

Recall that, on Kant’s view, there are two obligatory ends: one’s own perfection and the happiness of others. The latter brings with it a set of duties to others—duties that bear on the “natural” as well as the “moral” welfare of other human beings (Kant 1797: Ak VI, 393–94).49 Kant divided these into duties of love and duties of respect. We have duties of love because our fellow human beings need us. We have duties of respect because they are free and this elevates them above the rest of nature. Duties of respect require “recognition of a dignity (dignitas) in other human beings, that is, of a worth that has no price, no equivalent for which the object evaluated (aestimii) could be exchanged” (Kant 1797: Ak VI, 462). Arrogance, defamation, and ridicule are the vices that manifest contempt for one’s fellow human beings, a failure of regard for their dignity (Ak VI, 463). Arrogance is an “inclination to be always on top,” to be superior to others (Ak VI, 465). It aims at praise but not praiseworthiness, to borrow a distinction from Adam Smith. Similarly, we defame and ridicule in order to elevate ourselves by lowering others, thus showing contempt for that which makes them our equals. Defamation and ridicule also pollute the social waters, encouraging us to think poorly of our fellow human beings.50

Duties of love include beneficence, gratitude, and sympathy. The vices opposed to these are envy, ingratitude, and Schadenfreude. Kant’s emphasis throughout is on active dispositions and attitudes rather than passive feelings and emotions. For example, our duty is to be beneficent, not benevolent. This means that we are obligated to promote the happiness of those in need—“without hoping for something in return”—but not to feel their joys or take satisfaction in their happiness (Kant 1797: Ak VI, 453). Similarly, idle compassion (Mitleid) is pointless, but there is a duty to cultivate a readiness to share in others’ feelings—“to sympathize actively in their fate”—so that we may be better equipped to promote their happiness when they need us. For this reason, we are obligated to witness real poverty and infirmity so that we may see what it looks like and what it calls on us to do (Ak VI, 456–57). Kant concludes his discussion of duties of love with an account of friendship, in which we seek to strike the right balance between love and respect (Ak VI, 469–73), and the importance of affability, sociability, courtesy, hospitality, and gentleness—“the virtues of social intercourse” (Ak VI, 473–74).

Since there are many duties of virtue, there are many virtues and vices. But the essence of virtue is always the same (Kant 1797: Ak VI, 395). Virtue, as Kant understands it, is a complex configuration of the will.51 It is similar to the Aristotelian idea of a settled disposition or state that determines choice. But Kant rejects—without necessarily understanding—Aristotle’s doctrine of the mean as well as the idea that the practically wise person’s judgments could be an appropriate standard for judgment.52 On his view “the supreme law of virtue” provides the correct standard of decision. This is why he defined virtue as “the moral strength of a human being’s will in fulfilling his duty, a moral constraint through his own lawgiving reason, insofar as this constitutes itself as an authority executing the law” (Kant 1797: Ak VI, 405). Virtue is, indeed, a settled state determining choice. But for Kant it determines choice according to an a priori standard set by pure practical reason.53

Virtue is not simply a matter of willpower, but Kant tends to characterize it in terms of fortitude, firmness, and strength (e.g., 1797: Ak VI, 380 and 405). This emphasis fits with his conception of the moral life as a struggle (e.g. 1793: Ak VI, 57; 1797: Ak VI, 380). Understood in these terms, virtue requires, above all, rational control of those inclinations that rebel against the moral law (Kant 1797: Ak VI, 407–8). But Kant rejects the extreme view of Stoics such as Seneca, who writes that “we have no need for [emotions]; it is enough that nature has equipped us with reason.”54 For Kant although reason can motivate, it is not firm or enduring enough to be self-sufficient. And contra the Stoics the natural inclinations are good; it would be both pointless and harmful to try to eliminate or “extirpate” them (Kant 1793: Ak VI, 58). The inclinations should be mastered, not eliminated.

In some cases, mastery requires cultivation of inclinations—such as the inclination to sympathize with others or the inclination to insist on one’s equal standing among fellow human beings. In other cases, it requires preventing the onset of passions, which are “cancerous sores for pure practical reason” (Kant 1798: Ak VII, 266). According to Kant’s unusual definition, a passion is a type of inclination or habitual desire.55 All animals have inclinations, but only rational animals have passions. This is because passions are inclinations that cooperate with practical reason, manifesting themselves in maxims or practical policies that subordinate everything to the agent’s self-love (Kant 1798: Ak VII, 266). Appetites and affects (e.g. an outburst of anger) interrupt rational deliberation and the execution of morally approved plans of action, but passions corrupt both. Passions thus undermine an agent’s freedom by making it “difficult or impossible” to govern oneself by the principle of autonomy (Kant 1790: Ak V, 272n; cf. 1798: Ak VII, 267).

Passions are also distinctively tied to our social nature. Kant claims they are always directed at human beings (1798: Ak VII, 268 and 270), and this is most clearly true in the case of “cultural” or “acquired” passions, such as the desire to dominate (Ak VII, 273) and the desire to seek vengeance (Ak VII, 269–71). The Stoics were right to think that the very concept of virtue (virtu) “presupposes an enemy” (Kant 1793: Ak VI, 57). But they failed to see that the enemy is woven into our rational and social nature. Simply pitting reason against emotion is no way to pursue virtue.56

Though human beings have a natural “predisposition to good” (Kant 1793: Ak VI, 26f.), this “germ of goodness” will not develop on its own into a morally good person (Ak VI, 57). But how does one cultivate this germ within and become virtuous? Kant’s published views on this are suggestive but underdeveloped.57 On the one hand, he argued that the strength required for virtue must be acquired through practice and contemplation of the dignity of the moral law within (Kant 1797: Ak VI, 397). The acquisition of strength requires facing and trying to overcome resistance, and contemplation of the law in all its purity nourishes the soul. On the other hand, he warned that if the practice of virtue were to become a mere habit, it would no longer be an expression of the person’s freedom, and so no longer praiseworthy (Ak VI, 409) since acting virtuously could become something rote or mechanical or otherwise unthinking. His point was that it is essential to virtue that the person’s volitional configuration include the thought that what he chooses to do is his duty and that the person takes himself to be acting for the sake of duty rather than some other end (Ak VI, 407). Kant’s remarks about the acquisition of virtue must also be understood in light of his belief that true virtue—or the highest stage of human morality— is an unattainable ideal (Ak VI, 383 and 409). Human beings can hope for progress towards this ideal, but they can never fully achieve it.

Kant’s account of duty in the Metaphysics of Morals corrects several common misperceptions of his project. First, the notion of virtue (and vice) is central to Kant’s moral philosophy. In this respect, his views are quite traditional. Like most of his peers and predecessors, he took morality to be essentially concerned with virtue. His account of virtue is tied to his account of the supreme principle of morality, but it is misleading to describe his system as a “rule-based” moral philosophy insofar as that is contrasted with a “virtue-based” approach. Kant’s approach combines both principles and virtues. Second, it is wrong to think that Kant presented the categorical imperative as a rigid, one-size-fits-all decision procedure. Rather, the system of ethical duties is intended to be remarkably flexible. Generally speaking, all duties of virtue are duties of “wide obligation,” which leave a great deal to individual judgment and discretion. Such duties prescribe ends that set constraints on our maxims (general policies), but they do not prescribe specific actions or spell out what must be done in order to achieve those ends (Kant 1797: Ak VI, 390). Kant’s ethics has a lot more to say about general policies (maxims), ends, and attitudes than it does about specific actions. Third, Kant’s conception of the moral law is not as harsh and relentless as it is sometimes made out to be. It commands greater resolution and purity of heart. But it does not require that we become “moral saints.”58 In fact, Kant warned against the “fantastically virtuous” who allow “nothing to be morally indifferent” and “strew all [their] steps with duties, as with mantraps.” Such fantastical virtue “is a concern with petty details which, were it admitted into the doctrine of virtue, would turn the government of virtue into tyranny” (Kant 1797: Ak VI, 409). If morality demands the endless pursuit of an impossible ideal, however, it is easy to see how a well-meaning person could lose himself in the quest for moral sainthood and become a tyrant in the process.

Conclusion

The three projects sketched above are central to Kant’s moral philosophy as a whole. But they do not exhaust the subject. The reader who seeks to understand his moral writings would do well to remember that they form only one part of a larger project whose central aim is to “sever the very root of materialism, fatalism, atheism, of free-thinking unbelief, of enthusiasm, and superstition,” all of which threaten the public good (Kant 1781/1787: Bxxxiv). Yet his moral philosophy was for Kant arguably the most important part. Consider one of his most quoted and moving remarks:


I myself am a researcher by inclination. I feel the entire thirst for cognition and the eager restlessness to proceed further in it, as well as the satisfaction at every acquisition. There was a time when I believed this alone could constitute the honor of humankind, and I despised the rabble who knows nothing. Rousseau has set me right. This blinding prejudice vanishes, I learn to honor human beings, and I would feel by far less useful than the common laborer if I did not believe that this consideration could impart a value to all others in order to establish the rights of humanity.

(Kant 1764–65: Ak XX, 44)



Epilogue

The impact of Kant’s critical philosophy on German thought was immediate and profound. Most of the major developments of late eighteenth- and early nineteenth-century German philosophy can be understood as responses to Kant. During this remarkably fertile period, thinkers such as Schiller and Hegel raised criticisms of his moral philosophy that continue to shape its reception to this day.59 Because of the complexity of this period of German philosophy and the familiarity of the criticisms from Schiller and Hegel, in particular, it will be useful to draw attention to two other important responses that are no longer as widely appreciated as they once were: Fichte’s moral philosophy from the 1790s and Schopenhauer’s from the early 1840s.

Fichte presented his moral philosophy as part of a systematic attempt to capture the “spirit” (as opposed to the “letter”) of Kant’s critical idealism. He believed that the spontaneity of subjectivity was the foundation of Kant’s entire project, and he sought to construct a comprehensive philosophical system—the Wissenschaftslehre (“Science of Knowledge” or “Doctrine of Science”)—from this notion.60 Fichte reformulated the Wissenschaftslehre many times, but the self-consciousness and absolute freedom of “the I” (das Ich) persisted throughout these changes as the central theme. His moral philosophy—as presented in Das System der Sittenlehre nach den Prinzipien der Wissenschaftslehre (System of Ethics) (1798)—sought to explain nothing less than how the world ought to be. He offered a “deduction” (understood differently from Kant’s use of this term) of both the categorical imperative and the particular duties that apply to all rational beings. In the process, he focused even more relentlessly than Kant had on freedom. Kant had argued that the “true vocation” (die wahre Bestimmung) of the human being is to develop a good will (Kant 1785: Ak IV, 396).61 Fichte agreed, but interpreted this in a particularly radical way. The “ethical vocation” (die sittliche Bestimmung) of the human being, he argued, is to raise herself above nature and to achieve total “self-sufficiency” (Fichte 1798: 142–43). This is the “final end of everything that is demanded by the ethical drive.” It is subordinate to no other end: “But what, in turn, is the end of this complete independence? Is it perhaps some enjoyment, or anything similar? Absolutely not,” Fichte argued. “Absolute independence is its own end. I ought to have this final end in view absolutely because I ought to have it in view—because I am an I” (144–45).62

Fichte’s radicalization of Kant’s practical philosophy had a profound influence on a wide range of German thinkers—including Novalis, Friedrich Schlegel, Schelling, Hegel, and Feuerbach. It was ridiculed, however, by Schopenhauer, who thought it magnified the problems of Kant’s ethics to the point of satire.63 Schopenhauer applauded Kant’s rejection of “eudaimonism” (Schopenhaurer 1841: 123), but he attacked the very core of Kant’s moral philosophy. Schopenhauer argued that Kant borrowed his view of moral obligation from theology: “it rests essentially on the presupposition of the human being’s dependence on another will that commands him and announces reward and punishment to him” (129). The charge that Kant’s ethics was a “mere dressing up of theological morals” (181) was devastating. With a single stroke, Schopenhauer sought to undermine the idea that there is such a thing as unconditional obligation, that moral philosophy should or even could be in the business of explaining it, and that human autonomy could be the basis of morality. If it is true that the very concepts of duty and obligation rest on the idea of a command issued by a superior, then none of these other ideas makes any sense. Schopenhauer also rejected the categorical imperative, arguing instead that the fundamental principle of morality is simply: “Harm no one; rather help everyone to the extent that you can” (1841: 158–59). The basis of this principle is not autonomy of the will, but sympathy or compassion (200). In interesting ways, this marked a return to themes from eighteenth-century British philosophy. But unlike Hume, for example, Schopenhauer argued that morality demands a rigorously pure form of other-regard, a loss of oneself in the suffering of the other. And he emphasized the metaphysical (even mystical) nature of sympathy—regarding it as a process that removes the ontological “dividing wall” between self and other (201). Schopenhauer’s was a deep and troubling critique of Kant’s ethics. It set the stage for Nietzsche’s even more radical attack in the second half of the nineteenth century, and it anticipated Elizabeth Anscombe’s highly influential essay, “Modern Moral Philosophy,” a founding document of contemporary virtue ethics.
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Notes



  1 For English translations of selections from Wolff and Crusius—as well as other influences— see Schneewind 2003. The impact of the figures I list is uncontroversial, but this list is by no means exhaustive. For example, a case could be made for including Adam Smith and David Hume as well. Moreover, Kant was clearly influenced by the modern revival of Hellenistic and Roman philosophy—especially the Stoics—which had an enormous impact on the Enlightenment. Some argue that Kant’s Groundwork was a direct response to his friend Christian Garve’s translation of and commentary on Cicero’s De officiis, which appeared in 1783 (two years before the Groundwork). On the origin of this interpretive approach, see Kraft and Schönecker 1999: ix–xiii. For further discussion of this issue, see Allison 2011: 52–67.

  2 For insight into the eighteenth-century British debates that influenced Kant, see Remy Debes’s contribution to this volume (Chapter 21). Ian Hunter’s contribution (Chapter 23) sheds light on Kant’s relation to modern natural law theory, which shaped the debates about moral obligation. For a history of modern ethics that emphasizes the impact of natural law theory on Kant, see Schneewind 1998. Stern 2011 (esp. pt. 1) poses an important challenge to Schneewind’s account.

  3 On the notion that moral philosophy should defend our “unforsakable concerns” see Wiggins 2006: 382–84.

  4 “One of the greatest Reasons why so few People understand themselves,” Mandeville tells us, “is, that most Writers are always teaching Men what they should be, and hardly ever trouble their Heads with telling them what they really are” (Mandeville 1714: I, 39).

  5 Schopenhauer delights in skewering this claim: “One cannot rid oneself of the suspicion that here Kant was thinking somewhat of the dear little angels” (1841: 135). His general discussion of this topic is both scathing and hilarious, if also unfair.

  6 References to the Critique of Pure Reason follow the standard A/B pagination. All other Kant references follow pagination of the Akademie edition. Translations modified on occasion.

  7 It is not always clear whether Kant wants to distinguish systematically among powers, faculties, and capacities. For simplicity’s sake, I will use the terms interchangeably. My discussion draws directly only on Kant’s published writings—all easily accessible to the general reader. For discussions that draw on a wider range of sources, see Frierson 2005, and Wuerth 2013 and 2011. My understanding of the issues has been enriched greatly by these three pieces. For a study of Kant’s normative ethics based in a detailed account of the faculties, see Engstrom 2009.

  8 On the difference between these two ways of distinguishing parts of the soul, see De anima 413b (Aristotle 1941).

  9 On the higher-lower distinction, see Wuerth 2011.

10 On causes and powers, see Eric Watkins’s important study (2005).

11 This is an “interest of inclination.” Such interests contrast with “interests of reason,” which are interests based on intellectual pleasures connected to modes of desire determined by the faculty of reason (Kant 1797: Ak VI, 212).

12 On desire, pleasure, and life, see Kant 1788: Ak V, 9n. For an illuminating discussion, see Engstrom 2010a.

13 Kant’s term here for a “subjective determining ground of the will” is Triebfeder, which is usually translated as “incentive.” As some have noted, this translation is misleading (Timmermann 2007: 180–81, and Engstrom 2010b). A Triebfeder is a motivational force. But an incentive may not motivate. Just ask the students of mine who are unmoved by the prospect of pop quizzes.

14 Hume 1751: Appendix 2, §6; SBN 298. Hume’s second Enquiry contains extensive discus-sion of this topic. Also see his important essay, “Of the Dignity or Meanness of Human Nature,” in Hume 1985.

15 These philosophers associated the selfish hypothesis with a wide range of thinkers—including Hobbes, Mandeville, La Rochefoucauld, and Locke. Also important were the Jansenists and other neo-Augustinians. See Force 2003. Also related is the classic Hirschman 1997.

16 See Smith 1982: 1.1.1.3–4. On Kant’s relation to Smith, see Fleischacker 1991.

17 See the pioneering Louden 2000. Also see Jacobs and Kain 2003 and Frierson 2013.

18 On the importance of these questions to Kant, see Kuehn’s general piece on Kant in this volume (Chapter 35).

19 He had written on moral topics in several other published works, however. He announced plans to write a “metaphysics of morals” as early as the mid-1760s. On the history of this project and its relation to the work Kant published under that title in 1797–98 see Kuehn 2010 and Ludwig 1998 and 1990.

20 I note one other mention of Socrates below. Kant invokes Socrates on a number of striking occasions, which is unusual for a mainstream philosopher of the eighteenth century. Perhaps this is due to Rousseau’s influence.

21 In the Critique of Practical Reason (1788) Kant gives another account of the law’s authority and our interest in it. Scholars disagree about the relationship between these two accounts.

22 A brief remark about the opening of GMS II is in order. The section begins with a discussion of methodology. Here Kant makes a case for purifying practical philosophy of all empirical elements—isolating it from “anthropology, theology, physics or hyperphysics, and … occult qualities” (1785: Ak IV, 410). Generalizations about human nature, however accu-rate, cannot provide a standard for conduct. They may tell us how people tend to act, but they cannot say how they ought to act. Once again, Kant emphasizes the moral benefit of this approach:

But such a completely isolated metaphysics of morals … is not only an indispensable substratum of all theoretical and surely determined cognition of duties; it is also a desideratum of utmost importance to the actual fulfillment of their precepts. For, the pure thought of duty and in general of the moral law, mixed with no foreign addition of empirical adducements, has by way of reason alone (which with this first becomes aware that it can of itself also be practical) an influence on the human heart so much more powerful than all other incentives, which may be summoned from the empirical field.

(Kant 1785: Ak IV, 411)

This side of the Groundwork is easily lost in the argumentative detail of GMS II. But it should not be ignored. The Groundwork is designed to stir the soul—to provide us with a noble vision of ourselves as free and rational creatures. Like other eighteenth-century philosophers influenced by Hellenistic and Roman philosophy, Kant aims to promote moral self-improvement, and his case for purifying practical philosophy is deeply connected to this purpose. Thomas Hill’s otherwise excellent account of Kant’s a priori method neglects this side of the project (Hill 2000). For a discussion of “self-help” as a serious topic in early modern ethics, see Garrett 2013. My suggestion here is that the Groundwork has more in common with a serious self-help manual than one might expect. It is also worth considering the relationship between the Groundwork and Kant’s views on moral education. See his published remarks on moral education at the end of Metaphysics of Morals (1797: Ak VI, 477–85). Robert Louden draws extensively on a wide variety of sources to illuminate Kant’s views in “Becoming Human” and “Making the Law Visible” in Louden 2011 and 2000.

23 The careful reader will wonder how there could be a question about whether reason determines the will if the will just is practical reason. In later works, Kant makes clear that this is only one aspect of the will (der Wille). He will characterize the other aspect as the capacity for choice or decision (die Willkür). Allison 1990 discusses this distinction at length. For an interesting account of how it relates to the medieval distinction between voluntas and arbitrio, see Schneewind 2004.

24 Capital letters distinguish the supreme principle from specific categorical imperatives such as those that explicitly prohibit lying and so on. This artificial device, which Kant does not use, should not suggest that the categorical imperative is imposed from on high.

25 Hume’s discussion of “fidelity to promises” in the Treatise is an important rival here (Hume 1739–40: 1.2.5). He, too, argues that a person ought to keep his promises even if he has no concern for his reputation. But his account does not depend on the distinction between hypothetical and categorical imperatives, which he would surely reject.

26 Many recent interpretations of Kant’s ethics emphasize the humanity formulation, in particular (e.g. Wood 1999, 2008).

27 Kant’s notion of autonomy differs from many contemporary conceptions. On this, see O’Neill 2003. Several of the essays in Sensen 2013 discuss these differences as well.

28 Many assume that this claim commits Kant to some form of anti-realism about value. For a sophisticated argument against this assumption, see Stern 2011 (esp. pt. 1). Also see Wilson 2013. Reath 2006 offers an important “constructivist” account of autonomy (especially chs. 4 and 5.) For important “realist” accounts of autonomy see Kain 2004 and Wood 2008: ch. 6. For further discussion of both alternatives, see Sensen 2013.

29 On several occasions in his published work, Kant presents his view in explicitly historical terms. For example, the second Critique contains a discussion of rival accounts of morality’s foundation that parallels this one from the Groundwork (Kant 1788: Ak V, 38–41). His account of the summum bonum also includes a sustained discussion of Stoic and Epicurean views (Ak V, 111f.). Student notes indicate that Kant’s lecture courses often inclu-ded substantial reflections on the history of ethics. For a helpful discussion, see Wood 2005.

30 Kant hereby repudiates his views from the 1760s, which owed a significant (and explicitly acknowledged) debt to Hutcheson and moral sense theory. On his relation to Hutcheson, see Henrich 1957–58.

31 For an assessment of Kant’s rejection of rival views, see Schneewind 2009.

32 I refer to both “the categorical imperative” and “the moral law” or (“morality”) throughout. It should be borne in mind that the former is the latter as it applies to human beings.

33 For an excellent discussion of Kant’s question, see Timmermann 2007: 129–30.

34 Kant discusses the nature of “conviction” (Überzeugung) in the Critique of Pure Reason (1781/1787: A820/B848f.). See Chignell 2007.

35 As Kant uses it, the term “deduction” comes from law, not logic. See Henrich 1989.

36 For detailed commentary on GMS III, see Allison 2011 and Timmermann 2007. My emphasis on Kant’s modesty is indebted to the latter, in particular.

37 For an excellent discussion of the importance of self-understanding in the Groundwork see Guyer 2000: ch. 6.

38 Some scholars find GMS III more ambitious than I’m making it out to be (e.g. Guyer 2009).

39 On Kant’s moral philosophy as defense, see Rawls 2000: 324–25.

40 John Stewart Mill, for example, rejects the idea that duties to oneself can be moral duties. Genuine moral obligations are to others (1989: 79). Traditionally, moral philosophy has concerned itself with the care of one’s soul, and Kant is no exception to this tradition. From this perspective, to suggest that care of the soul is a personal rather than a moral matter is to distort morality. Mill’s view is probably taken for granted by most academic moral philosophers today. But we should recognize how new it is and subject it to the scrutiny it deserves.

41 For good defenses of Kant’s view of duties to oneself, see Timmermann 2006 and Denis 1997.

42 We see here Kant’s debt to the “perfectionist” view of the Leibniz-Wolff tradition. On perfectionist themes in Kant’s own moral philosophy, see Guyer 2011.

43 Recall Kant’s famous “rusting talents” example in the Groundwork (1785: Ak IV, 423).

44 For a helpful discussion of their centrality, see Denis 2010b.

45 To call them deadly is of course to emphasize Kant’s debt to Christian thought. But per-haps the notion of a deadly vice can be detached from a specifically Christian view. See Taylor 2006.

46 This is one area of Kant’s ethics that is unmistakably and unapologetically teleological.

47 For a sympathetic, yet still critical, treatment, see Wood 2008 (e.g. ch. 13).

48 I thank Lara Denis for several illuminating conversations about this topic. Love of honor (Ehrliebe), it should be noted, contrasts with the “passion” for honor (Ehrsucht), which is a perverse attachment to recognition from others (e.g. Kant 1798: Ak VII, 272–73). Rousseau’s amour-propre is an obvious source of influence here.

49 Duties to others cover neither gods nor brutes. On animals, see Kain 2010, which includes useful discussions of other views on this controversial topic.

50 Kant’s discussion of this topic demonstrates an under-appreciated attunement to the nuances of social life. See, for example, his account of the fine line between needling one’s friends and ridiculing them (Kant 1797: Ak VI, 467).

51 I borrow the expression “configuration of the will” from Frankfurt 2004.

52 See Nicomachean Ethics 1107a in Aristotle 1941.

53 On the relation between Kant and Aristotle (as well as the Stoics), see Engstrom and Whiting 1996.

54 Seneca, “On Anger” (1995: 35).

55 This means that, etymology notwithstanding, passions are a mode of activity not passivity. On the historical novelty of this view, see Newmark 2008: ch. 10, esp. 204–5 and 220–23. For a general historical discussion of the activity-passivity distinction prior to Kant’s time, see James 1997.

56 Furthermore, even our destructive emotions can contribute indirectly to the progress of the human race. Kant’s version of this line of thought owes a debt to Mandeville but also to Stoic and Christian views of providence. See Schneewind’s “Kantian Unsocial Sociability: Good out of Evil,” in Schneewind 2010. The idea of “unsocial sociability” is central to Wood 1999.

57 In this respect, Kant seems quite close to Aristotle, who held that, “the agent must also be in a certain condition when he [performs virtuous actions]; in the first place he must have knowl- edge, secondly he must choose the acts, and choose them for their own sakes, and thirdly his action must proceed from a firm and unchangeable character”; in Aristotle 1941: 1105a.

58 For this influential criticism, see Wolf 1982.

59 For a helpful account of Hegel’s critique of Kant’s ethics that stresses the former’s debt to Schiller, see Stern 2011: esp. ch. 4. For more on Schiller, see Beiser 2005: esp. ch. 5. For advanced studies of Hegel that emphasize his relation to Kant’s moral philosophy, see Wood 1990 and Pippin 2008.

60 For a very helpful introduction to Fichte, including his ethics, see Breazeale 2012. For advanced studies that discuss both theoretical and practical self-determination, see Neuhouser 1990 and Zöller 1998. For a rare instance of a contemporary Anglo-American philosopher engaging with Fichte’s ethics, see Darwall 2009: esp. ch. 10.

61 Throughout the present article, I have cited Jens Timmermann’s edition of the Groundwork. He changes Mary Gregor’s translation of Bestimmung in this passage from “vocation” to “function.” I retain “vocation” only in order to make clear that Kant and Fichte are using the same word.

62 Extreme as Fichte’s view may be, it is certainly possible to see how it is related to Kant’s claim that the categorical imperative ultimately “commands neither more nor less” than autonomy of the will (1785: Ak IV, 440).

63 Schopenhauer recommended reading Fichte’s System der Sittenlehre for the purpose of recognizing the “worthlessness” of Kant’s moral philosophy (1841: 177). Here is how he describes the relation between the two: “For just as in the old German puppet shows the emperor or other hero was always given the fool as a companion, who repeated everything the hero had said or done afterwards in his own manner and with exaggeration, so behind the great Kant there stands the originator of the Science of Knowledge [die Wissenschaftslehre], more properly the Science of Nulledge [die Wissenschaftsleere]” (177).

References




Allison, H. E. (1990) Kant’s Theory of Freedom. Cambridge: Cambridge University Press.

——(2011) Kant’s “Groundwork for the Metaphysics of Morals”: A Commentary. New York: Oxford University Press.

Aristotle (1941) The Basic Works of Aristotle. R. McKeon (ed.). New York: Random House.

Beiser, F. (2005) Schiller as Philosopher: A Re-examination. New York: Oxford University Press.

Breazeale, D. (2012). “Johann Gottlieb Fichte.” In E. N. Zalta (ed.) The Stanford Encyclopedia of Philosophy <htt­p:/­/ww­w.p­lat­o.e­du/­ent­rie­s/j­oha­nn-­fic­hte>.

Chignell, A. (2007) “Belief in Kant.” Philosophical Review 116 (3): 323–360.

Darwall, S. (2009) The Second-Person Standpoint: Morality, Respect and Accountability. Cambridge, MA: Harvard University Press.

Denis, L. (1997) “Kantian Ethics and Duties to Oneself.” Pacific Philosophical Quarterly 78 (4): 321–348.

——(ed.) (2010a) Kant’s “Metaphysics of Morals”: A Critical Guide. Cambridge: Cambridge University Press.

——(2010b) “Freedom, Primacy, and Perfect Duties to Oneself.” In Denis 2010a, 170–191.

Engstrom, S. (2009) The Form of Practical Knowledge: A Study of the Categorical Imperative. Cambridge, MA: Harvard University Press.

——(2010a) “Reason, Desire, and the Will.” In Denis 2010a, 28–50.

——(2010b). “The Triebfeder of Pure Practical Reason.” In Reath and Timmermann 2010, 90–118.

Engstrom, S. and Whiting, J. (eds.) (1996) Aristotle, Kant, and The Stoics: Rethinking Happiness and Duty. Cambridge: Cambridge University Press.

Fichte, J.G. (1798) Das System der Sittenlehre nach den Principien der Wissenschaftslehre [The System of Ethics]. D. Breazeale and G. Zöller (eds.). New York: Cambridge University Press, 2005.

Fleischacker, S. (1991) “Philosophy in Moral Practice: Kant and Adam Smith.” Kant-Studien 82: 249–269.

Force, P. (2003) Self-Interest before Adam Smith: A Genealogy of Economic Science. New York: Cambridge University Press.

Frankfurt, H. (2004) The Reasons of Love. Princeton: Princeton University Press.

Frierson, P. R. (2005) “Kant’s Empirical Account of Human Action.” Philosophers Imprint 5 (7): 1–34.

——(2013) What Is the Human Being? New York: Routledge.

Garrett, A. (2013) “Seventeenth-Century Moral Philosophy: Self-Help, Self-Knowledge, and the Devils Mountain.”’ In R. Crisp (ed.) The Oxford Handbook of the History of Ethics. New York: Oxford University Press, 229–279.

Guyer, P. (2000) Kant on Freedom, Law, and Happiness. Cambridge: Cambridge University Press.

——(2009) “Problems with Freedom: Kant’s Argument in Groundwork III and Its Subsequent Emendations.” In Timmermann 2009, 176–202.

——(2011) “Kantian Perfectionism.” In Jost and Wuerth 2011, 194–214.

Henrich, D. (1957–58) “Hutcheson und Kant.” Kant-Studien 49: 49–69.

——(1989) “Kant’s Notion of a Deduction and the Methodological Background of Kant’s First Critique.” In E. Forster (ed.) Kant’s Transcendental Deductions. Stanford: Stanford University Press, 29–46.

Hill, T. E., Jr. (2000) “Kantianism.” In H. LaFollette (ed.) The Blackwell Guide to Ethical Theory. Malden, MA: Blackwell, 227–246.

Hirschman, A. O. (1997) The Passions and the Interests: Political Arguments for Capitalism before Its Triumph. Princeton: Princeton University Press.

Hume, D. (1739–40) A Treatise of Human Nature. Oxford: Clarendon Press, 1978/2007.

——(1751) An Enquiry concerning the Principles of Morals. Oxford: Clarendon Press, 1975/1998.

——(1985) Essays Moral, Political, and Literary. E. F. Miller (ed.). Indianapolis: Liberty Fund.

Jacobs, B., and Kain, P. (eds.) (2003) Essays on Kant’s Anthropology. Cambridge: Cambridge University Press.

James, S. (1997) Passion and Action: The Emotions in Seventeenth-Century Philosophy. New York: Oxford University Press.

Jost, L., and Wuerth, J. (eds.) (2011) Perfecting Virtue: New Essays on Kantian Ethics and Virtue Ethics. Cambridge: Cambridge University Press.

Kain, P. (2004) “Self-Legislation in Kant’s Moral Philosophy.” Archiv för Geschichte der Philosophie 86: 257–306.

——(2010) “Duties Regarding Animals.” In Denis 2010a, 210–233.

Kant, I. (1764–65) Bemerkungen in den “Beobachtungen öber das Geföhl des Schönen und Erhabenen” [Remarks in the “Observations on the Feeling of the Beautiful and the Sublime”]. Ak XX, 3–192. In P. Guyer and P. Frierson (eds.) Observations on the Feeling of the Beautiful and Other Writings. Cambridge: Cambridge University Press, 2011.

——(1781/1787) Kritik der reinen Vernunft [Critique of Pure Reason]. Ak III and IV, 5–252. P. Guyer and A. W. Wood (eds. and trans.) Cambridge: Cambridge University Press, 1998.

——(1785) Grundlegung zur Metaphysik der Sitte [Groundwork of the Metaphysics of Morals]. Ak IV, 387–463. M. Gregor and J. Timmermann (trans.). Cambridge: Cambridge University Press, 2012.

——(1788) Critik der praktischen Vernunft [Critique of Practical Reason]. Ak V, 167–485. M. Gregor (trans. and ed). Cambridge: Cambridge University Press, 1997.

——(1790) Critik der Urtheilskraft [Critique of the Power of Judgment]. Ak V, 167–485. P. Guyer and E. Matthews (eds. and trans.). Cambridge: Cambridge University Press, 2000.

——(1793) Die Religion innerhalb der Grenzen der bloßen Vernunft [Religion within the Boundaries of Mere Reason]. Ak VI, 3–202. In A. W. Wood and G. di Giovanni (eds. and trans.) Religion and Rational Theology. Cambridge: Cambridge University Press, 2001.

——(1797) Metaphysik der Sitten [The Metaphysics of Morals]. Ak VI, 205–493. M. Gregor (trans. and ed.). Cambridge: Cambridge University Press, 1997.

——(1798) Anthropologie in pragmatischer Hinsicht [Anthropology from a Pragmatic Point of View]. Ak VII, 119–333. R. B. Louden (trans. and ed.). Cambridge: Cambridge University Press, 2006.

——(1914) “Erste Einleitung in Die Kritik der Urteilskraft” [“First Introduction to the Critique of the Power of Judgment”]. Ak XX, 195–251. In P. Guyer and E. Matthews (eds. and trans.) Critique of the Power of Judgment. Cambridge: Cambridge University Press, 2000, 1–51.

Kraft, B., and Schönecker, D. (1999) Introduction (“Einleitung”) to Grundlegung zur Metaphysik der Sitten, by I. Kant. Hamburg: Felix Meiner.

Kuehn, M. (2010) “Kant’s Metaphysics of Morals: The History and Significance of its Deferral.” In Denis 2010a, 9–27.

Louden, R. (2000) Kant’s Impure Ethics: From Rational Beings to Human Beings. New York: Oxford University Press.

——(2011) Kant’s Human Being: Essays on His Theory of Human Nature. New York: Oxford University Press.

Ludwig, B. (1990) Introduction (“Einleitung”) to Metaphysische Anfangsgrönde der Tugendlehre, by I. Kant. Hamburg: Felix Meiner.

——(1998) Introduction (“Einleitung”) to Metaphysische Anfangsgrönde der Rechtslehre, by I. Kant. Hamburg: Felix Meiner.

Mandeville, B. (1714) The Fable of the Bees: Or, Private Vices, Publick Benefits. 2 v. F. B. Kaye (ed.). Oxford: Oxford University Press, 1924.

Mill, J. S. (1989) “On Liberty.” In On Liberty and Other Writings. S. Collini (ed.). Cambridge: Cambridge University Press.

Neuhouser, F. (1990) Fichtes Theory of Subjectivity’. New York: Cambridge University Press.

Newmark, C. (2008) Passion–Affekt–Geföhl: Philosophische Theorien der Emotionen zwischen Aristoteles und Kant. Hamburg: Felix Meiner.

O’Neill, O. (2003) “Autonomy: The Emperor’s New Clothes.” Proceedings of the Aristotelian Society 77: 1–21.

Pippin, R. (2008) Hegel’s Practical Philosophy. New York: Cambridge University Press.

Rawls, J. (2000) Lectures on the History of Moral Philosophy. B. Herman (ed.). Cambridge, MA: Harvard University Press.

Reath, A. (2006) Agency and Autonomy in Kant’s Moral Theory: Selected Essays. New York: Oxford University Press.

Reath, A., and Timmermann, J. (ed.) (2010) Kant’s “Critique of Practical Reason”: A Critical Guide. Cambridge: Cambridge University Press.

Schneewind, J. B. (1998) The Invention of Autonomy: A History of Modern Moral Philosophy. Cambridge: Cambridge University Press.

——(ed.) (2003) Moral Philosophy from Montaigne to Kant. Cambridge: Cambridge University Press.

——(2004) “Kant on the Will.” In T. Pink and M. W. F. Stone (eds.) The Will and Human Action: From Antiquity to the Present Day. New York: Routledge.

——(2009) “Kant Against the ‘Spurious Principles of Morality’.” In Timmermann 2009, 140–158.

——(2010) Essays on the History of Moral Philosophy. New York: Oxford University Press.

Schopenhauer, A. (1841) “Prize Essay on the Basis of Morals.” In The Two Fundamental Problems of Ethics. Christopher Janaway (trans. and ed.). Cambridge: Cambridge University Press, 2009.

Seneca (1995) Moral and Political Essays. Cambridge: Cambridge University Press.

Sensen, O. (ed.) (2013) Kant on Moral Autonomy. Cambridge: Cambridge University Press.

Smith, A. (1982) The Theory of Moral Sentiments. Indianapolis: Liberty Fund.

Stern, R. (2011) Understanding Moral Obligation: Kant, Hegel, Kierkegaard. Cambridge: Cambridge University Press.

Taylor, G. (2006) Deadly Vices. New York: Oxford University Press.

Timmermann, J. (2006) “Kantian Duties to Self, Explained and Defended.” Philosophy 81 (3): 505–530.

Timmermann, J. (2007) Kant’s “Groundwork of the Metaphysics of Morals”: A Commentary. Cambridge: Cambridge University Press.

Timmermann, J. (ed.) (2009) Kant’s “Groundwork of the Metaphysics Morals”: A Critical Guide. Cambridge: Cambridge University Press.

Watkins, E. (2005) Kant and the Metaphysics of Causality. Cambridge: Cambridge University Press.

Wiggins, D. (2006) Ethics: Twelve Lectures on the Philosophy of Morality. Cambridge: Harvard University Press.

Wilson, E. E. (2013) “Kant on Autonomy and the Value of Persons.” Kantian Review 18 (2).

Wolf, S. (1982) “Moral Saints.” Journal of Philosophy 79 (8): 419–439.

Wood, A. (1990) Hegel’s Ethical Thought. New York: Cambridge University Press.

——(1999) Kant’s Ethical Thought. Cambridge: Cambridge University Press

——(2005) “Kant’s History of Ethics.” Studies in the History of Ethics [Internet resource] <htt­p:/­/ww­w.h­ist­ory­ofe­thi­cs.­org>.

——(2008) Kantian Ethics. Cambridge: Cambridge University Press.

Wuerth, J. (2011) “Moving Beyond Kant’s Account of Agency in the Grounding.” In Jost and Wuerth 2011, 147–163.

——(2013) “Sense and Sensibility in Kant’s Practical Agent: Against the Intellectualism of Korsgaard and Sidgwick.” European Journal of Philosophy 21 (1): 1–36.

Zöller, G. (1998) Fichtes Transcendental Philosophy: The Original Duplicity of Intelligence and Will’. Cambridge: Cambridge University Press.



Further reading



S. Darwall, “The Foundations of Morality: Virtue, Law, and Obligation,” in D. Rutherford (ed.) The Cambridge Companion to Early Modern Philosophy (Cambridge: Cambridge University Press, 2006), 221–249; S. James, “The Passions and the Good Life,” in D. Rutherford (ed.) The Cambridge Companion to Early Modern Philosophy (Cambridge: Cambridge University Press, 2006), 198–220; I. Kant, Lectures on Ethics, trans. and ed. Peter Heath (Cambridge: Cambridge University Press, 1997); M. Kuehn, Kant: A Biography (Cambridge: Cambridge University Press, 2002); T. Nagel, The Possibility of Altruism (Princeton: Princeton University Press, 1970); J. B. Schneewind, “Toward Enlightenment: Kant and the Sources of Darkness,” in D. Rutherford (ed.) The Cambridge Companion to Early Modern Philosophy (Cambridge: Cambridge University Press, 2006), 328–352; J. Timmermann, Kant’s “Groundwork of the Metaphysics of Morals”: A Commentary (Cambridge: Cambridge University Press, 2007); J. Uleman, An Introduction to Kant’s Moral Philosophy (Cambridge: Cambridge University Press, 2010); A. Wood, Kant (Malden, MA: Wiley-Blackwell, 2004).


20

UTILITY AND RELIGION

James E. Crimmins

 

The classical form of utilitarian theory encompasses two primary elements: (1) the rightness or wrongness of an action is determined by the goodness or badness of its consequences; (2) the only thing that is good in itself is pleasure and the only thing bad in itself is pain, and happiness is the net aggregate of pleasures over pains. Based on these elements, the doctrine is then expressed in the form of the greatest happiness principle: the rightness of an action is determined by its contribution to the happiness of everyone affected by it. Jeremy Bentham, the utilitarian legal philosopher and political radical, presented the doctrine in its most well-known form in the late eighteenth century. In A Fragment on Government (1776) he declared “the greatest happiness of the greatest number” to be “a fundamental axiom” of his philosophy, “the measure of right and wrong,” that “utility was the test and measure of all virtue,” and “the obligation to minister to general happiness, was an obligation paramount to and inclusive of every other” (Bentham 1977: 393, 440–41n). In the famous opening of the Introduction to the Principles of Morals and legislation (1789) he announced that mankind’s “two sovereign masters” are pleasure and pain, a fact recognized by the “principle of utility” properly understood, “the object of which is to rear the fabric of felicity by the hands of reason and law” (Bentham 1789: 11). Pleasures and pains were the “real entities” (Bentham v.d.-b: UC clix. 267) – to which all human activity and social constructs could be reduced and thereby explained. They were both the final cause of action, and the efficient cause and means to happiness. A person ought to approve of an action or law (attach to it the “sentiment of approbation”) to the degree to which the happiness of all the individuals affected by it, including the agent’s own happiness, is likely to be advanced. For Bentham, the relationship between happiness and pleasure and pain is straightforward. Pleasure contributes to happiness, while pain detracts from it (Bentham 1789: 12), and since each person’s happiness is constituted of these elements (the net aggregate balance of pleasures over pains) this is “the sole end which the legislator ought to have in view: the sole standard in conformity to which each individual ought, as far as depends upon the legislator, to be made to fashion his behaviour” (ibid.: 34).

Bentham was fully cognizant that the fundamental principles of his utilitarianism had their genesis in the thought of a broad range of philosophers and moralists, and that certain of his ideas had been expressed in more or less similar form in the writings of a group of Anglican divines centered on the University of Cambridge. These have been identified as religious or “theological utilitarians” (Albee 1957), among whose number was arguably the most eminent theologian and moralist of the day, William Paley. Familiar with the writings of several of his religious counterparts, there were occasions when, for tactical purposes, Bentham allied himself with these moralists in a unified front against the critics of the utility principle. However, the inspiration and influences shaping his thought were drawn from a far more eclectic array of sources – from the natural philosophy of Bacon and Newton, the secular social ideas of Hume, and the progressive anticlerical and, in some cases, atheistic disquisitions of the Continental philosophes. Repelled by what he perceived as the ascetic and complacent implications of the association of religion with utility, Bentham drew substantially upon the rationalist strand of the Enlightenment, promoted a secularized form of the utility principle, and launched a far-reaching onslaught on its religious affiliation.

This chapter examines the complementary and contradictory relations between utilitarian and religious ideas in eighteenth-century thought leading up to Bentham’s canonical statement of secular utilitarianism. The following section contextualizes and delineates the moral thought of the religious utilitarians. The next contrasts the contemporaneous theories of Paley and Bentham. Then the influences are surveyed that shaped Bentham’s secular version of the theory, and the fourth section, “Breaking the link,” explains Bentham’s concerted attempt to dissociate utilitarian ideas from religious considerations. The concluding section demonstrates, by reference to the work of John Austin and J. S. Mill, that religious considerations in the utilitarian tradition did not end with Bentham, though it is equally clear that utilitarian theory after Bentham became primarily secular, and it was this form of the doctrine that achieved pre-eminence in ethical discourse thereafter. Throughout the chapter the points of similarity between the religious and secular variants of utilitarian theory will be apparent, and this is most obviously the case when we note the considerable influence of Lockeian sensationalism and associationist psychology on both forms of the theory.

Bridging the religious and the secular

The most notable eighteenth-century religious utilitarians are John Gay, John Brown, Soame Jenyns, Edmund Law, Abraham Tucker and William Paley, each of whom contributed elements to the general theory (see Crimmins 1998: pt. 1). The personal and ideational connections between these moralists make it plausible to describe them as constituting a distinct school of moral thought.1 Brown, Law and Paley knew Gay’s work well and recommended it. Paley learnt from both Law and Tucker, made a special point of acknowledging the work of the latter, and to the first dedicated his immensely popular Principles of Moral and Political Philosophy (1785). Paley also contributed “Observations on the Character and Example of Christ” and an “Appendix on the Morality of the Gospel” to a new edition of Law’s Reflections of the Life and Character of Christ (1745), and authored a memoir of Law, in which he underscored Gay’s importance (Meadley 1810: 356). Gay, Brown, Law and Paley were each ordained Anglican clergy. Like Brown, Jenyns was a political supporter of the Earl of Hardwicke, head of the influential Yorke family connected to both Cambridge and the Newcastle interest. The ethical emphasis of Jenyns’s A View of the Internal Evidence of the Christian Religion (1776) prompted Paley to announce he would willingly transcribe its remarks on the morality of the gospel into his own View of the Evidences of Christianity (1794), since he was in perfect accord with Jenyns on the matter (Rompkey 1984: 144). All were Cambridge men, except Tucker, a lawyer educated at Merton College, Oxford. Gay, Brown, Jenyns and Law were near contemporaries, and among their colleagues at Cambridge could be counted a number of other notable and similarly inclined philosophers, theologians and moderate church reformers, such as David Hartley, Daniel Waterland, John Jortin, John Taylor, Francis Blackburne, Richard Watson, John Jebb and John Law, the son of Edmund Law (Venn and Venn 1922–54: II, 160). Many of these men shared utilitarian sentiments and paid due regard to the union of reason with revelation to fathom the rules of life that enjoined happiness as its ultimate goal. Nearly all signed Blackburne’s 1771 petition to relax the terms of subscription to the Thirty-Nine Articles, an initiative that failed in Parliament but underscored the reformist inclinations abroad at Cambridge during the second half of the century.2

It was from Locke’s Essay concerning Human Understanding (1689) that the religious utilitarians learnt that considerations of pleasure and pain provide men with the impulse to action, and that the motives supplied by “infinite” happiness constitute the primary part of the “greater good” properly understood (Locke 1689/1690: 1.21.38, 1.21.72).3 All the members of the school consistently adhered to this hedonist psychology, and defined right conduct in terms of the resulting benefits which accrue to society. Necessarily, therefore, they were concerned with the problem of moral choice and with the best means to ensure the end of happiness. Moreover, they recognized the potential for conflict between interests in social and political life. It is the religious solution they offered to this conflict which distinguishes them. Through religion a harmonization of interests could be brought about which is neither “natural” in the sense of an “unintended consequence” or “by-product” of individuals pursuing their own personal advantage, nor “artificial,” by which is meant the result of legislation ordering the actions of primarily self-interested individuals. The “religious principle” convinced them they had bridged the gap between self-interest and social interest, thereby providing a potent solution to a pivotal problem of eighteenth-century ethics. In sum, the general happiness is the criterion of virtue, the agent’s own greatest happiness is the motive to the pursuit of virtue, and futurity provides the connecting link between the two. There are two elements to the role of futurity in the account: on the one hand, individuals must consider their own happiness in this life and in the life to come and act accordingly, and on the other hand there is an accounting by God, with the rewards and penalties of the afterlife computed in proportion to the contribution each person has made to fulfilling the divine benevolent will and adding to the greatest happiness of others.

There were earlier intimations of this approach to morality, notably in the writings of Richard Cumberland (1672), George Berkeley (1713) and Joseph Butler (1726/1729, 1736). Other moralists throughout the century, including Hartley, Waterland and Watson, offered renditions of the basic characteristics of the religious version of utilitarian morality, though the general tendency was to couple considerations based on utility with principles drawn from other theories (e.g. Hartley 1749: II, 309; Waterland 1776: I, 31–32; Watson 1791: I, x; see also Rutherforth 1744; E. Bentham 1745; Long 1747; J. Tucker 1749).4 Writing outside the mainstream religious strand of utilitarian thought and almost seventy years apart, the contributions of Francis Hutcheson and William Godwin are worthy of particular note, though Bentham appears to have had only a passing familiarity with their work.

In An Inquiry into the Original of Our Ideas of Beauty and Virtue (1725) Hutcheson was the first to cast the objective of morality in terms which later became the slogan of utilitarian theory: “that Action is best, which accomplishes the greatest Happiness for the greatest Numbers; and that, worst, which in like manner, occasions Misery” (Hutcheson 1725: 125). Nor did Hutcheson exclude actions motivated by “self-love,” which may be perfectly consistent with “the Good of the Whole” and, indeed, “the Want of such Self-Love would be universally pernicious” (ibid.: 122). In addition, Hutcheson speculated about the appropriateness of “applying mathematical Calculation to moral Subjects.” Though this “will appear perhaps at first extravagant and wild” he thought it possible to “shew the Conveniency of this Attempt” in particular instances.5 Other language suggestive of the quantitative tendencies in his ethics include the possibility of assessing happiness in terms of “addition” and “diminution,” and that what matters in calculating the virtue of an action is the degree of happiness and “the Number of Persons to whom the Happiness shall extend” (ibid.: 123, 125). By indicating that quantities of happiness matter in making moral claims, Hutcheson set the agenda for later utilitarian moralists, but he also believed that the disinterested motive of benevolence was the foundation of morals, and suggested the limitations of the aggregative approach when he postulated “the moral Importance of Characters, or Dignity of Persons may compensate numbers; as may also the Degree of Happiness or Misery” (ibid.: 125).

In An Enquiry Concerning Political Justice Godwin also stipulated that virtue was located in “universal benevolence,” in seeking the pleasures of others (Godwin 1793: I, 87, 106), and like Hutcheson he ought not to be considered an outright con-sequentialist, believing that a man’s “disposition” was a surer guide to virtue than his actions (ibid.: 122). On the other hand, in a similar vein to Bentham he depicted society as an aggregate of individuals and subscribed to the view that justice, properly understood, was “coincident with utility” (ibid.: 90, 121). The gulf between Godwin and Bentham widened considerably in their reflections on the purpose of law. For Godwin, reputedly the first philosophical anarchist, law was only a temporary aid to virtue. In the belief that men are not perfect but are perfectible (ibid.: 118), Godwin argued that moral instruction was the principal way to bridge the conflict between egoism and benevolence. Once individuals properly understand their duty to act in the public interest, then the sanctions of law become redundant. The optimism implicit in this idea led Godwin to envisage a time when societies might be able to function entirely on the principle of cooperation without the need for law to produce the greatest happiness.

Traces of Godwin’s view of man’s perfectibility and the role of education in nurturing the moral sentiments can be seen in the writings of the religious utilitarians, but their faith in the powers of the established church to accomplish this objective would have been anathema. For Bentham, Godwin’s layering of perfectionism over utilitarian considerations and Hutcheson’s mixture of utilitarian ideas with a moral sense account of virtue were obfuscations of the correct grounding for morality and law. Nevertheless, Hutcheson, Godwin and the other theologians and moralists mentioned above, all contributed to the general intellectual context in which the hedonic view of utility developed and gained currency as the focal point of a moral theory that bridged traditional religious convictions and the humanist ideas of the enlightenment.

This was nowhere more apparent than in John Gay’s path-breaking “Preliminary Dissertation: Concerning the Fundamental Principle of Virtue or Morality,” published by Edmund Law as a preface to his immensely popular translation of William King’s Essay on the Origin of Evil (1731). Both Brown and Law paid close attention to the “Preliminary Dissertation,” and so did Hume, who was edified by it (Mossner 1954: 80). Gay’s impact on the development of utilitarian ideas has long been recognized by historians of political thought, not the least because he contributed one of the key ideas to the theory, usually attributed to Hartley – the association of ideas.6 Hartley was acquainted with Gay at Cambridge, and tells us that Gay inspired him to examine “the power of Association” and “the Possibility of deducing all our intellectual Pleasures and Pains from Association” (Hartley 1749: I, x). Though it was Hartley’s more sophisticated and generalized version of the theory that came into philosophical currency in the second half of the eighteenth century, both Law and Tucker traced its origins to Gay (and before him to Locke).7

Gay set out to discuss the two issues which divide moralists: (1) the “Criterion of Virtue, viz. what it is which denominates any Action virtuous,” and (2) “the Principle or Motive by which Men are induced to pursue Virtue” (J. Gay 1731: xi). He begins by postulating the essential benevolence of God who, by his very nature, wills the happiness of his creatures. Men must understand his will in order to know what is morally required of them. Gay did not explain how we can know the will of God, settling for the tautology that God’s benevolent will is manifest in his design for the general “good of mankind,” thus pursuing this end is the will of God. From this starting point he defined virtue as “the Conformity to a Rule of Life, directing the Actions of all rational Creatures with respect to each other’s Happiness; to which Conformity every one in all Cases is obliged: and every one that does so conform, is or ought to be approved of, esteemed and loved for so doing” (ibid.: xvii). The ideas of “approbation” and “choice” are critical elements of this proposition (ibid.: xiii). Gay held that approbation and all other affections are ultimately resolvable into either reason pointing out where happiness lies, or are the consequence of habit based on the association of ideas (ibid.: xiv). The issue to be resolved by moral theory is the apparent tension between the self-interested motive – “the necessity of doing or omitting an Action in order to be happy” – and the benevolent objective of morality (ibid.: xviii). An action is said to be right if it contributes to the happiness of others, while it is obligatory only if it contributes to the happiness of the agent. The right action and the action which is obligatory coincide only through the religious sanction, the hopes and fears attendant on the afterlife. In the process of elaborating this thesis Gay anticipated two of the contributions to the development of utilitarian moral theory most closely associated with Bentham: (1) a statement of the four sanctions of morality (natural, virtuous, civil and religious), and (2) a view of happiness as the sum of pleasures, between which only quantitative distinctions may be made.

John Brown has a more substantial presence in eighteenth-century moral and political thought, largely as a result of his connection with the Warburton circle and the popular success of his overwrought panegyric on the degeneracy of the age, An Estimate of the Manners and Principles of the Times (two volumes, 1757–58). Impressed by Brown’s poem An Essay on Satire Occasion’d by the Death of Mr Pope (1745), the distinguished Bishop of Gloucester, suggested he turn his hand to a critique of Shaftesbury. The result, Essays on the Characteristics of the Earl of Shaftesbury (1751), contained a disquisition “On the Motives to Virtue, and the Necessity of Religious Principle,” which received high praise from J. S. Mill,8 and which Albee declared “in some respects the best statement of the Utilitarian doctrine, from the distinctly theological point of view” (Albee 1957: 90). The tenor of Brown’s remarks in this essay and choice of terminology, together with his own instruction to the reader to consult Gay’s dissertation, establishes the connection between their respective theories. Essentially, Brown follows Gay in delineating the various alternative definitions of virtue and the fact that these stop short of grounding virtue in general happiness, before explaining that moral obligation is founded on motives supplied by the objective of personal happiness. Despite their failure to correctly define virtue, Brown held that in the writings of previous moralists (he has in mind the “moral sense” theorists, Shaftesbury and Hutcheson, and the adherents of “right reason,” Samuel Clarke and William Wollaston) there were some indicators of its true nature, but that they were largely obscured from view by a “cloud of metaphysics.” Like Bentham many years later, Brown believed that as soon as moralists come to particulars they have no option but to have recourse to the standard of utility; they are inevitably forced to introduce the notion of happiness as integral to the characterization of virtuous actions (J. Brown 1751: 129–32). We cannot characterize an action without relating it to some external standard, and it is the tendency of an action to produce happiness or misery, good or evil, which is the substance of this standard. Actions are classified as immoral when they afflict mankind, and considered virtuous when they facilitate the happiness of mankind. By this manner of reasoning Brown was led to define virtue as “the Conformity of our Affections with the ‘public Good’: Or ‘the voluntary Production of the greatest Happiness’” (ibid.: 136–37).9

The idea of obligation Brown thought was as much confounded by the moralists as the idea of virtue itself. Against “sentimentalists” like Shaftesbury and Hutcheson, and “intellectualists” like Clarke and Wollaston, he argued the only motive which can oblige us to practice virtue “must be the Feeling immediate, or the Prospect of future private Happiness” (J. Brown 1751: 159). This language is strikingly similar to Bentham’s later formulation, as is Brown’s reduction of all motives to self-interest: “no Motive is disinterested: For even in acting according to … Impulses of Benevolence and Conscience, we gratify an Inclination, and act upon the Principle or immediate Feeling of private Happiness” (ibid.: 161). But how can men who are motivated to act solely by considerations of their own well-being be expected to pursue public or general happiness if it is the great object of virtue? Following Gay, Brown believed the solution to the problem of reconciling apparently conflicting personal and public interests lay in the Christian belief in the afterlife with its accompanying hopes and fears. This alone, however, does not capture what he meant by the “religious principle,” which has two branches. The first branch is “fear,” specifically the fear of divine punishment, the passion which all men have the capacity to feel and which constitutes the lowest base from which all rational men could begin to live the life of virtue (ibid.: 21). The second branch of the religious principle is “the Hope and Prospect of higher Degrees of future Happiness and Perfection” (ibid.: 215). Working from the proposition that “Man is never so sincerely or heartily benevolent, as when he is truly happy in himself,” Brown argues that this involves “the high Consciousness of his being numbered among the Children of GOD, and that his Lot is among the Saints; that he is destined to an endless Progression of Happiness, and to rise from high to higher Degrees of Perfection,” inspiring “him with that Tranquillity and Joy, which will naturally diffuse itself in Acts of sincere Benevolence to all his Fellow-Creatures” (ibid.: 221). Once in this state of “high Consciousness” progress toward perfection is possible through acts of benevolence towards others. Neither personal happiness nor perfection on this view can be said to be the primary goal for the true Christian, but each is essential for the possibility of the other. As Brown put it in the third of his essays on Shaftesbury, “On Revealed Religion and Christianity,” “the whole Weight and Energy of the Gospel is employed in inforcing [sic] the Idea of moral Perfection, of our nobler SELF, of Self-Interest in the higher Sense, of the Necessity of extirpating every meaner Passion, and cherishing the great one of unbounded Love, as the necessary and only Discipline that can qualify us for future Happiness” (ibid.: 329). However, since most men in their present condition of life are incapable of “unbounded Love” and some are inclined to unsocial activities, the Gospel must be disseminated and taught by a professional clergy supported and protected by the state, a position highlighted most famously in Warburton’s Alliance between Church and State (1736).10

Building on the foundations laid by Gay and Brown, further elements were added to the theory by Jenyns, Law, Tucker and Paley. Much of Jenyns’s A Free Inquiry into the Nature and Origin of Evil (1757) is devoted to the attempt to show that “natural” evils are not real evils but rather the necessary inconveniences of God’s benevolent order, which is described in hierarchical terms as a “vast Chain, descending by insensible degrees from infinite perfection to absolute nothing” (Jenyns 1757: 65). In other words, evil must serve a greater good, a proposition to which Johnson voiced serious objections (Johnson 1757: VI, 47–76). The optimism implicit in this theory had been given prominence in King’s Essay on the Origin of Evil and, as Jenyns’s biographer has written, the Inquiry was “one of numerous English theodicies adopting the notion that in spite of the presence of evil, this is indeed the best of all possible worlds” (Rompkey 1984: 135).11 However, such theological speculation was bound to be a suspect part of the “rational system of Ethics” Jenyns purported to author (Jenyns 1757: 2). In appearance his moral theory is consequentialist, and expounded in similar terms to Gay and Brown: actions should be judged virtuous or vicious, good or evil, based on their effects (ibid.: 85). Further, the individual’s motivation to pursue virtue is located in the prospect of his own personal happiness – “the only real thing of value in existence” – and everything else gains importance “as they contribute to its production.” Riches, power, wisdom, learning, strength, beauty, virtue, religion, “even life itself is “desirable only as they tend to promote it” (ibid.: 46). Thus, assuming God’s benevolent will, “pain abstractly considered must have its uses” and “those uses must be of the highest importance, tho’ we have no faculties to conceive them” (ibid.: 62). Moreover, it is only reasonable to assume the existence of a future life (the doctrine of “transmigration”), and the proportionate adjustment of happiness commensurate with the past actions of men, the misery and happiness they have experienced in their temporal existence, and their contributions to virtue (ibid.: 74–75). Accordingly, Jenyns viewed the present life as “the probation of Mankind,” in which men are afforded an opportunity to demonstrate their goodness in preparation for the life to come. In this respect the present life is a “test of our obedience to God’s will” (ibid.: 88–89).

There are two elements of Jenyns’s theory which subvert its professed con-sequentialism. First, there is a disconcerting recourse to the dictates of “fate” as the basis for uncomplaining acceptance of one’s lot in life in the expectation of future reward, a complacency Bentham also located in Paley and one of his main complaints about the union between religion and utility in morality. Second, Jenyns held that while morality and religion aim at the same objective – the enhancement of public happiness, from which the individual’s personal happiness is derived as a consequence – merit depends on faith in God and his benevolent will. Moral action without faith is “but wisdom, prudence, or good ceconomy,” but does not merit God’s reward (ibid.: 90–91; see also 54–160), a position similarly expounded by Law.

Law conducted a close study of Locke, Gay and Hartley, from which he concluded that the principle of association is a “universal Law of our Nature” that had no less “extent and influence in the intellectual World, than that of Gravity … in the Natural” (Spadafora 1990: 244). His commitment to Lockean sensationalism is evident in the two essays he added to the 1758 edition of his translation of King: “On Morality and Religion” and “The Nature and Obligation of Man, as a sensible and rational Being.” Law was clear that the attainment of happiness and the avoidance of misery is the natural and reasonable end of “a Sensible Being” (Law 1758: xliii), and further that the happiness of a person is constituted of the net aggregate of the pleasures and pains experienced, and made this reckoning a more transparent element of his theory than did Gay, Brown, Jenyns or Tucker (xl). His definition of virtue as “[t]he doing Good to Mankind, in Obedience to the Will of God, and for the Sake of everlasting Happiness” (lii), was borrowed verbatim by Paley. However, of all the religious utilitarians, Law presents us with the most rigid statement of the implicit relationship between religion and morality, and came very near to denying the consequential character of utilitarian ethics completely. In similar vein to Jenyns, he stipulated that actions “done for Profit, Honour, or out of mere Humour, nay out of the most disinterested Benevolence itself,” but which lack due regard for God’s will, “cannot be reckoned strictly Virtuous, nor properly claim a Place in Morals or Religion” (li).12 It is faith in Christ and obedience to his teachings that makes an action good in the sight of God. Thus, benevolence divorced from religious considerations will not bring the reward of God’s grace and, therefore, not affect a person’s prospects in the next life. Though Tucker shared Law’s belief in the power of faith to assist in moral development, he unambiguously rejected the view that benevolence without faith cannot be considered virtuous.

In the voluminous The Light of Nature Pursued (seven volumes, published 1768, 1778) Tucker argued that both reason and revelation direct us to the pursuit of happiness, and the good of the individual is best pursued through actions designed to enhance the general good, and insofar as he contributes to that goal he can expect commensurate rewards in the afterlife. In the commercial language of the day, heaven is that “universal bank, wherein accounts are regularly kept, and every man debited or credited for the least farthing he takes out or brings in” (A. Tucker 1768–78: I, 621). However, much like Brown, Tucker sought to shift the focus from self-interested motivation to the practical importance of faith in the doctrines of Christianity, which can be counted on to awaken in men the disposition to disregard personal advantage in favor of the “greater general good” (ibid.: 268). Aided by the belief in the immortality of the soul and the knowledge that it is God’s will that we pursue the happiness of others, in time this happiness will itself become as much an object of our desire as our own happiness. God’s commands “terminate in two principal aims: to bring us into a hearty desire of one another’s happiness equally with our own, and to inspire us with such just sentiments of himself as conduce most to our happiness” (ibid.: 669).

Though he acknowledged Hartley’s formulation of the theory of association, Tucker says he first learnt of it from Locke (A. Tucker 1768–78: 95), of whom he wrote “I am so averse to differing from Mr. Locke, that whenever I cannot bring my notions to tally with his, I hunt about for all expedients to reconcile them, so that I may hold my own consistently with those he entertains” (ibid.: 51).13 It is in Tucker’s account of “human nature” that Locke’s impact is most evident, particularly his discussions of (1) the division of the faculties into thought and will, (2) the passivity of the mind and the construction of belief based on external impressions and internal reflection on such impressions, and (3) the composition of motives and the nature of their relationship to action. Arguably, Tucker’s main contribution to the development of utilitarian theory lies in the prominence he gave to the Humean notion that there are good utilitarian reasons for guiding action by general rules, rather than each action being dependent on a calculation of its likely consequences. Moral decisions by and large best proceed via an adherence to general rules, thus avoiding the risk of miscalculation. This is more than a refinement of the position taken by Gay and Brown, since Tucker introduces the notion as an explicit aid to virtue (not merely an implied description of the habitual nature of actions which tend to produce happiness or good). As Tucker explained,


the necessity of rules and principles for our direction gives rise to a new species of prudence, which could not have had Being, were we capable of taking all our measures upon a full knowledge of their expedience: for it is not enough to consider the usefulness of an action, but we must likewise take into account how far it may either confirm or weaken the influence of some wholesome rule; because more good or harm may be done that way than by any direct consequences of the things we do.

(A. Tucker 1768–78: I, 667)



In the main, Tucker has the rules of religion in mind (ibid.: II, 589–90), but what he says is equally applicable to the rules of rectitude, honor and prudence. None are good in themselves, rather “they are measures tending to a good beyond, they are expedients to make up for our short-sightedness, and supply the place of reason” (ibid.: II, 591). It is not that the adherence to rules always supersedes the use of private judgement, since there are times when rules and principles conflict, forcing us to decide in favor of one or the other. Moreover, it is frequently necessary to judge the best manner in which to apply rules in particular situations. In both instances judgement is based on a first-order utilitarian calculation. In general, however, when rules have grown familiar and the practice of them spontaneous they foster habitual ways of acting not requiring further reflection. Just as “those who speak correctly never deviate from the rules of grammar, yet never are guided by them nor once think of them,” so it is with religion, morality and prudence, where we first submit to rules but in due time the mind is brought to a habitual adherence to their edicts (ibid.: 592).

Paley and Bentham

Tucker’s influence is evident in Paley’s Principles of Moral and Political Philosophy (1785), the popularity of which gained a currency for Paley’s ideas far beyond that available to Tucker, particularly among the successive generations of Cambridge students for whom his works were standard textbooks.14 The Principles was based on the lectures on ethics Paley gave at Cambridge (Meadley 1810: 79; LeMahieu 1976: 10), and proved to be the most popular and enduring of his works, later pronounced an “immortal book” by John Maynard Keynes (1961: 108n). It was very nearly contemporaneous in production with Bentham’s far less popular Introduction to the Principles of Morals and Legislation, the content of the two books being based on ideas formed in the late 1760s and early 1770s, and brought to fruition in the 1780s. William Whewell, who thought the quantitative character of utilitarian ethics fundamentally misconceived, believed the systems of Paley and Bentham to be in principle the same (Parekh ed., Whewell 1752: 41). However, in more recent discussions of the history of utilitarian thought they are compared usually to stress the distinctions between them (Schofield 1987 and Crimmins 1989). At the heart of Bentham’s Introduction is a path-breaking examination of the motivation behind human action and the relationship between this and legislation. By contrast, Paley’s Principles is a synthesis of competing moral theories, with their essential elements related to, or transformed into, considerations of utility, an approach which betrays its origins in his university lectures.

The Principles is a far more extensive work than those of Gay, Brown, Jenyns or Law, and it is much better focused than Tucker’s rambling and repetitious volumes. However, Paley owned he had drawn upon many different sources for the Cambridge lectures upon which the book is based, and he particularly acknowledged a debt to Tucker (Paley 1825: II, 10). The influence of Law is evident in the definition of virtue Paley borrowed word for word from his patron – “the doing good to mankind, in obedience to the will of God, and for the sake of everlasting happiness” (ibid.: 38) – which contains the matter or content, the criterion or rule, and the ultimate end of virtuous action. But this does not mean that each virtuous action involves the consciousness that it is to be performed for any one of these considerations. Following Tucker, Paley pointed out that men deliberate on few occasions, and act more from habit than reflection (ibid.: 39). A man confirmed in good habits will act in a virtuous manner without any further consideration, “without having either the good of mankind, the will of God, or everlasting happiness in his thought” (ibid.: 41). Since it is a man’s disposition which invariably determines his conduct, the early inculcation of the precepts of religion will ensure good habits in later life. In this manner Paley treats the rules of utilitarian duty as a code of divine law, adequately supported by religious sanctions. However, in doing so, he did not lose sight of the significance of individual autonomy, without which moral choices are rendered nugatory. The fear of hell and hope of heaven will no doubt influence us to “be good,” as Paley says, but there is no necessary relationship between these sanctions and the actions of individuals. We are placed in this world to prove our worth in the sight of God, but this would be meaningless without moral agency (see Sermons, in Paley 1825: IV, 199–210, 248–58, 329–40). Although Paley acknowledged that the belief in an afterlife was strictly a matter of faith, it provided his ethics with a powerful moral sanction readily apprehended by his students and readers, and which clearly distinguished his theory from Bentham’s secular variant of the doctrine.15 There are two other differences between the theories of Paley and Bentham worth noting.

If it was true that Paley based happiness on maximizing pleasure and minimizing pain, with pleasures differing only in terms of their duration and intensity, he was also prepared to distinguish pleasures which contributed to happiness and those which, through repetition and habit, did not ultimately contribute to a person’s happiness. Implausible as it may seem, the “pleasures of sense” fell into this latter category according to Paley, including “the animal gratifications of eating, drinking, and that by which the species is continued” as well as “the more refined pleasures of music, painting, architecture, gardening, splendid shows, theatric exhibitions; and the pleasures, lastly, of active sports, as of hunting, shooting, fishing, etc.” (Paley 1825: II, 27). Pleasures that produce real happiness include the prudent development of habits, the maintenance of good health, the exercise of the social affections, and the exercise of one’s faculties in the service of the public (ibid.: 32–38). Bentham made no such a priori judgements about which pleasures contribute to a person’s happiness. He classified pleasures, including those of sense, as an essential preliminary to the calculation of the contributions of pleasures to a person’s happiness (Bentham 1789: 42–50). In Rosen’s account (which I have followed above; Rosen 2003, ch. 8) this means that Paley did not consistently adhere to an empirical understanding of what pleasures people actually feel. Furthermore, Paley ignored the fact that pleasures and pains may differ from time to time, place to place, and society to society (Bentham 1789: introd., lv). In taking this position Paley points us in the direction of J. S. Mill’s later refinement of utilitarian theory in which the “higher pleasures” of altruism, the cultivation of the higher feelings and the intellect, are intrinsically more desirable than other pleasures (Mill 1861: 211–13). For Bentham, calculations of utility must be strictly based on empirical evidence, and it cannot be predetermined which pleasures advance happiness and which do not. Bentham was so committed to this element of his theory that he acknowledged the efficacy of the pleasures of religion to those of the requisite faith (Bentham 1789: ch. 3), even though he was vehemently critical of their influence on the choices individuals make.

A further difference between Paley and Bentham is the very different political positions they derived from the general happiness principle. Liberal on the question of subscription to the Thirty-Nine Articles, and an opponent of the slave trade, Paley also took a keen interest in prison reform and the plight of the Irish Catholics. On the other side of the ledger, however, in sermons, pamphlets and the Principles, he vigorously supported established practices and institutions on the grounds of utility, including the rights of property and contract as then stipulated by law, the right of bishops to sit in the House of Lords, the need for oaths of allegiance, and the duty of submission to civil government, here invoking scripture to support arguments from utility (Paley 1825: II, bk. 2, pt. 1, and bk. 6). Stressing the importance of Christian principles to maintaining political stability in England, Paley declared the utility of the established church consists in its usefulness in inculcating those principles in the people, and in the support it gives to secular government. To this end Paley advocated, in their mutual interest, a strengthening of the ties between church and state (ibid.: 412). In “A Distinction of Orders in the Church, Defended upon Principles of Public Utility” (1783) he defended the English ecclesiastical establishment and particularly the role of the clergy (Paley 1825: IV, 283–94). And, in the pamphlet Reasons for Contentment (1792) he warned England’s laboring masses against revolutionary activities on the grounds that radical reform “is not only to venture out to sea in a storm, but to venture for nothing” (Paley 1825: I, 438).16 The only change to be desired is gradual change – the progressive improvement of our circumstances, which “may be looked forward to, and is practicable, by great numbers in a state of public order and quiet,” but “absolutely impossible in any other” (ibid.: 437). Paley, then, was no radical reformer. Like Burke, he held that political innovation brought with it many unforeseen evils. There was always room for improvement, but in general terms the existing institutions of government and established electoral arrangements provided all the security society required.

Inescapably, Paley’s writings came to the attention of Bentham. Initially, he affected indifference to the success of the Principles, and held back the Introduction, which had been printed almost in its entirety in 1780, until 1789 (Sprigge et al. ed., Bentham v.d.-a: III, 513–14). Nevertheless, subsequently he had several occasions to refer to the thought of his religious counterpart, at times to enlist him as an ally in the cause of utility but most often to attack aspects of his philosophy that on Bentham’s account of the principle should be swept away.17 In this respect, Paley was “a false brother,” an apologist for the status quo, a founder member (along with William Blackstone) of the “every-thing-as-it-should-be-school.”18 Bentham criticized Paley for his non-utilitarian defense of the death penalty in a collection of manuscripts of 1809 (Bentham v.d.-b: UC cvii. 193–277; see also Crimmins 1987), for his favorable remarks on England’s jury system in a further collection of manuscripts c.1791 and again in 1809 (Bentham v.d.-b: UC xxxv. 63–76, and 297–316), for his vindication of England’s episcopal hierarchy in manuscripts on the “Church” in 1812 (UC vi. 132–33), and for his equivocal position on subscriptions to articles of faith (relaxation of the terms, but not abolition) in Church-of-Englandism and Its Catechism Examined (Bentham 1818: 380). In An Analysis of the Influence of Natural Religion on the Temporal Happiness of Mankind (1822), Bentham confronted Paley’s argument from design in Natural Theology (1802), and in the polemical Not Paul, but Jesus (1823) he presented a trenchant criticism of Paley’s eulogistic version of the life and miracles of St. Paul in Horœ Paulinœ (1790).19 In these texts Bentham borrowed liberally from Hume’s empirical examination of the design argument and adopted the Scotsman’s skeptical stance on the scriptural testimony in support of miracles.

Despite these differences, in the literature on utilitarianism, Paley is occasionally cited as a precursor of Bentham, albeit one whose thinking barely approached the rigor and precision of the latter’s calculative and scientific doctrine (Stephen 1949: 165, 168, 190; Albee 1957: 190; Plamenatz 1958: 51; Baumgardt 1952: 314, 316). At times Bentham thought of “parson Paley” in these terms: as a moralist who had fathomed the fundamental motivating factors of human nature but had failed to associate pleasures and pains correctly with the quest for general happiness, and who had confused the analysis of human action by positing a religious dimension which, by the strict standards of utility, could not be justified (Bentham 1815–17: 328). Further, both Paley and Bentham reduced the criteria of morality employed by moralists in the past to the single standard of happiness, but Bentham’s more systematic presentation demanded that all vague non-utilitarian moral standards have to be abandoned since none allow of unequivocal application. By contrast, Paley allowed that all the very different criteria of morality could and should be employed. As David Baumgaudt has written, the latter was neither interested in, nor was he aware of, the fact that in ethics it is methodologically of crucial importance whether the fitness of things, or the conformity to reason or nature or the will of God, or public happiness is considered to be the standard of right and wrong. Paley simply declares himself to be satisfied with the uncritical, dogmatic assumption that, from whatever different principles they set out, moralists inevitably meet in their conclusions, and prescribe the same rules of duty (Baumgardt 1952: 352). In spite of all external similarities, this is a complete reversal of Bentham’s theory, both methodologically and with regard to material ethical teaching. In part, at least, this is a consequence of the very different sources that gave shape to the secular version of utilitarianism.

The genealogy of secular utilitarianism

Secular utilitarianism, as conceived by Bentham, had a number of distinctive features. First, it involved a claim to methodological precision and clarity connected with Bentham’s materialist metaphysics, nominalist ontology, and descriptive theory of language. Second, it stressed the central role of law in operationalizing the utility principle, and the continuity between this and his more general theoretical concerns. So, for example, Bentham’s penetrating and uncompromising critique of Blackstone’s theory of law and his own later detailed exposition of utilitarian constitutional law, were of a piece, each resting on the core constructs of utilitarian theory, shaped by his metaphysics, ontology and theory of language. Yet what appeared to be tightly integrated in Bentham’s main theoretical works was derived from disparate origins, bridging Bacon, Newton, Locke, Hume, Beccaria, Helvétius and other philosophes.

The philosophes were the acknowledged propagandists of the new “age of reason” and its discoveries in natural philosophy, and Bentham consciously identified with them in their endeavor through science to free the human psyche from the prison of superstition and metaphysical abstraction. Among the apostles of intellectual enlightenment to which the philosophes claimed to be the intellectual heirs were Bacon, Newton and Locke, and in many respects Bentham’s own debt to his English forebears is one that he acquired from his acquaintance with the writings of his near contemporaries on the other side of the Channel.20 “Newtonianism,” as many have observed, was the creation of Voltaire, who popularized the Englishman’s discoveries in his English Letters (1734) and Elements of the Newtonian Philosophy (1738), gaining for them a Continental audience they would not otherwise have reached. By the mid-century English empiricism had triumphed in France; given a distinctly French flavor, it became a systematic materialism ripe for a contest with the moral, political and theological foundations of the established order. Bentham found the forthright simplicity of this mode of thought refreshing and he eagerly petitioned to join the philosophes in the effort to introduce into moral science, to borrow a phrase from Peter Gay, the precision of “Newton’s Physics without Newton’s God” (P. Gay 1977: II, bk. 3, ch. 3, pt. 2, title).21 In an early essay on the death penalty Bentham expressed admiration for Voltaire’s heroic fight against the intolerance and tyranny of the French judicial system in “the melancholy affair” of the Huguenot Jean Calas (Bowring ed., Bentham 1838–43: I, 448), and around the same time paid tribute to the Frenchman by translating his satirical Le taureau blanc (The White Bull) into English.22 In November 1776 he drafted a letter to the great man to accompany a copy of “Theory of Punishments,” but the work was never completed and the letter not sent (Sprigge et al. ed., Bentham v.d.-a: I, 367). In 1778 Voltaire threw himself ardently behind the Economical Society of Berne and its scheme to offer a prize for the best criminal code,23 for which Bentham considered submitting his “Plan of a Penal Code” (ibid.: II, 248–53). Later he sought to emulate Diderot and Voltaire by placing himself at the disposal of Catherine the Great, joining them in the illusion that great things could be accomplished by despots enlightened enough to listen to the wisdom of philosophers.24

Perhaps the most concrete realizations of the Baconian scheme for the study of natural philosophy were the Encyclopédie of Diderot and D’Alembert and the French institutes and academies of learning which promoted the cooperation of scholars and the propagation of knowledge. D’Alembert, praised for his conscious endeavor to introduce mathematical rigor into the conduct of the social sciences and observations on the language of science, was the inspiration, along with Bacon, behind Bentham’s various attempts to construct a comprehensive “encyclopedic” map of knowledge. In Chrestomathia (1815–17), his utilitarian treatise on education, Bentham gratefully acknowledged that he was following in the path of august persons when he included his most complete example of such a map, “for which,” he said, “Bacon had found materials and D’Alembert the graphical form” (Bentham 1815–17: 14). The original plan belonged to the Novum organum (1620), but little had been done to realize the idea until Diderot and D’Alembert set about collecting into one comprehensive whole all the cumulative knowledge acquired since scientific practice had been liberated from the fetters of theology. Diderot explains the principles that guided the editors of the Encyclopédie in the article “Encyclopédie” in the fifth volume (1755) with repeated references to Bacon. The fundamental idea is that there exists a unity of all thought and knowledge, with the implied suggestion that similar techniques are therefore required in all the various branches of physical and moral science. This was central to Bentham’s own vision that human knowledge constitutes an aggregate whole. However, when constructing the “Encyclopedical Table, or Art and Science Table” for the Chrestomathia, modeled on the encyclopediacal trees of Bacon and D’Alembert, he pointed to several defects in the approach of his predecessors, the major source of which was their failure to locate happiness as the “common bond of connection … for all the several branches of art and science” (Bentham 1815–17: 310–11).25 Nor was Bentham impressed by D’Alembert’s inclusion of divinity, which he viewed as a dubious source of knowledge.26 What he was impressed with, however, was the prominence given to definition and precise terminology as the basis for developing the natural sciences and applying their lessons to social questions.

Reasoning on the objects of sensation, the encyclopedists maintained, could take place only after they had been given “signs.” A well-constructed language made use of these signs to craft the principles of each system of science, which consisted of a set of propositions about the real world, with the intention that the whole of the science must be contained in these propositions. “A well-treated science,” wrote Condillac in Essai sur l’origine des connoissances humaines (Essay on the Origin of Human Knowledge) (1746), “is a well-made language” (Hankins 1970: 111), an absolutely vital requirement for clarity in reasoning. Condorcet expressed similar sentiments, declaring the first object of philosophy to be the formation of a precise and exact language for each science. Such a language should “bring to all the objects embraced by the human intelligence a rigor and precision which renders the knowledge of truth easy and error almost impossible. Then the development of each science would have the sureness of mathematics and the propositions which form the system all the certitude of geometry” (Condorcet 1847–49: IV, 271–72). In the “Discours préliminaire” to the first volume of the Encyclopédie (1751), D’Alembert had written of the “many questions” and the amount of trouble humanity might be spared “if we finally determined the meaning of words in a clear and precise way” (D’Alembert 1751: 40). Ultimately, D’Alembert’s interest in the reform of scientific terminology led him to plan a dictionary, with the professed intention of removing what he considered to be errors of logic in the vocabulary of science that kept it from becoming an infallible instrument of reason. Helvétius also taught the significance of clarity in the use of language. In declared imitation of Descartes, Hobbes and Locke, he illustrated in no uncertain terms the problems created by “the abuse of words” in both metaphysics and morality, producing “a labyrinth in which the greatest geniuses have lost themselves” (Helvétius 1772: I, 27).

The sentiments of the French philosophes found in Bentham a responsive soul who dutifully extended their analyses in the attempt to show the full breadth of its implications for moral science. In words strikingly reminiscent of D’Alembert (though he may also have seen something similar in Hobbes) Bentham announced that “the heights of science” are only to be scaled via an “orderly, unbroken, well compacted chain of definitions” (Bentham v.d.-b: UC lxix. 158).27 The edict to begin by defining terms and propositions was supported by Locke and Helvétius, the “great physicians of the mind” (Bentham 1977: 346), and in their writings (and Voltaire) he saw the ample benefits of adhering to this method: “Define your words says every man who knows the value of them, who knows the use of them, who understands the things they are wanted to express: Define them for the rules of Physics: define them for the sake of Ethics; but above all define them for the sake of Law. Philosophers I have obeyed you” (Bentham v.d.-b: UC xxvii. 45). This was the first shot in Bentham’s long war against Blackstone’s defense of the natural law foundations of English government and the vagaries of the common law in the Commentaries on the Laws of England (1765–69). The aim was “[t]o purge the science [of law] of the poison introduced into it by [Blackstone] and those who write as he does,” by employing the purifying instrument of “perpetual and regular definition” (Bentham 1977: 346). “Nothing,” Bentham insists, “can be done on the subject of law that deserves the name of Science, till that universal precept of Locke, enforced, exemplified and particularly applied to the moral branch by Helvétius, be steadily pursued, ‘Define your words’” (ibid.: 347). In his earliest writings and throughout his life Bentham practiced the precept, digging “deep into the mine of Definition” (Bentham v.d.-b: UC xxvii. 2), convinced that clear thought and language, fundamental to scientific theory, was an essential prerequisite for the rational ordering of both private and public affairs. The irrational and the mystical were to be expunged from discourse and replaced by clarity and precision in terminology, based on careful observation of the facts of human experience.

In developing this critical approach, Bentham found in D’Alembert a powerful analytical tool in the distinction between “real” and “fictitious” entities, meaning the distinction between words or propositions that represent tangible objects in the material world and those that refer to intangibles (Bowring ed., Bentham 1838–43: III, 286). Certain fictitious entities are useful as an aid to discourse (words such as right, power, community, motion, gratitude), but such terms must be reducible to individual real entities (by the technique of “paraphrasis” or the rephrasing of sentences or propositions by translating fictitious entities into real entities), or they are intangibles in an absolute sense, indescribable and hence beyond definition. Moral terminology, for example, can be rendered meaningful in terms of the perceptible “real entities” of pleasures and pains experienced by specific individuals. Theological propositions about the nature of the universe, on the other hand, cannot. Having no correlation with material reality, Bentham’s theory of definition prejudged them as irrelevant; they deal not with the facts of ordinary experience, but with a reality that transcends the materialism of the physical world. The starting point, then, was to ground philosophy “on matters of fact,” by making words and “matters of fact” consistently interchangeable in the language of investigation (Bentham v.d.-b: UC lxix. 6–7).

It was on this foundation that Bentham conceived and developed the principles of his utilitarian philosophy. From Bacon, Newton, Locke, the philosophes, and others too numerous to mention, he learnt and borrowed, though selectively, it must be said, and always in a critical manner. He followed Bacon in making the watchwords of his science of society “observation” and “experiment,” but in placing absolute confidence in our ability to perceive and record the world about us, he ignored Bacon’s warnings that human perception is fallible, that experiments need to be arranged, controlled and directed to compensate for the weakness of our senses. He also put to one side the theological framework in which Bacon, Newton and Locke conceived natural philosophy, and he conveniently ignored Locke’s (and Hume’s) efforts to define the limitations of the knowledge available to us. Bentham thought the philosophes, including Helvétius, less than rigorous in their methods. More especially, they were on occasion inclined to the very same kind of metaphysical speculations he abhorred. Even Voltaire could not bring himself entirely to disavow a form of deistic belief in God. But the quibbles do not outweigh the benefits. It was with these practitioners of the new science that Bentham wished to stand in a united front against cant, superstition, myth and verbal mysticism, and for a future when reason would govern in both private and public life. In the 1770s Bentham entered the fray imbued with the scientific spirit of his intellectual progenitors, committed to a censorious disposition towards jurisprudence, and to developing a complete body of laws to maximize the greatest happiness. In the positive dimensions of this mission Hume, Helvétius and Beccaria were particularly important.

Bentham first read Hume’s Treatise of Human Nature, Helvétius’s De l’esprit and Beccaria’s Dei delitti e delle pene (On Crimes and Punishments) in 1769, the latter in French translation,28 and throughout his career whenever he reflected on the foundations of his thought he acknowledged the importance of these seminal works to the development of the art and science of morals and legislation. In A Fragment on Government, in which he announced to the world the primacy of the utility principle in his thought, he tells us that it was in Hume’s Treatise – which declared that all social inquiry should be based on the “experimental Method of Reasoning” – that he found virtue equated with utility, and “felt as if scales had fallen from my eyes.” From that point on, he “learnt to call the cause of the people the cause of Virtue. … I learnt to see that utility was the test and measure of all virtue … and that the obligation to minister to general happiness, was an obligation paramount to and inclusive of every other” (Bentham 1977: 440n). But, Bentham’s memory is doubtfully accurate. Certainly, the idea he took from the Treatise – that “the foundations of all virtue are laid in utility” – was not the instruction Hume intended to convey. In the Treatise he would have read phrases suggestive of the utility principle, such as “the good of mankind,” “the interest of society,” “the public good” and the like, but he would have found but a sparse use of the term “utility,” and then only as a source of pleasure (see, for example, Hume 1739–40: 3.3.1.10–12; SBN 577–78). For Hume it was clearly secondary to the capacity for sympathy in explaining the moral sentiments, including the approval of conduct and actions that benefit others. Sympathy was a fundamental moral principle in Hume’s account; utility entered into the picture only as an occasional object of the sentiment of sympathy. By contrast Bentham seems to be closer to the Hume of the Enquiry concerning the Principles of Morals, where it is readily allowed that “in common life we have every moment recourse to the principle of public utility” (Hume 1748: 3.2.47; SBN 203).29

Having borrowed this nomenclature from Hume, Bentham later explained that construed as “the greatest happiness principle” he took it upon himself, under the influence of Helvétius, to set it up in opposition to natural law and the theory of the “original contract” as “the standard of right and wrong in the field of morality in general, and of Government in particular” (Bentham 1977: 509). Hume had provided a significant contribution to political analysis when he convincingly dismantled the “fable” of the social contact found in Locke (Hume 1739–40: 3.2.8; SBN 539–49), but Bentham’s assessment of Hume’s philosophy was mixed from the start. Though he acknowledged Hume as “that penetrating and acute metaphysician whose works lie so much out of the beaten track of Academic reading,” he added “I would not wish to send the Reader” to any volume of Hume’s Treatise but the third. As to the two first, he was inclined “to join with those who are of the opinion that they might, without any great loss to the science of Human Nature, be dispensed with.” Bentham even thought the same could be said “of a considerable part” of volume three of the Treatise, but that “after all retrenchments, there will still remain enough to have laid mankind under indelible obligations” (1776; see Bentham 1977: 440n).30 In a letter of 1822 he reiterated the fact that he first located the utility principle in Hume, when “Hume was in all his glory” and “the phrase was consequently familiar to every body.”31 He then followed this by pointing out, and not without deliberate irony, the difference between his own understanding of the principle and Hume’s: “the use he made of it, was to account for that which is, I to shew what ought to be” (Sprigge et al. ed., Bentham v.d.-a: XI, 149). Here Bentham underscored the difference between his own reformist utilitarian politics and Hume’s conservatism. Hume examined social phenomena with a view to explaining why they came into being and what services they supplied, rather than to question the actual utility of such institutions and arrangements against the external criterion of their tendency or likelihood to enhance the greatest happiness. However, Hume’s views on religion were a clear exception to this criticism, as Bentham well knew.

It was disingenuous of Hume to suggest that his essay “On Miracles” alone was, of all his writings, offensive to Christians (Hume 1932: 1, 351). Not only had he produced other writings critical of Christianity, but the omission of the essays “Of Suicide” and “Of the Immortality of the Soul” (under threat of a law suit) from the Dissertations (1757) is an indication that he knew that he had (Mossner 1954: 319–35). Equally likely to give the impression that Hume was an unbeliever are the Natural History of Religion (1757), the essays “Of Superstition” and “Of Enthusiasm,” the posthumously published Dialogues concerning Natural Religion (1779), the parts of the Enquiries in which religion is indicted as the corrupter of true philosophy, and occasional passages in The History of England (1754–62), at least parts of which Bentham had read (see Norton 1982: 279–90). It is possible that Hume was not an atheist in the modern sense (that is, one who is certain that God does not exist), but he openly if cautiously undertook to show that belief in the existence of God could not be based on empirical grounds. He was an equally open and scathing critic of organized religion, entirely happy to trace the origins of religion to natural causes, to reduce the allegedly supernatural to the natural.

Bentham could not help but be impressed that in the Treatise Hume ignored God and religion altogether. However, he seems not to have grasped entirely the direction of Hume’s science of politics, which was more conducive to his own thoughts than he appreciated. The first assumption of Hume’s science of politics is that human nature is uniform; individuals are governed in the public realm, whether acting alone or in combination, primarily by self-interest. It is, Hume claimed, “a just political maxim, that every man must be supposed a knave” (Hume 1742a: 1.6.2). Given this assumption of motivation, it is the task of the legislator to draw up plans to balance the interests that are advanced among the people for the general good of the community. This being the case the nation’s capacity to survive in an orderly and virtuous condition depends upon its institutions. Just as the “tumultuous governments” of classical Athens were due to “defects in the original constitution,” so the stability of modern Venice is firmly grounded on the orderly form of its government (Hume 1742b: 1.3.12; see also Hume 1748: 8.1.18; SBN 90). Constitutions, government institutions, and legislation are for Hume the primary determining factors of moral and political welfare. It is these structural arrangements which give a society order and upon which the comfort and well-being of its people depend. Religion, therefore, is only of incidental interest to the inquirer anxious to provide a scientific study of political life. What the legislator will learn from this science is that, on the basis that there exists a regularity between causes and effects, “wise regulations in any commonwealth, are the most valuable legacy that can be left to future ages” (Hume 1742b: 1.3.12).

Rather than Hume, it was in Helvétius that Bentham came to fully grasp the beneficial implications of the focus on legislation. He recalled near the end of his life that in De l’esprit, “a commencement was made of the application of the principle of utility to practical uses.” Helvétius clearly saw the potential for utility to act as a guide to human conduct by making a connection “between the idea attached to the word … ‘happiness’ … and the ideas attached to the words ‘pleasure’ and ‘pain.’” This meant that “attached to the words ‘utility’ and ‘principle of utility’ were now ideas in abundance, ideas which could not but be continually present and familiar to the most inattentive, unobservant and scantily-instructed minds” (Bentham 1983: 290). Helvétius insisted that laws be reduced to “the principle of the utility of the public, that is to say, of the greatest number of men subject to the same form of government; … a principle which embraces the whole of morals and legislation” (Helvétius 1759: 135). Morality is “a frivolous science, unless blended with policy and legislation,” and “if philosophers would be of use to the world, they should survey objects from the same point of view as the legislator” (ibid.: 124–25). Then they would see that the art of legislation “consists in forcing [men] by self-love to be always just to each other” (ibid.: 185). The focal point for this effort is the “interest” of the individuals to whom the law is applied. Significantly, Helvétius announced near the beginning of De l’esprit that it was upon a principle analogous to the Newtonian principle of physical motion that he sought to found moral science, and just as the physical universe is subject to the laws of motion, so “the moral universe is equally so to those of interest.” Interest is “the mighty magician” of action and a principle “so agreeable to experience” that it is, therefore, “the only and universal estimator of the merit of human actions” (ibid.: 42–43). If gravitation is the great causal principle that explains the behavior of the heavenly bodies, interest or personal happiness is the efficient cause of human behavior. Public utility can only be maximized in an arrangement in which each person, by following his own interest, contributes to the general happiness. It is the task of the legislator to institute efficacious institutions, including the applicable laws. Bad behavior, according to Helvétius, results from bad government (ibid.: 120). The influence exerted by interest on “opinions” constituted one of the most important lessons Bentham took from Helvétius, from which he later deduced the psychological causes of misconduct in public men (Bentham 1983: 325).

As with Hume, the anti-religious elements in Helvétius’s thought did not escape Bentham. If Bacon was a philosopher dedicated to understanding the intricacies of a world divinely ordered by the hand of God, Helvétius was just as keen to keep theological considerations out of the matter. He not only dispensed with religion, but located in this source much of the unhappiness that beset human society. In the face of Jesuitical persecution, he was virulently critical of the role hitherto played by religion in moral life (see Smith 1965). Those “of more piety than knowledge,” he declared in De l’homme (in Helvétius 1772), who argue that the virtue of a nation, its humanity and refinement of manners depend on the purity of its religious worship are “hypocrites,” and sadly “the common part of mankind” have believed them “without examination.” All experience and history shows that the prosperity and virtue of a nation depends on the excellence of its legislation and little else. Religion is not merely ineffectual in the pursuit of happiness, it is an obstacle to it. “What does the history of religions teach us? That they have every where lighted up the torch of intolerance, strewed the plains with carcasses, embued the fields with blood, burned cities, and laid waste empires; but they have never made men better.” The “true doctors of morality” are not the priests but the magistrates, since only “sagacious laws” can produce “universal felicity” (Helvétius 1772: II, 144, 148, 196).

Bentham never quite accepted the idea that morality should be entirely determined by legislation or an unlimited role for law in governing the ordinary lives of people aimed at producing the greatest happiness. Nevertheless, it was from Helvétius’s prescriptive science of morals and legislation that he took his lead: good government involves an arrangement so that with as little coercion as possible self-interest and public interest coincide. For all his accomplishments, however, Helvétius had not said everything that needed to be said. He laid the “true foundations of moral science,” but there was more to be done to bring it to perfection: “having done enough for one man and more than had been done by any other man, he stopt then, leaving the superstructure to be raised by other hands” (Bentham v.d.-b: UC xxxii. 158).

One of the most puzzling illustrations of Bentham’s memory of his discovery of the phrase “the greatest happiness of the greatest number” is the claim that he discovered it in Joseph Priestley’s Essay on the First Principles of Government (1768). Unaware of Hutcheson’s adumbration of the phrase, he recalled in later life it was in the last page of Priestley’s “pamphlet” that he found the utilitarian formula or words closely resembling it, the virtue of which, he says, “is the substituting to the equivocal word ‘utility’ the unequivocal phrase of which happiness is the principal and sole characteristic ingredient” (Bentham 1983: 325–26). Added to this, it was presented by Priestley in “the character of a principle constituting not only a rational foundation, but the only rational foundation, of all enactments of legislation and all rules and precepts destined for the direction of human conduct in private life” (ibid.: 291). Bentham later reminisced, “it was by that pamphlet and this phrase in it that his [Bentham’s] principles on the subject of morality, public and private together, were determined. It was from that pamphlet and that page of it that he drew that phrase, the words and import of which have by his writings been so widely diffused over the civilized world. At sight of it he cried out as it were in an inward ecstasy like Archimedes on the discovery of the fundamental principle of Hydrostatics, Eυρηκα” (292). This confident commentary on the impression made on the young Bentham by Priestley’s essay on government, embellished with a detailed memory of the circumstances in which he encountered the utilitarian formula in its last page, have for long diverted Bentham scholars. Stated so confidently as they are, it is difficult to doubt the veracity of his remarks. Moreover, the claim was repeated on several other occasions (Sprigge et al. ed., Bentham v.d.-a: X, 345; XI, 149; Bentham 1983: 52; Bowring ed., Bentham 1838–43: X, 79–80, 561; Bentham 1830: 349–50). Nevertheless, doubt the accuracy of Bentham’s memory we must, because Priestley did not author the phrase attributed to him.32 More plausible are Bentham’s occasional attributions of the formula to Beccaria.

If in Helvétius Bentham found the essential connections between the idea of interest and the ideas of pleasure and pain and between these and the role of legislation, in A Fragment on Government he styled Beccaria “the father of Censorial Jurisprudence,” a philosopher not afraid to tackle the established legal systems of the day (Bentham 1977: 403n). Focusing his critical faculties upon the “established conventions” of moral and political life, Beccaria’s aim was to apply systematically the principles enunciated by Helvétius, specifically those regarding the nature of motivation and the role of punishment. In Beccaria Bentham found a clear statement of the greatest happiness principle and its application to the examination of criminal law. The “greatest happiness shared by the greatest number” (la massima felicità divisa nel maggior numero), Beccaria had announced, is the only valid criterion for evaluating the measures of the legislator (Beccaria 1764: 8). In Bentham’s view, “Beccaria has with an applause that in this country seems to be universal, Beccaria has established … for … censorial Jurisprudence … an all commanding principle [–] the principle of utility. To this then all other … principles that … can be proposed, if legitimate … stand in subordination: … any one … which cannot is to be … cast out as spurious” (Bentham v.d.-b: UC lxix. 17). Setting aside the fiction of the contract Beccaria borrowed from Rousseau, Bentham believed the “foundation” of his moral science closely resembled the Italian’s:


Considering that punishment is but pain applied to a certain purpose, that the value of a pleasure is composed of the same articles, and that pains and pleasures, and actions in so far as they had a tendency to produce or prevent the one and the other were all that morals and politics or so much as was of any use or meaning [in] those sciences had in view, it seemed to me that such an analysis was the very thing that was wanted as the foundation for a compleat system of moral science.

(UC xxvii, 34)



This was what Beccaria had supplied, and upon this rock Bentham raised an all-embracing utilitarian system, entirely antagonistic towards any appeal to religion as the foundation for morality and law.

Breaking the link

Bentham opposed the relationship between religion and utility on both metaphysical and moral grounds. The ideas of the soul, of a future state, and of an all-seeing omnipotent God were fictitious entities irreducible to “real” entities. His descriptive theory of language, with its attendant classificatory and paraphrastic techniques, revealed that these ideas, lacking physical referents, could not be made intelligible to human understanding.33 This did not change the fact that in the present condition of society the religious sanction influenced the actions of individuals and, like John Gay, Bentham included it as one of the four forms of sanctions – together with the physical, political or legal, moral or popular, sanctions – capable of giving binding force to any law or rule of conduct (Bentham 1789: 34). While it exists and has influence, while it is yet a factor in moral motivation, the legislator might make use of it as an “auxiliary” sanction, for example to defend against social evils beyond the curative power of other sanctions (Bentham 1970: 196). Acts such as drunkenness (not then restricted by legislation), and smuggling (restricted by law but to which witnesses are not usually to be found), were the sorts of evils that might be ameliorated by supernatural fears. In this limited sense the pleasures and pains of piety, those “that accompany the belief of man’s being in the … possession of the good-will or favour of the Supreme Being,” or his “being obnoxious to the displeasure of the Supreme Being,” can be useful weapons in the legislator’s armory (Bentham 1789: 44, 48). If only as a game of bluff, then, religion has its uses, but Bentham is not concerned for its supposed impact in the afterlife, since “this is a matter which comes not within the cognizance of the legislator” (ibid.: 202n). In this respect the religious sanction is an empty formula. Unlike the other sanctions, which operate immediately in this world, the religious sanction holds out only an uncertain threat. Not being experienced in this life, it cannot be said that we truly know anything about the supposed pleasures and pains of futurity (ibid.: 36).34

In Bentham’s emerging vision of the rational utilitarian society the continuance of an institution so obviously detrimental to the greatest happiness was not required. This was made plain in the voluminous manuscripts he wrote in the mid-1770s designed to lay the groundwork for his legal philosophy. In the sheets headed “Preparatory Principles Inserenda” and “Crit[ical] Jur[isprudence] Crim[inal],” a surprising number of which are devoted to an analysis of the religious sanction, Bentham plainly indicated his abhorrence for the practice of mixing religion with law,35 neatly summed up in the manuscript heading “The Idea of God Useless in Jurisprudence” (Bentham v.d.-b: UC xcvi. 139). “Religion,” he writes, “is a source from whence the Legisl’or … has drawn & continues to draw more mischief than he … has benefit.” To the objection that divine justice serves a higher end than human justice, he responds “The only merit of Human Justice is its subserviency to Human Happiness. If Divine Justice has not that merit, what has it?” (UC lxix. 13). And again, this time concerning the uncertainty of the supposed rewards and punishments of the afterlife, he turned Warburton’s position in the Divine Legation of Moses (1738) against the defenders of orthodox Christianity:


I protest against the embarassing this or any other political question with theological considerations. I … lay myself at the feet of one of the most illustrious fathers of our Church [Warburton], for I aver with him that the happiness of this life is the only proper object of the Legislator … Unlike God man’s knowledge is confined to experience, hence he has knowledge only of what has been and what is, and nothing of what will be.

(Bentham v.d.-b: UC lxix. 140)



Another, more pressing reason why religion should not be mixed with jurisprudence is because it lends the latter a sacred veneer, which frequently posed an obstacle to its reform.

Among these early manuscripts are some 450 sheets headed “Obstacles to a Perfect System of Legislation” (Bentham v.d.-b: UC xcvii. 1–116), in which Bentham explored the insidious role played by parliamentary privilege, party interests, the clergy and the prejudice and endemic indolence of lawyers, that prevented enlightened reform. He divided “obstacles” into “interests” and “prejudices,” but realized that the latter was often the result of the former. In relation to the first, there were the “professional” interests of lawyers, divines, authors and booksellers. The second include the “professional” prejudices of divines, inhibited by their “prostration to authority,” lawyers who maintain “an extravagant idea of the excellence of the law,” and legislators who exhibit “indifference to evil” (UC xxvii. 1). Bentham paid particular attention to the psychology of mass complacency when he analyzed the professional prejudices of the clergy, who he charged with instilling in their congregations a general reluctance to consider proposals for social improvement. Under the heading “Obstacles Divine” he explained that the opposition to reform was not always direct or openly avowed. Rather it rested on the doctrines of belief espoused by its clergy. As an illustration of the insidious operation of clerical indoctrination Bentham pointed to the absurdities and ill consequences of the articles of belief contained in the Atha-nasian Creed:


That state of prepared imbecility which is necessary to a mind for the tranquil reception of one parcel of Nonsense, fits it for another … A man who after reading the scriptures can bring himself to fancy the doctrines of the Athanasian Creed … his mind if not already blotted over with hieroglyphical chimeras is a sheet of blank paper, on which any one who will press hard enough may write what scrawls he pleases.

(Bentham v.d.-b: UC xcvii. 48; see also UC v. 6)



The Athanasian Creed had already received a battering in other manuscripts Bentham wrote as an aborted contribution to the “subscription controversy” (c.1773–74), where he described it as a “compound of everything that is either odious or contemptible in language … , doctrines without sense, and curses without mercy” (UC, v. 28). The political conclusion he drew from this examination is plainly drawn. The clerical practice of requiring subscription to articles of belief is one of the methods by which the clergy, some of an unscrupulous disposition and many of them ill-educated and ill-suited to the positions they held, corrupt the young by inculcating in their minds whatever fears and fancies are conducive to ecclesiastical authority. By this means a clergyman “stamps the figure upon the infant mind of his [own] mutilated and stunted intellect” (UC xcvii. 48). The consequence of this process of “prepared imbecility” is a general docile deference to authority, clerical, social and legislative.

Bentham took up this theme in his work on Blackstone’s Commentaries. Blackstone, “nurtured in the Sanctuary of religion [Oxford],” could not see his way to criticizing the legal system he purported to analyze; he saw only what is and nothing of what might or should be. The Commentaries is a work of exposition merely and, therefore, a work unavoidably fraught with the fictions and fallacies that attend its subject matter (Bentham 1977: ch. 1, §3). For example, according to Blackstone the “law of revelation” is included in the natural law, and “no human laws are of any validity, if contrary to this; and such of them as are valid derive all their force, and all their authority, mediately or immediately, from this original” (Blackstone 1765–69: I, 41). Further, it is said the law of nature is the will of God, and we are to discover this law by virtue of our reason. But if this is so, quips Bentham, “it is in the regions of nonentity it is to discover them” (Bentham 1977: 14). To say that human laws which conflict with divine law are not binding, that is to say, are not laws, is to talk nonsense, and the concept of natural law is itself “nothing but a phrase,” a “formidable non-entity” (ibid.: 20). Blackstone’s propositions are repugnant to “real fact.” Anyone “who had been at all accustomed to examine into the import of words” could have seen this. “The wonder is the greater,” writes Bentham, “as the fictitiousness of the ‘precept,’ the ‘command’ in one case, and the reality of it in the other, is all that he could have, according to the amount he gives us of the Law of Revelation, to distinguish that from this” (ibid.: 130n). Revelation cannot be used to resolve the apparent contradictions, for it is a thousand times easier to say even what the common law might be (another target of Bentham’s critical jurisprudence) than it is to determine divine law from the scriptures. As an admirer of Voltaire and Helvétius, Bentham could not tolerate the clergy playing the role of middleman in order to reveal God’s will. Religious texts require interpretation, no doubt, but we are all fallible. In a more critical vein, Bentham charged that the clergy could not be trusted to live up to the otherwise meritorious features of their faith. Too often they have applied the title “Divine Justice” to dictates “which could have no other origin than the worst sort of human caprice” (Bentham 1789: 110n). Too often they invoke the name of God to achieve ends wholly contrary to His supposed benevolent will and contrary to the public good. In language reminiscent of Helvétius, Bentham chides the zealous advocates of Christianity with causing the “sufferings of uncalled martyrs, the calamities of holy wars and religious persecutions, the mischiefs of intolerant laws” (ibid.: 121).

As an agent of moral welfare, then, religion is inadequate, not to say pernicious, and should be replaced by legislation as the principal means of synchronizing private interests with the public good. In making this case Bentham contrasted his own rational legislative version of the utilitarian doctrine with the religious brand of utilitarian thought that dominated English moral thought, and argued that the social role of religion should be significantly minimized. Its ties to the state should be severed and its pernicious consequences combated by law.36 In a society organized and governed according to the dictates of utility, religion is superfluous to ethics and ought not to be the recipient of public support. Despite the ingenuity of the attempt, Bentham argued that Warburton failed to substantiate the claim of the first book of the Divine Legation of Moses, that the religious sanction has always been inculcated by legislators because of its utility. Unless it can be shown that the actions enjoined or condemned by that sanction are useful to society, the mere inculcation of the belief in the afterlife is at best useless and most often mischievous (Bentham v.d.-b: UC cxl. 2). Only if God were universally supposed to be as benevolent as he is wise and powerful would the dictates of religion coincide in all cases with those of utility (Bentham 1789: 119). In plain terms, and quite apart from his epistemological difficulties regarding the existence of God, Bentham’s position is that unless God aimed at increasing worldly happiness he could not be described as benevolent. In a manuscript of the period he notes: “God is not good, if he prohibits our possessing the least atom of clear happiness which he has given us the physical capacity of attaining” (Bentham v.d.-b: UC lxx. 25). In other words, if God does not support utility this proves, not that utility is not good, but that God is not good. Nor can we ignore the fact that all too often it is God’s malevolence that is brought to view by the teachers of Christianity: “They call him benevolent in words, but they do not mean that he is so in reality. … For if they did, they would recognise that the dictates of religion could be neither more nor less than the dictates of utility: not a tittle different: not a tittle less or more. But the case is, that on a thousand occasions, they turn their backs on the principle of utility” (Bentham 1789: 120). As a principle of ethics in the hands of its official professors, religion is found to be vague, theoretically deficient, open to manipulation, and generally pernicious in its effects.

Bentham presented the secular variant of utilitarian theory as a credible and compelling alternative to the philosophy of the religious utilitarian school that had assumed ascendancy in the universities, pulpits and public mind of eighteenth-century England. The regard for religious principles shown by Paley and others in their defense of the established faith required of them that they seek not only the maintenance of the church, but also the stability of the political establishment of which it formed an integral and indispensable part. To the regulating agencies of providence without organized religion and legislation without divinity, they opposed a philosophy based on Christian beliefs and recognition of the importance of the established church for the teaching of those beliefs. Against this, Bentham sought to establish the harmful consequences of the church and its doctrines measured against his own secular version of the utility principle. Where religion was opposed to utility it was harmful; where it agreed with it, it was entirely superfluous. Or, as Bentham flatly stated the equation: “Morality may well say of religion – whenever it is not for me, it is against me” (Bowring ed., Bentham 1738–43: X, 70).37
 
Continuities and discontinuities

Bentham’s onslaught on religion – extended further in Churchr-of-Englandism, Analysis of the Influence of Natural Religion, and Not Paul, but Jesus – did not signal the demise of the religious version of utilitarian ethics, though it could be said to herald the beginning of the end of its pre-eminent place in discussions of morality. Despite the list of critics who found fault with it (Gisborne 1795; Stewart 1792–1827 and 1828; Pearson 1800; T. Brown 1820; Whately 1826 and 1831), against whom he was ably defended by Latham Wainewright (1830), Paley’s rendering of the theory remained influential in the century following. Whether they supported or refuted him, nineteenth-century thinkers had to take Paley’s philosophy into account. Malthus subscribed to Paley’s version of the doctrine that public happiness, being the object of God’s beneficent design, is the ultimate test of moral obligation and all schemes of social improvement (Malthus 1798: xiv–xviii). Those Unitarians most closely associated with the radicals in the movement for social and political reform, such as Thomas Belsham (1801), William Jevons (1827) and W. J. Fox (1833), also saw Paley and not Bentham as the fountainhead of the utilitarian doctrine.38 As a mark of Paley’s popularity, Thomas Brown denounced the “Paleyans” not the Benthamites, and when Coleridge issued his anti-utilitarian jibes it was Paley rather than Bentham who was uppermost in his mind, finding his doctrine “neither tenable in reason nor safe in practice” (Coleridge 1969: IV, 314; for the comments of other contemporaries see Clarke 1974: 128). We must also note the continuance of elements of religious utilitarianism within the ranks of Bentham’s own disciples and followers, notably John Austin and J. S. Mill.

In The Province of Jurisprudence Determined (1832) Austin laid out a general doctrine of jurisprudence according to the principles of Bentham and discussed fundamental aspects of the law, including the nature of law itself, sovereignty, power, subjective right, duty and so on. In this respect Austin is usually viewed as a straightforward educator and expositor, principally concerned with analytical jurisprudence and not at all interested in the Benthamic projects of legal reform and the codification of substantive and constitutional law (Lobban 1991: 223). Austin’s conservative attitude is apparent in the theory of utility he espoused, which was much like Paley’s. It is a theory rooted in the Christian conviction that it is the will of God that men be happy, and that the measure of right and wrong are divine laws. These divine laws, “revealed” and “unrevealed” (the latter “set to that portion of mankind who are excluded from the light of Revelation”), are no more nor less than the utilitarian will of God (Austin 1832: 39). In this respect, utility and divine will coincide and, if Bentham tested existing practices and institutions against the standard of utility and found them wanting, Austin tended to view established institutions and practices as embodying utility.39 However, it is indicative of a common misreading of the history of the development of utilitarian thought that Leslie Stephen should claim that Austin’s utilitarianism was of “the most rigid [Benthamite] orthodoxy” (Stephen 1950: III, 320). Only if Paley were also allowed into the ranks of the “orthodox” could this be true.

Mill is of special interest in the context of the further development of utilitarian theory. Steeped in the teachings of his father and Bentham, he began his adulthood as a committed utilitarian and a secularist who saw no reason to question his father’s unbelief. However, it is well documented that following his emotional crisis in 1826–27 Mill embarked upon a reconsideration of the basic values of utilitarianism, out of which he emerged convinced that the human personality is far more complex than either Bentham or his father had supposed. He did not reject the doctrine of utility, but now thought that attention should be directed to the “internal culture of the individual,” to the cultivation of feeling and the development of the aesthetic sensibilities. Utilitarianism, as a science of society, should not be entirely preoccupied with “external culture” and the purely rational mode of thought and behavior. What this meant is that the external environment, and by implication the project to fashion the appropriate conditioning factors originated by Helvétius, did not have the central importance for Mill which it had for Bentham. It is also true that at various times in his life Mill looked to Auguste Comte’s “Religion of Humanity” to provide a focus for the religious and aesthetic sensibilities of a people that had been brought to understand the illusory nature of conventional religion. There were, of course, important differences between Mill and Comte. No more than Bentham could Mill accept the Roman Catholic character of Comte’s new religion (Mill 1865: 338, 345–46), and, as it turned out, Comte’s system was never really the purely scientific construction that Mill first thought. Later in life he went so far as to denounce it as “the completest system of spiritual and temporal despotism, which ever yet emanated from a human being, unless possibly that of Ignatius Loyola” (Mill 1873: 221). Even so, Mill never let go of the idea of a secular Religion of Humanity and a great part of the posthumously published essay, “Utility of Religion” (1874), is taken up with discussing it.

Mill opens the essay with a recognition of the persuasiveness of the critique of the fundamental beliefs of traditional Christianity in Bentham’s Analysis of the Influence of Natural Religion, and followed him in emphasizing the danger of associating sound moral precepts with doctrines intellectually unsustainable.40 But Mill believed that parts of Bentham’s argument were pressed too hard, and he pointed out that historically religion had frequently played a positive role as an aid to ethics (Mill 1874: 406). With this in mind, he offered the Religion of Humanity as a suitable replacement for traditional Judaeo-Christian religions, as an equal to them in their best (most positive) manifestations, and as their superior in everything else. Mill did not dispute the value of religion, neither in the past nor in the present, as a source of personal satisfaction and of elevated feelings, but questioned whether to obtain this goal it was necessary “to travel beyond the boundaries of the world.” His thinking was that “the idealization of our earthly life, the cultivation of a high conception of what it may be made,” was capable of supplying “a religion equally fitted to exact the feelings and (with some aid from education) still better calculated to ennoble the conduct than any belief respecting the unseen powers.” Mill encouraged individuals to identify their feelings with “the entire life of the human race” (ibid.: 420). As Rome was to the Roman people and Jehovah was to the Jews, so the human race – past, present and future – should be our object of devotion. In this respect religion is likened to patriotism, not a patriotism stirred by great crises but a continuing (educated and cultivated) patriotic commitment to the good of humanity. This “exalted morality,” a morality which does not depend upon rewards for action, is in reality a religion (a “real religion,” Mill calls it). At the risk of rejecting utilitarianism altogether, he explained that “outward good works” are only a part of this religion, being “rather the fruits of the religion than the religion itself” (ibid.: 421–22). His final pronouncement upon the matter stands thus:


The essence of religion is the strong and earnest direction of the emotions and desires toward an ideal object, recognized as of the highest excellence, and as rightfully paramount over all selfish objects of desire. This condition is fulfilled by the Religion of Humanity in as eminent a degree and in as high a sense as by the supernatural religions even in their best manifestations, and far more so than in any of their others.

(Mill 1874: 422)41



In many ways this conception of religion and its function constitutes a significant ingredient in Mill’s later effort to rescue Bentham’s vision of the utilitarian society from its mundane and dependent condition.

When Mill praised Brown’s disquisition “On the Motives to Virtue, and the Necessity of Religious Principle” in his essay “Bentham” (Mill 1838; see n. 9), his purpose was to stress that the utilitarian doctrine was a feature of the intellectual air of the age before Bentham arrived on the scene. However, the real point to be made is that though the doctrine did not originate with Bentham, he more than anyone else provided it with its secular character, and this was a radical departure from the then-prevailing version of the doctrine expounded in England. By the time Mill came to reflect on his intellectual inheritance, and as a direct result of the teaching of Bentham, the religious aspect was increasingly thought to be needless baggage, which the doctrine could do without. Mill’s attempt to reinvent utilitarianism in religious garb appears an eccentricity in the general secular direction of the utilitarian tradition after Bentham, and is arguably an anomaly even in the context of his own secularism. Vestiges of the religious variant remained in the later nineteenth century, for example in James Fitzjames Stephen’s critique of Mill, Liberty, Equality, Fraternity (1873), and Henry Sidgwick’s amalgam of intuitionism and utilitarian principles in the Methods of Ethics (1874). But by then, the name of Bentham was securely fastened to utilitarian theory by disciples and critics alike, and it has remained so in the literature since.
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Notes



  1 Previously, I described the connections between these writers as constituting a “tradition” of thought, but given the immediacy of the connections between them “school” appears to be the more appropriate descriptor. See Crimmins 1983.

  2 On the “subscription controversy” see Winstanley 1935: 301–16; Robbins 1961: 324–35; and Clarke 1974: 17–23.

  3 Brogan states that Locke formulated the basic theses of eighteenth-century utilitarianism. However, he assumes that utilitarian ethics in the century after Locke was all of a kind, and that Gay and others simply “took Locke’s theses and organized them into a systematic presentation” (Brogan 1959: 79, 87). In this regard we might note that Locke ultimately failed to live up to the promise of his own maxim that “Reason must be our last Judge and Guide in every Thing,” to recommend a morality based on faith and revelation (Locke 1689/1690: 4.19.14).

  4 Edward Bentham was Regius Professor of Divinity at Oxford when his young relative Jeremy was a student, though we do not know what the future utilitarian philosopher thought of the professor’s haphazardly arranged compendium of moral theories.

  5 See Hutcheson 1725: 128–31, for Hutcheson’s mathematical attempt “to compute the Morality of any Actions, with all their Circumstances.” Hutcheson’s algorithms were removed from the 4th edition of the Inquiry because they “appear’d useless, and were disagreeable to some Readers” (editor’s introd., xvii).

  6 Halévy described Gay as “the true founder of the new philosophy,” meaning utilitarianism in general and not merely the religious version (Halévy 1972: 7); Albee thought that “the whole outline of Utilitarianism in its first complete and unencumbered form is to be found in Gay’s Preliminary Dissertation” (Albee 1957: 83); and Cragg argued that the essentials of utilitarianism were located in Gay’s treatise (Cragg 1964: 279).

  7 Hartley’s account of association influenced both Priestley and Bentham, and James Mill borrowed generously from his Observations on Man, his frame, his duty and his expectations (1749) in the two-volume Analysis of the Phenomena of the Human Mind (1829).

  8 Mill writes (1838: 86–87), “We never saw an abler defense of utility than in a book written in refutation of Shaftesbury, and now little read – Brown’s ‘Essays on the Characteristics.’”

  9 The two parts of the definition do not have the same meaning, but Brown ignored the discrepancy.

10 Warburton described the association as a divinely sanctioned compact between two sovereign and independent powers based on a sense of the support which each “society” needed and afforded the other (Warburton 1736: VII, bk. 2, ch. 1).

11 Lovejoy also noted Jenyns’s significance as a believer in the “great chain of being” (Lovejoy 1936: 197).

12 This view of the relationship between religion and utility reflects the text of Article 13 of the Thirty-Nine Articles, “Of Works before Justification,” which had for long caused problems for moderates among the orthodox, troubled by the apparently strict distinction it draws between the actions of good and conscientious non-Christians and the actions of Christian believers. See Bicknell 1955: 207–8 and note.

13 A. Tucker (1768–78: I, 150–53) used the term “translation” rather than “association” to explain the generation of our opinions and judgements in moral matters, including the connection between the ideas of personal and public happiness, self-interest and benevolence.

14 William Hazlitt recognized the value of Tucker’s philosophy and tried to make it accessible to a wider audience in An Abridgment of the Light of Nature Pursued (1807). Stephen, who considered Tucker “the ablest and most original exponent of … [utilitarian] theory,” held that Tucker’s and Paley’s theories were “nearly identical” (Stephen 1949: II, 110). Fyvie took this further to argue that Tucker anticipated much of the utilitarian doctrine of Bentham and Mill (Fyvie 1911: 248).

15 The notion of a life after death, the cornerstone of Paley’s moral theory, is a recurring theme in his work. In A View of the Evidences of Christianity (1794) he claimed that the assurance of a future life was the primary object of revelation, and in the Natural Theology (1802) he followed Jenyns in depicting life on earth as a state of probation, preparatory to another world, and several of his sermons focused on related questions.

16 LeMahieu (1976) is incorrect in styling this work a reply to Paine’s Rights of Man (1791–92, 92), since it was originally given as a sermon at Paley’s Cumberland parish in 1790. However, it is possible the appearance of Paine’s work influenced Paley’s decision to publish the sermon as a pamphlet.

17 Bentham styled Paley a fellow advocate of utility in Supply without Burthen (Stark ed., Bentham 1795: I, 336); in the marginals for A Table of the Springs of Action (1817, in Bentham 1983: 52), and again in a letter to Etienne Dumont (6 September 1822, in Sprigge et al. ed., Bentham v.d.-a: IX, 149). Paley also received praise for certain observations on legislative assemblies (Bowring ed., Bentham 1838–43: II, 312), and in manuscripts on the “Church” in 1812 he is cited as a fellow critic of church patronage (Bentham v.d.-b: UC vi. 67).

18 Jeremy Bentham, “Law versus Arbitrary Power, or a Hatchet for Paley’s Net” (Bentham v.d.-b: UC cvii. 214), and “Jury Analyzed – Analysis Necessary, Paley” (UC xxxv. 309).

19 Natural Theology: Or, Evidences of the Existence and Attributes of the Deity, collected from the Appearances of Nature (1802); Horæ Paulinæ, or the Truth of the Scripture History of St Paul evinced, by a comparison of the epistles which bear his name, with the Acts of the Apostles and with one another (1790).

20 The excitement of Voltaire and D’Alembert for things English is amply displayed in their works, especially the first’s Lettres philosophique (1734), and the latter’s Discours preliminaire prefixed to the first volume of the Encyclopedie (1751).

21 See Bentham’s letters to Voltaire (November 1776[?], unsent), Morellet (spring 1778), D’Alembert (spring 1778), and Chastellux (spring 1778 and 4 August 1778), in Sprigge et al. ed., Bentham v.d.-a: I, 367–68; II, 115–18, 121–22, 118–20, 120–21, and 143–52. It is perhaps unsurprising that Bentham first achieved success for his philosophy as a result of the French redaction of his writings by Etienne Dumont, Traités de législation civile et pénale (1802).

22 Voltaire, Traités sur la tolerance, à l’occasion de la mort de Jean Calas (1763). The White Bull, An Oriental History: From an Ancient Syrian Manuscript communicated by Voltaire (1774).

23 Voltaire gave a donation to augment the value of the prize and characteristically coaxed additional financial support from the Empress Catherine and Frederick II (Mason 1981: 138).

24 Bentham wrote to Catherine c.1776, and in or about 1780 he composed further letters to the Empress, as well as to other sovereigns and statesmen, intended to accompany presentation copies of the Introduction (Sprigge et al. ed., Bentham v.d.-a: I, 366–67; II, 414–20).

25 For Bentham’s discussion of the faults of “D’Alembert’s Encyclopedical Map or Tabular Sketch,” see Bowring ed., Bentham 1838–43: VIII, 73–82.

26 Whereas in D’Alembert’s schema under the division of Reason (including all divisions of a philosophical nature) we find the “Science de Dieu” divided into “Theologie Naturelle” and “Science des Esprit [sic],” and this further subdivided into “Religion” and “Superstition,” on the one side, and “Divination” and “Magic Noire,” Bentham’s table excludes all such references (Bowring ed., Bentham 1838–43: VIII, 82–95).

27 For the relationship between definition, reason and science see Hobbes 1651: II, 5.5, and for the “necessity of definitions” see 5.4. Bentham owned that so far as the importance of definitions to science were concerned “the merit of invention belongs to others” (Bentham v.d.-b: UC xxvii. 3), but was reluctant to include Hobbes in their number.

28 The French translation of Beccaria by André Morellet, which Bentham cited in the Introduction (166n), was published in 1766 as Traité des délits et des peines. For the influence of Helvétius and Beccaria on Bentham see Mack 1962: ch. 3; Rosenblum 1978: ch. 2; Hart 1982; Harrison 1999: ch. 5; and Rosen 2003: 147–60.

29 Surprisingly, given its thoroughness in other respects, there is no mention of Hume in Shackleton (1972).

30 The irony here is that Hume was himself dissatisfied with Book 3 of the Treatise, and wrote An Enquiry concerning the Principles of Morals (1751) to replace it. See Taylor, Chapter 18 in this volume.

31 Bentham intimates that he found the principle of utility stated in Hume’s Essays Moral, Political, and Literary (1741–42), but it was more likely Hume’s Enquiry, §5, “Why Utility Pleases.” The confusion may have arisen in Bentham’s mind because the Enquiry was incorporated in later editions of the Essays, from 1753 styled as Essays and Treatises on Several Subjects.

32 In a commonplace book jotting from 1783 Bentham indicated how shaky his memory was, even at this early date, about the origins of the formula (Bowring ed., Bentham 1838–43: X, 142): “Priestley was the first (unless it was Beccaria) who taught my lips to pronounce this sacred truth: – That the greatest happiness of the greatest number is the foundation of morals and legislation.”

33 For Bentham’s discussion of the soul and of the nature of God see Bowring ed., Bentham 1838–43: VIII, 196, and note; and Crimmins 1990: 52–60.

34 Elsewhere Bentham was not so circumspect: “under the guidance of religion men have made to themselves an almighty being, whose delight is in human misery, and who, to prevent a man’s escaping from whatsoever misery he may be threatened with in the present life, has without having denounced it formed a determination, in the event of any such escape, to plunge him into infinitely greater misery in a life to come” (Bentham 1983: 131).

35 These manuscripts still await definitive publication, but see Preparatory Principles – Inserendo.: A preliminary text, ed. Douglas G. Long and Oliver Harris, available online on the Bentham Project website (see Bentham 2007).

36 Bentham had already stated as much in “Critfical] Jur[isprudence] Crim[inal]” (Bentham v.d.-b: UC lxix. 14): “A great source and subject of diversity, will be those whimsies, or those weaknesses or those prejudices, or those oppressions, or those impostures, which under the several national establishments come under the title Religion. With this title I shall have … no other concern else than to shew that reason which every lover of … mankind has to wish … to see it … greatly narrow’d at least if not … totally expunged.”

37 An allusion, perhaps, to Matthew 13:30, where Christ rebukes the Pharisees: “He that is not with me is against me.”

38 Bentham is mentioned only in passing by Belsham and Jevons.

39 However, Austin was convinced that Paley’s position in the church encouraged “a deal of shabby sophistry in defence or extenuation of abuses which the few are interested in upholding.” He believed these elements of the Principles to be inconsistent with the “steady pursuit of the consequences indicated by general utility,” and in this respect “the book [was] unworthy of the man” (Austin 1832: 72–73).

40 In his Autobiography Mill referred to the “searching character” of the book, which he says “produced the greatest effect upon me” and “contributed materially to my development” (Mill 1873: 73).

41. See also 422–28, where Mill discusses the points of superiority of the Religion of Humanity over traditional religion.
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MORAL RATIONALISM AND MORAL REALISM

Remy Debes

 

When the anonymous essayist of Le philosophe wrote, “Reason is to the philosopher what grace is to the Christian,” he expressed a mood that would earn his century its epithet, the “age of reason.”1 Pregnant in that statement is not just a spirit of resistance to the influences of religious superstition and enthusiasm, but a normative claim for tolerance, liberty, free speech, and deference to the authority of rational discourse and deliberation. There is also the echo of a peculiar optimism in human nature, as it exists independently of divine grace and revelation, typical of much eighteenth-century thought. Reason is not just suitable for guiding human life, it is also worthy of a kind of faith or trust. And being as it is a power in us, so too is there a kind of faith in human nature. Compared, at any rate, to the desperate tenor and pessimism about humanity that those like Luther, Hobbes, Montaigne, and Pascal bequeathed to the seventeenth century, the general philosophical outlook of the eighteenth century had experienced a sea change.2

It is thus ironic that the conception of “reason” in the eighteenth century was almost as varied as the number of theorists writing about it. And despite shared endorsement of rational inquiry, such inquiry often led to deep skepticism about reason itself, especially in practical matters. Indeed, Le philosophe goes on to express skepticism of abstract reason, specifically rejecting rationalist conceptions of human practical nature and the Stoic sage insensible, who is no man, only a “fantôme.” Any French materialist might have penned those lines, as might have a variety of British sentimentalists and German sensationalists. But the detractors of reason’s purview over morality were equaled in number by the defenders, most of whom thought that to unseat reason’s place in morality was to deny its reality. Across Europe we thus find energetic debate over the questions of whether morality was found or constructed, real or artificial, eternal or relative, and in turn whether it was, as Hume famously claimed, “more properly felt than judg’d of” (Hume 1739–40: 3.1.2.1; SBN 470). In short, eighteenth-century ethics was critically defined by a debate over the prospects of moral rationalism and moral realism.

Distilling the debate, however, is tricky. The eighteenth century was the grandest stage moral philosophy has ever seen. On the tails of Leibniz, Spinoza, Locke, and Bayle, onto Malebranche, Meslier, La Mettrie, Voltaire, Diderot, Du Marsais, Helvétius, d’Holbach, Rousseau, Condorcet, Cudworth,3 Cumberland, Clarke, Shaftesbury, Wollaston, Berkeley, Mandeville, Hutcheson, Balguy, Butler, Hume, Smith, Price, Reid, Bentham, Thomasius, Wolff, Crusius, Hamann, Herder, Kant: each had something important to say about the place of reason in moral theory and the associated question of realism.

Of course, in a general guide like this one, not all these thinkers will get attention and none will get his due. Some prominent players like Rousseau, Butler, Balguy, and Bentham (see Crimmins, in Chapter 20 of this volume) will be treated briefly out of simple space considerations.4 And Kant gets a suspenseful place rather than a definitive one (but see Wilson, Chapter 19, and Hunter, Chapter 23, in this volume). Instead the focus is on early and traditionally less studied figures of the eighteenth century. The goal is to give an informative sketch of some of the major puzzles, disagreements, and positions that shaped this all-important debate, even if later figures ended up dominating our memory of it.

Rationalism and realism, simple and complex

It is now widely recognized that ethics was as important to the identity of modern Western philosophy as epistemology and metaphysics. Not so well appreciated is that the old dichotomous classification of British empiricism and Continental rationalism is almost useless (if ever it was very useful5) when trying to digest modern moral theory, especially eighteenth-century moral theory. In particular, the old geographical descriptions are false or misleading in the case of moral theory. Some of the most influential moral rationalists like Clarke and Reid were British; and “Empiricism” influenced the moral views of the French philosophes from Voltaire to Diderot to Rousseau, as well as anti-rationalist trends in the later German Enlightenment. More generally, “rationalism” has peculiar features when applied to moral philosophy and “empiricism” doesn’t clearly reflect any actual moral theory. A more suitable split in moral philosophy would be between rationalism and sentimentalism, but even then some views wouldn’t be well characterized, like German sensationalism.

The case of moral realism in the eighteenth century is similarly complicated. There were “empirical” realists and anti-realists; there were “rationalist” realists and anti-realists (or at least weak realists). And even this already interprets, given that “moral realism” wasn’t yet a defined position.

Still, we would indeed fail to understand the eighteenth century if we didn’t address its rationalist and realist thinking. We thus need some rubric that fits the special case of moral theory but that also is thin enough to serve our particular historical interest.

Moral rationalism

Moral rationalism is the ethical view that morality originates or is grounded in reason. It is a position that can be variously inflected. One principal distinction is between the role reason plays in what moral propositions can be known and its role in how we know those propositions (Newman 2005). In both cases what is crucial is that reason is attributed as the sole source or cause: morality’s nature or content originates in reason and/or is known through reason. The first claim is metaphysical and metaethical. The second is epistemological. The two claims naturally fit together, but it is often illuminating to determine which side of the equation an author emphasizes.

Within this first major distinction, four further claims tend to arise: apriority, innateness, self-evidence, and necessity. Moral rationalists are generally concerned with demonstrating that moral propositions or ideas are a priori, or true independent of experience. Sensory experience, while important, is typically claimed to be misleading. And because genuine morality demands certainty, moral knowledge must be independent of such experience. Some rationalists sought to establish such independence by claiming that moral ideas are innate from birth. But this strategy, more common in the seventeenth century (e.g. John Smith), withered under Locke’s acute criticism. Consequently, some eighteenth-century rationalists like Clarke, Price, and Reid argued that moral propositions are rationally self-evident to reason, self-evidence being another way to establish apriority. Others, like Leibniz and Kant, would attempt even more unique arguments. Finally, rationalists stressed the necessity of moral knowledge. The viability of morality doesn’t just require certainty. It requires absolute certainty. For any moral law or fact, that law or fact could not have been otherwise. Just as a square circle is impossible, so too if morality is necessarily true then its denial is impossible.

The foregoing positions parallel epistemological and metaphysical rationalism. However, eighteenth-century moral rationalism produced two further claims without such parallels. First, rationalists edged increasingly close to the claim that reason itself can motivate us to act. Call this the moral motivation thesis and its conjunction to the foregoing positions, strong moral rationalism. Part and parcel of this argument was a desire to explain not only moral motivation, but also how we can be obligated to act. Explaining obligation thus became a further central feature of most moral rationalism.

The second claim was an increased demand for “public” reason. On this view, morality requires not private principles of action, but public ones, and truly public principles can only be rational principles. This claim, which developed towards the end of the eighteenth century in the work of republican thinkers like Condorcet and utilitarians like Hartley and Bentham, was a response to perceived failures in both “empirical” sentimentalist approaches and existing rationalist approaches. However, we will bracket this second claim in order to focus on the first.

Moral realism

Moral realism can also be dissected into distinct claims, which like those of moral rationalism are not mutually entailing. In its simple form moral realism is (1) the cognitivist claim that moral judgments purport to be true or report facts and (2) the claim that some moral judgments really are true. Thus, moral realists hold that there are moral facts in light of which our moral judgments are true or false.6 These two claims are often associated with a third, namely, (3) that the facts in question are mindindependent in the sense of being irreducible to the subjective states of those making moral judgments. The conjunction of all three claims makes for strong moral realism.

Importantly, all three claims are neutral between the nature of the facts in question, which may be natural, non-natural, or supernatural. Also, moral realism is neutral between the way in which such facts are known or discovered. Thus moral realism and moral rationalism are themselves not mutually entailing. Moral facts might be discovered a priori by reason, but they might be discovered a posteriori, say, by the responses of a moral “sense.”

These descriptions are contemporary in that they reflect a precision of distinction which eighteenth-century writing (with respect to these classifications) generally did not. Still, they should not be taken as contemporary, where that means intended to invite comparison with the actual nuances of contemporary theory. This is particularly important for the description of moral realism. That description doesn’t reflect the great variety of philosophical subtlety in contemporary debate, especially with respect to so-called anti-realist challenges. Nor does it derive from possible historical uses of “realism”, like Shaftesbury’s “Realist” (discussed later on) or William Wollaston’s “significancy” of actions (1759 ed., Wollaston 1722: §1), or even clearly self-conscious classifications like William Whewell’s nineteenth-century discussion of “independent” morality (1852: ix–xxxii). It is, as much as possible, an ahistorical description.

Seventeenth-century shadows

Three closely connected seventeenth-century controversies greatly influenced eighteenth-century moral theory. First was the great skeptical debate that fueled the Protestant Reformation. This debate began in the sixteenth century and carried into the seventeenth, and centered squarely on the powers and limits of reason. At the same time, eighteenth-century moral theory was heir to a growing seventeenth-century suspicion of theological voluntarism, the belief that morality is essentially determined by our obedience to the will of God. These two influences were in turn wrapped up with a third, the natural law debate spanning both seventeenth and eighteenth centuries. Some attention to each is in order.

Theological voluntarism, sometimes called divine command ethics, has ancient origins.7 But it was given particularly forceful expression by the Protestant Reformers Martin Luther and John Calvin, who argued that God wills laws that bind all human beings equally, and in this God’s will is itself not bound by anything external. Thus there are no values or laws that God must observe. “God’s will,” Calvin claimed, “is so much the highest rule of righteousness that whatever he wills, by the very fact that he wills it, must be considered righteous … if you proceed further to ask why he has so willed, you are seeking something greater and higher than God’s will, which cannot be found” (1536: 2.23.2). The conclusion of Calvin’s statement reflects the deprecating view of human reason both he and Luther shared. On the orthodox Reformed view humans are totally dependent on God because we are both ultimately subject to God’s will and cannot understand that will. Nor was there any Reformed alternative.

Consider: were God to discover moral laws through his (presumably perfect) reason, we (humans) could potentially understand those laws through our reason, imperfect as it is. But notice that this isn’t yet necessarily anti-voluntarist. For, pace Romans 2:14, one might argue that regardless of reason’s ability to know God’s law, in virtue of our fallen and corrupted nature the human will is too weak to reliably guide itself by that law.8 Thus, one could toe the voluntarist line and argue that we depend on God’s will for essentially motivational reasons. But Reformers like Calvin and Luther rejected even this mitigated view. First, they took this mitigated view to imply a limit to God’s power. Insofar as it implies law is an independent object of reason, it also implies that law is distinct from God’s will, and thus something God acts “according to,” even if perfectly. But God’s will does not follow law, they claimed. It is law. Second, any such view is intellectual hubris and heretical. The moral law is divine and beyond human comprehension, and thus can’t be the sole basis for moral motivation. Instead, to those like Luther and Calvin, the main motivational reason for following morality is based on the threat of sanctions, which sanctions God has both attached to his laws and made known to us. In other words, we cannot understand God’s justice – not well enough anyway to ensure a moral life. We can only know we will incur his wrath if we shirk his commands. In this way a general skepticism about reason gets woven tightly to the question of voluntarism.

Such extreme voluntarism raised problems for both theists and moral theory generally. For theists, voluntarism risked making God into a tyrant, commanding us only in virtue of our fear of His punishment. As a consequence, God risked seeming an unfitting object of love and devotion. This was compounded in two ways. First, if Reformed skepticism was right and we cannot understand God’s justice, how can we know that God is just? Can we or should we love what we can doubt is just? Second, voluntarism was often connected to a strong doctrine of predestination, which threatened to trivialize the concept of moral effort. If following God’s commands cannot guarantee salvation, what is the point of virtue and good works?

More fundamentally, however, voluntarism arguably confused the nature of morality itself. This confusion ran in two directions, one bearing on moral realism, the other on moral rationalism. If moral laws are a fiat of God’s will, then they appear to violate the third claim of moral realism, which requires that moral propositions are independently true, i.e. that moral facts exist independently. This in turn threatens a major basis of moral rationalism. For if moral laws are not independently true, how can they be necessarily true? Recall, rationalists hold that if morality is necessarily true it must originate in reason alone, not in an act of will, as voluntarism claims. Indeed, if moral laws are beyond human comprehension, then moral rationalism is ruled out per force. Granted, to the Reformers, this last point might seem no real objection, bent as they were on toppling scholasticism and upholding revelation. But that is to miss the thrust of the worry. If the motive to morality is merely to avoid punishment, then voluntarism has succeeded in tyrannizing morality itself by confusing what it really is – or rather, what it is not. Morality is not prudence. Correspondingly, reasons based on sanctions seem the wrong kind of reasons to justify morality. Besides, if the sanctions in question are divine and require faith for their efficacy, what exactly is the moral status of unbelievers (Haakonssen 1996: 23)?

Finally, anti-voluntarists were eventually to argue that the reduction of the moral motive to a consideration of external sanctions made morality impossible. The only way to make morality genuinely obligating, it would be argued, was if its authority and binding force sprang internally from within the moral agent. And many thought that the only way to secure such internalism was through the power of reason. Thus it was that one form of the rationalist claim about reason’s motivational power led many to resist voluntarism (and sometimes vice versa).

Natural law

Prior to the eighteenth century few questioned whether natural laws exist. The debate was over the nature of natural law. Hobbes, Grotius, Pufendorf, Locke, Descartes, Culverwell, Cumberland, and the Cambridge Platonists, Whichcote, Smith, Cudworth, and More – each accepted the idea of natural law in some form (though not always with voluntarism). In fact, natural law had this platitudinous status at least since Thomas Aquinas, who argued for a rational appreciation of natural laws on the basis of a kind of innateness argument. According to Aquinas, law is an “ordinance of reason” that the conscience of all persons is originally disposed to grasp (Summa theologiae, hereafter ST, c.1270: 2.90.4). At the same time, natural law grounds a simple moral realism. Natural laws constitute the facts (or basis of the facts) necessary to guarantee the truth of moral claims. Of course, as we already saw, if God wills these laws – if they originate in His will – then strong moral realism is ruled out. Thus it is notable that Aquinas did not reject strong realism, but instead argued that natural laws were eternal and unchangeable (ST 2.91.1), thereby creating a target for exactly the kind of skepticism Calvin and Luther shared. Importantly, however, Aquinas tried to retain voluntarism by rejecting the rationalist motivation thesis (that reason itself motivates) in favor of divinely ordered teleology, according to which we are moved to act by considering what reason knows is moral (or good) against the backdrop (or in conjunction with) considerations of what promotes our natural ends.9 And blessedly, we are fashioned such that these considerations cohere. Of course, as we also already noted, the Reformers rejected such mitigated voluntarism.

But resistance to Aquinas’s strong realist view did not have to wait for Luther and Calvin. John Duns Scotus contradicted Aquinas a few decades later, insisting that God’s power was not constrained by anything external to His will. Scotus’s argument, however, was not the extreme voluntarism of Luther or Calvin, nor was it based only on considerations of omnipotence. Scotus also maintained that the will is nobler than the intellect and as such is neither reducible to nor subservient to intellect and reason (Wolter 1972: 151 et seq.). This was true for both God and humans. Regarding God, the obvious consequence was to rule out truly independent moral facts (and strong moral realism). Regarding humans, however, there was a further foretelling upshot. According to Scotus, Aquinas had restricted the will’s potential to be genuinely moral. Aquinas had incorrectly limited the scope of considerations that reason can present to the will for the will’s verdict to considerations of advantage (understood eudaimonistically), thereby excluding non-eudaimonistic moral considerations. That is, if the will follows reason, and reason was the grasping of good ends, then on Aquinas’s view the will essentially aims at what is advantageous. Correspondingly, Aquinas came close to endorsing an instrumental conception of reason. To Scotus, this was unacceptable. Genuine morality must be more than what is advantageous. And thus the will must be more than instrumental reason. Scotus called this extra aspect of the will affectio iustitiae, or affection for justice.10 Some of these criticisms were carried forward by William of Ockham, who drew on Scotus and whose work, importantly, was a source of inspiration for Luther.

Flash forward to the great natural law theorist Hugo Grotius. Grotius’s principal concern was practical. All humans, he claimed, have “an impelling desire for society.” In particular, we desire a peaceful society. Crucially, and contra Hobbes, this was not a claim of utility. We are fundamentally social regardless of whether society is a necessary means to satisfying other needs or material desires. At the same time, Grotius accepts that humans are also naturally disposed to disagreement, even violent conflict. This paradox in human nature is what has been called the “Grotian problematic” (Schneewind 1998: 73).

The problematic fleshed out more clearly what Duns Scotus seemed to gesture at. For many early modern thinkers, before and after Grotius, obligation was naturalistically explained as what obliges us, where what obliges is essentially a function of what is in our best interest. If we are made clearly aware of what is in our best interest, we will feel obliged in virtue of the natural psychological force desire for our own good imparts to our motives. What Grotius’s problematic essentially suggested was that if this sense of “interested obligation” (as Hume would later dub it in the second Enquiry, 9.2), and the corresponding “interested” reasons that result, exhausts the nature of obligation, then in the face of unavoidable cultural and religious pluralism, conflict between private interests, and the reality of limited resources, morality stands no chance at remedying the perpetual strife and violence plaguing our worldly existence. To offer such remedy, morality requires some distinctive normative force or nature. This implication of the Grotian problematic would resound through the next two centuries of moral theory.

Grotius’s own solution (crudely reduced) was to suggest a strongly realist moral law. Humans develop a “sense” of justice through the interplay of the innate and peculiar desire for society (noted above), and rational reflection (Grotius 1625: prol. 6 and 1.12.1).11 By this faculty we are able to judge that some acts are morally necessary or “obligatory” “in themselves” (1.10.1–2). Grotius goes so far as to say that even God legislates according to these standards. Thus just as God “cannot cause that two times two should not make four,” so too he “cannot cause that that which is intrinsically evil be not evil” (ibid.: 1.10.5). Correspondingly, we (humans) can derive a system of natural human “rights” that supply reasons for or against action, which reasons do not reduce to interest or advantage of any kind.12 In particular, these rights supply reasons based neither on securing human ends (e.g. as in Aquinas’s teleology) or fear of sanctions (i.e. as in extreme voluntarism). Thus, we get a conception of distinctive moral reasons for action.

Though innovative, Grotius’s solution left many unsatisfied. In the first place, it rested on an empirical conception of reason that rationalists rejected. It also still smacked of irreligion. To reiterate, the more realist or rationalist morality is conceived to be, the more moral law appears ontologically and epistemically independent of God and faith. Thus Grotius’s realist move seemed dangerous to many.

More philosophically, however, some orthodox voluntarists rejected Grotius’s contention of natural rights on the grounds that rights do not justify a distinctive notion of obligation after all. The reason, it was claimed, is that those rights carried no authority in themselves. That is, Grotian rights might be distinctive in the sense of not being confoundable with reasons based on fear of punishment (i.e. they are epistemically distinct), but nothing about their distinctiveness explained why rights considerations should or do “trump” interested reasons in deliberation (i.e. why they are normatively distinct). Thus nothing in Grotius’s account can get us to the kind of moral necessity that would ground a genuine notion of obligation. Only command, these voluntarists claimed, could carry that kind of trumping authority. This was essentially the objection made by Samuel Pufendorf, and reasserted by Pufendorf’s eighteenth-century defender and the main synthesizer of natural law with a Lockean natural rights theory, Jean Barbeyrac, who wrote: “to speak exactly, the duty and obligation, or the indispensable necessity to conforming to these ideas and maxims [about social life] necessarily supposes a superior power, a supreme master of mankind.”13

Of course, Pufendorf and Barbeyrac’s manner of accounting for this ingredient of “authority” by reference to power recalls the same reservations about voluntarism that made Grotian theory attractive in the first place. For, their suggestion implies an external force ultimately still based on sanctions.14 We thus get a sense of the sort of slipknot dialectic at work at the start of the eighteenth century. The puzzle was: can we get a notion of obligation distinct from any appeal to interest or advantage, while at the same time both preserving the notion of natural law and not severing God from morality through extensions of rationalism or realism? (For more on Grotius and Pufendorf and their aftermath see Sreedhar, Chapter 25, and Hunter, Chapter 23, in this volume.)

The rationalists

Love was a dominating subject in eighteenth-century ethics, and both rationalists and anti-rationalists tried to marshal it towards their purposes. For example, Leibniz and Cumberland both deplored extreme voluntarism and its despotic conception of God. In its place both argued for an “ethics of love” with a conception of benevolence as the distinctly moral motive. And both argued this was somehow necessarily true in virtue of a metaphysical, divinely guaranteed harmony of ends. Consequently both also articulated proto-utilitarian theories.15 The distinguishing fact was that Cumberland was an empiricist and Leibniz a thoroughgoing rationalist.

Like Grotius, Cumberland thought we could discover natural law through experience. Unlike Grotius, this was a law of Love, announced on the title page of De legibus naturae by the words of Romans 13:10: “Love is the Fulfilling of the Law.” In particular, Cumberland argued for the possibility of demonstrating, empirically, that “greatest benevolence” is an “unchangeable,” or “immutable,” and thus strongly realist moral truth, capable of being rendered with the same exactness and certainty as mathematics (Cumberland 1672: 1.1 and 5.23). The hopeful upshot was to connect moral knowledge (of law) directly to a distinctly moral motive (love), and to ensure a kind of moral necessity (by proving an eternal truth). Of course, as with Grotius, if Cumberland were right, wouldn’t such a strongly realist conception render God irrelevant to morality? In fact, Cumberland argued for the opposite conclusion. On his view, precisely in virtue of its independence, the law of Love binds both humans and God together into one community. Moreover, because God is essentially benevolent, He acts in perfect accordance with the law of Love and thus His status as the object of our worship is justified. This general idea of bringing humans and God into “community” was a prominent feature of many moral theories of the seventeenth and eighteenth centuries (e.g. it was shared by the Cambridge Platonists, Samuel Clarke, and Bishop Butler).

The prima facie problem for Cumberland’s theory was its empiricism. What seemed doubtful was that any empirical method could demonstrate eternal, necessary truths. At the same time, Cumberland was tasked with explaining how empirical acquisition of knowledge (about the eternal moral truth of benevolence) can translate into a psychologically effective motive of benevolence. What makes this task especially hard is Cumberland’s concession of a kind of Grotian problematic. Thus he admits the intuition that humans are naturally divisive and egoistic. But if that is true, then our knowledge of the law must not simply activate our benevolence, but do so in a way that doesn’t succumb to mere psychological tug-of-war with self-interest. Otherwise, we don’t have a genuine solution to the problematic.

Part of Cumberland’s answer was to argue that self-interest and morality ultimately cohere rather than compete (Cumberland 1672: ch. 5, esp. 5.6, 12–15, and 18 et seq.). Empirical reflection reveals that pursuit of the “Common-Good” through civil society leads to greater and more reliable satisfaction of private interests, to the point where we even think loss of life is “abundantly recompensed” (ibid.: 5.43). But this solution left at least two problems. On the one hand, Cumberland had no principled defense for Mandeville’s later counter-thesis that vice not virtue led to the most stable and satisfying society. Cumberland’s only recourse would be to assert theist assumptions about God’s providence, which, though not illegitimate, are purportedly proven by his naturalist empiricism (ibid.: 5.19 and 5.40). Thus, if his empirical observations are challenged outright, his providential assumptions are inadmissible. On the other hand, Cumberland made the concept of obligation central to his philosophy. But it is unclear that his answer to the Grotian problematic really does explain how morality can obligate us, and not merely counsel us towards what is advantageous or conducive towards our good (an objection John Maxwell later raised to Cumberland).16 Without voluntarism, anyway, one must wonder how Cumberland can tie the threads together.17

Considerations like these pull back towards rationalism and in particular to a kind of intellectualized conception of Love like that offered by Leibniz. Leibniz is not generally remembered for his ethics, but he exemplifies a class of eighteenth-century moral rationalists called perfectionists. A perfectionist needn’t be a rationalist, but for our purposes we will focus on rational moral perfectionism the view that morality consists in a perfection of the self through the elimination of error from, and thus expanded clarity of, reason or intellect and its ideas. Perfectionism was advanced in different ways by the Cambridge Platonists, Descartes, Herbert of Cherbury, Spinoza, and the other two great rationalists besides Leibniz who lived on well past the century divide, Malebranche and Leibniz’s intellectual heir, Wolff. A moderated form persisted even later, as we will see.

The seeming advantage of perfectionism is the way it collapses motive into reason and in turn implicitly advances a motivational thesis for rationalism. Typically, intellectual perfection is accompanied by what might be called motivational perfection because moral motivation follows from correct cognition. For example, according to Leibniz, we all seek our perfection because “pleasure is a knowledge or feeling of perfection, not only in ourselves, but also in others.” He adds, “To love is to find pleasure in the perfection of another” (Leibniz 1981: paras. 4–5; Grua II, 579). Taken together, knowledge of even the prospect of good (perfection) in anyone will lead us to desire it for its own sake (Darwall 2006: 998). Thus from a perfection of ideas, a moral will follows (albeit through the interjection of pleasure) and voluntarist instrumental conceptions of reason are proven false.18 Moreover, because we are naturally constituted to take pleasure in, and promote (i.e. feel benevolence towards) the object of any perception of perfection, including perfection perceived in others, we obviously love God, who is perfect. Likewise, God perceives perfectly the perfection of things, and so all things are the objects of God’s love. Thus, Leibniz writes excitedly in his Paris notes, “God is not a kind of imaginary metaphysical being” but “a definite substance, a person, a mind” with whom we form a community.19

Leibniz’s view was in this respect simple.20 It also had a profound impact on eighteenth-century Prussian thought in virtue of Wolff’s scholarly hegemony, which lasted until nearly mid-century. However, outside Prussia, moral perfectionism largely did not follow the Leibnizian direction. Why was this? There is no one answer. The German Enlightenment arrived late and consequently for much of the century few outside Prussia treated it as a source of ideas. And Wolff invited personal problems that cast an ill-light backwards on Leibniz. But also, basic philosophical questions pulled away from Leibniz’s thinking. As optimistic as they were, not many eighteenth-century moralists shared Lebniz’s conviction of preordained harmony. In part, this is because some sought secular or at least Deistic alternatives. More generally, Leibniz had no elements of the Grotian problematic, which so many eighteenth-century thinkers found intuitively compelling – at least as something to be refuted. Finally, but related to the last, Leibnizian naturalistic necessity made weakness of the will impossible. For, on Leibniz’s view, such akrasia could only be the effect of confused ideas about the good. But the alternative struck most of Leibniz’s peers as a basic challenge of moral theory. That is, to explain moral obligation most thought that we must explain how the will can overcome the countervailing push and pull of desires and their subversive power. To these thinkers, the will could go wrong. That meant putting a wedge between it and reason.

Cudworth and Clarke reflect these various attitudes. Both Clarke and Cudworth were perfectionists in the loose sense that motive and “perfected” reason somehow come together. But unlike Leibniz, Cudworth and Clarke did not think that the will inevitably follows reason. Moral necessity was not natural necessity.21

Samuel Clarke

Clarke’s perfectionist spirit speckles his Boyle Lectures, but his moral rationalism jumps to the fore when he identifies “the power of agency” with rational choice and in turn links agency to free will:


For the essence of liberty consists, not in the agent’s choosing whether he shall have a will or no will … but it consists in his being an agent, that is, in his having a continual power of choosing whether he shall act or whether he shall forbear [from] acting. Which power of agency or free choice (for these are precisely identical terms, and a necessary agent is an express contradiction) is not at all prevented by chains or prisons.

(Clarke 1705: 74)22



Clarke thus joins to his rationalism a radical libertarian conception of will. This made it clear that, unlike Leibniz, Clarke did not think desires are controlled by reason in virtue of being inherently rational. To Clarke, such an idea verged on atheism by implying the elimination of a truly free will. Desires can determine the will, and reason has the task of somehow overcoming these heteronomous influences. In this respect his view foreshadows Balguy, Butler, and Kant. But Clarke’s view of reason would cut short this arc.

To explain how reason can overcome desire Clarke relies on a strong realist claim. The task of reason is not essentially to clarify its ideas but to grasp independent, “unchangeable,” and “eternal” truths. More exactly, moral truths consist in eternal and immutable relations of fitness, which exist “in the nature of things” (Clarke 1706: 113). Moreover, we cannot deny these fitness relations once we perceive them, according to Clarke, for they are “notoriously plain and self-evident” (650). However, and despite their self-evidence once perceived, for Clarke these truths are not brutely available. They are instead grasped through an exercise of the intellect. That is, we can determine that some actions are in themselves fit and reasonable through a rational and mathematically rigorous comparison of relations. Thus reason’s power is not simply intuitive, as it arguably was for some Cambridge Platonists (but not Cudworth), and perhaps would be again for Price and Reid. In any event, because moral rightness consisted in fitness relations, it was essentially distinguished from considerations of utility and prudence. So whatever its power to motivate consists in, it is not merely strength of desire. Clarke thus gains a purchase on the crucial idea that morality’s authority involves a distinctive normative nature.

Given his central assumption that we cannot deny eternal truths once we work them out, a fair consideration of Clarke’s arguments would require examining some of the particular relations he tried to demonstrate. But there are two more fundamental questions to be answered. First, the sense of self-evidence is critically ambiguous (Irwin 2008: §§618–19). Are these fitnesses self-evidently fitting for us or are they self-evidently intrinsically fitting? For example, do we perceive it to be self-evident that we ought not murder – because it is unfitting for human nature to act thus? Or is murder in itself wrong because it is perhaps intrinsically unfitting to harm innocent life? Clarke’s use of “immutablity” seems to points to the latter, but we can rightly complain that his position is not clear. Moreover, we can continue to press the argument even charitably understood. Hence we might ask why killing innocents is self-evidently wrong. Is this an analytic truth? If so, does defining “innocent” as “one-who-is-not-to-be-harmed” really answer our worry?

The second fundamental question facing Clarke is why we should think moral reasons based on eternal relations are superior to interested reasons? That is, we can grant that Clarke has in mind the claim that rational choice is the same as practical choice (thus buying a rational motivational thesis), and we can grant that reasons of fitness are incommensurable with interested reasons (thus buying a moral distinctness thesis), and yet we can resist that reasons of fitness are conclusive. Mimicking Pufendorf’s and Barbeyrac’s objection to Grotius, we can object that Clarke has not shown how such reasons normatively settle the will. Distinct, yes; but why superior? In virtue of his frequent mathematical comparisons, Clarke seemed to suggest that moral intuition carried a kind of authority on par with whatever authority we think there is in saying that 2 + 2 clearly equals 4. But does this theoretical conclusiveness transfer to practical deliberation?23

Ralph Cudworth

Cudworth’s interests had even less to do with systematic metaphysics than Clarke. For Cudworth, morality was at the fore, as evidenced by the titles of his works alone. And at the heart of his conception of morality were the subjects of obligation, will, and reason. Cudworth writes:


[If] the Rational or Intellectual Nature in its self were indetermined and Unobliged to any thing, and so destitute of all Morality, it were not possible that any thing should be made Morally Good or Evil, obligatory or unlawful (debitum or illicitum), or that any Moral Obligation should be begotten by any Will or Command whatsoever.24



However, Cudworth balanced the rationalist tone expressed here against three worries with orthodox intellectualism. First, to say, as orthodox intellectualists seem to, that the will “follows” intellect or that the intellect “propounds to the will,” suggests the will is blind. And if it is blind, Cudworth thought, then it is either a thoughtless slave or it acts arbitrarily (Cudworth 1838: ch. 6). Second, and related to the first, Cudworth had on his mind the sort of objection that Scotus raised to Aquinas, namely that a desire for happiness cannot be what determines the will if the will is to be genuinely free and in turn there is to be “ta eph’hemin” or moral responsibility (ibid.: ch. 1). In this way Cudworth pushed on the old problem facing voluntarism regarding a confusion of morality with prudence and the reduction of moral motives to considerations of non-moral, natural goods. Finally, Cudworth thought if the will just was reason, it could not err, as it plainly does. Thus, for Cudworth, the two faculties must remain distinct.

Cudworth’s solution was novel. He argued that the will has its own inner rationality, a “ruling, governing, commanding, determining principle” which Cudworth called the “hegemonicon” or “conscience.”25 Conscience assents or rejects propositions of all impulses, both of reason and desire (ibid.: ch. 10). As such, conscience is the basis of action. This argument has two suggestive implications. First, it implies that morality consists in perfection of the will and not reason considered simply. This idea in many ways pointed forward to Kant. But also, Cudworth implicitly gets at the kind of authority we’ve been tracking. For, the efficacy of conscience reduces neither to an external power to harm nor some kind of plumping for the attractiveness of consequences and ends. Instead, conscience, although it can err, can resist the pull of both reason and desire on the basis of its internal authority over the will.

Moreover, Cudworth had something to say about the content of the hegemonic understanding. Consistent with many other eighteenth-century rationalists, Cudworth argued that moral truth, if it were to exist at all, must exist necessarily. The moral categories must be as eternal and immutable as those of mathematics and logic. They are thus intrinsically moral. But what really set Cudworth apart, was his argument that morality must originate in reason. To see the point, recall that for Clarke, moral rightness consisted in fitness relations, relations that exist “in the nature of things,” which Clarke seems to treat as meaning “existing independently of the mind’s activity,” even though we of course only grasp these relations through reason. By contrast, Cudworth suggested that if we really want to ensure moral necessity, then it must be that we can grasp these immutable truths essentially through reason. That is, morality cannot result from any kind of reception of ideas: they do not come from “without us”: intelligible ideas are not “stamped” or “imprinted” on the mind from an external source. Instead, for Cudworth all knowledge is “an active exertion of the inward strength, vigour, and power of the mind” which comes from ideas “vitally portended” from within (Cudworth 1731: 4.1.2 and 4.2.1). Any sense of moral intuitionism, even Clarke’s mitigated variety, thus seems rejected on Cudworth’s view.26 Indeed, for Cudworth, it is through “ascension” of thought that we share in the mind of God and enter into community with him (ibid.: 4.2.13). Taken all together, then, the implication is that reason itself motivates: reason is essentially practical.

However, at least three problems remain. First, I have glossed over what can only be described as “sentimentalist” moments in Cudworth’s writing: places where he offers an anti-rationalist slant, especially in the context of religion. Those elements must eventually be fit together with his rationalist thinking.27 Second, it is unclear how reason’s understanding of the immutable truths relates to the understanding of conscience. That is, how does our grasp of these truths relate to the authority of Conscience? Third, how exactly does reason come to know these truths in the first place?

Now, regarding the third question, it is clear enough that like Clarke (but without the intuitionism), Cudworth thought that moral theory would parallel Euclidian geometry. (John Balguy would later claim the same; Balguy 1728/1729). However, with regard to the second question, it isn’t clear Cudworth even appreciated the problem.

The anti-rationalists

By the time Hume famously claimed in the Treatise on Human Nature that, “reason is, and ought only to be the slave of the passions” (Hume 1739–40: 2.3.3.4; SBN 415), anti-rationalist movements were established or at least brewing across all Europe. Four stand out: the rise of sentimentalist ethics led by Shaftesbury, and carried forward by Hutcheson, Hume, and Adam Smith; the radical egoism of Mandeville (which I will fold into the sentimentalist dialectic); the materialist reductionism by the French philosophes; and the sensationalist fervor in Germany that peaked philosophically in the works by Johann Hamann (Hamann 1759, 1780) and Johann Herder (Herder 2002), and culturally in the Sturm und Drang.

These movements do not express a unified outlook, often not even internally. It is also a mistake to think all these movements were radically skeptical of reason. Indeed, while it is common to call some of these thinkers irrationalists, that term implies being reasonless, and is thus usually inapt. Also important, like their rationalist counterparts, many anti-rationalists wanted to preserve a place for God and faith. Not Hume, perhaps, or every philosophe. But others baulked at or even condemned atheism, including Shaftesbury, Hutcheson, Smith, Voltaire, Rousseau, and Hamann and Herder (who ironically marshaled Hume to their religious cause). Finally, like their antagonists, the anti-rationalist moralists (now excluding Mandeville) were motivated to find a distinctive basis of morality that could separate its normative nature from the mere attraction of a desired end.

Sentimentalism

Sentimentalism is the ethical view that morality originates or is grounded in the affective responses of persons (see Taylor, Chapter 18 of this volume, for an extensive treatment). It can be understood as a denial of all three basic propositions of rationalism. Morality consists in a relation to a sentiment or emotion (or a set of emotions)28 and is known through these emotional responses (or by observation on them), and these sentiments motivate us. It has come to be associated with the rejection of realism in virtue of an associated metaethical claim about the meaning of moral judgments. On this view, moral judgments are non-cognitive: moral judgments in some sense express the mental states of a judge rather than report her beliefs. Consequently, these judgments are not literally true or false. Eighteenth-century sentimentalism, however, does not necessarily entail rejection of moral realism.29

Anthony Ashley Cooper, Third Earl of Shaftesbury

Shaftesbury is the first great sentimentalist. Like others we have considered, he began writing in the seventeenth century and was influenced by a variety of that century’s prominent minds and movements. He was also one of the most famous philosophers of his day. His wildly successful three-volume Characteristicks (1711) was reprinted more than any other English-language book of the century, excepting only Locke’s Second Treatise.30 It is a work without equal in terms of its literary richness, marvelously eclectic range of subjects and style of prose, and unique aesthetic presentation. This literary-aesthetic approach was part and parcel of his ethical theory. Thus in his “Advice to an Author” Shaftesbury writes:


[T]here can be no kind of Writing which relates to Men and Manners, where it is not necessary for the Author to understand Poetical and Moral TRUTH, the beauty of Sentiments, the Sublime of Characters; and carry in his Eye the Model or Exemplar of that natural Grace, which gives to every Action an attractive Charm.

(Shaftesbury 1711: “Soliloquy,” 206 [§3])



Moral and aesthetic values are thus leveled, as they are to some degree for all the sentimentalists. In Shaftesbury both are made into species of natural beauty; both are perceived by something analogous to the faculty of eyesight; and both are treated as real qualities of things and thus subject to “truth.” The “Author” must distinguish between “the many false Manners and ill Styles” and “the true and natural one, which represents the real Beauty and VENUS of the kind” (ibid.: 207).

These claims already suggest strong moral realism, a point I return to shortly. First, however, we should note that although peculiar, Shaftesbury doesn’t think there is anything mysterious about the moral faculty. The point of his analogy to eyesight is thus not to suggest a literal sense (a “sixth” sense as it were), but to stress something operating in us naturally and originally. Shaftesbury calls this deintellectualized faculty, the “sense of Right and Wrong,” which Hutcheson later popularized as simply the “moral sense.” For Shaftesbury, this sense is manifested in the consciousness of judges through a distinctive and pleasurable feeling of approval – a “Liking” which takes as its object the perception of external order in characters and actions (Shaftesbury 1711: “Inquiry concerning Virtue and Merit,” 8–21 [1.2.1–3]). In other words, what the moral sense approves is “orderly” and “well-proportioned” characters and actions. This order is what constitutes their beauty. More exactly, Shaftesbury argues that we naturally approve of benevolent characters and actions (ibid.: 60 [2.2.1]). But approval is not merely a judgment that benevolence is moving an agent. On the one hand, Shaftesbury speaks self-consciously of a plurality of “kind” affections from gratitude and compassion to love and nurture of the young (ibid.: esp. 45 [2.1.1]). On the other hand, Shaftesbury emphasizes that an agent’s passions must be conjunctively well proportioned. For, it will vary from one agent to the next what proportion of self-interested and benevolent passions is required to produce the most outward natural good (pleasure and happiness). Hence Shaftesbury reminds us that many kind passions, if “over-great,” can actually destroy their intended effects. Virtue is thus “a right BALANCE within” (ibid.: 55 [2.1.3]). Or as Shaftesbury often puts it, virtue consists in “equal Affection” (ibid.: 61 [2.2.1]).

How does Shaftesbury’s account bear on the questions we have been pursuing? Obviously, moral judgment is not the issue of reason, but a particular sentiment produced by the moral sense. Rationalism’s most basic tenet is thus challenged outright. Shaftesbury also seems to think he has addressed the question of morality’s distinctiveness. In part he has done so by making approval itself distinctive. His argument in this respect is not as forthright as Hutcheson’s or Hume’s, who would both go on to declare moral approval to be a “peculiar” sentiment.31 Indeed, Shaftesbury argues for a plurality of moral sentiments: admiration, ecstasy, aversion, and scorn (Shaftesbury 1711: II, 17 [1.2.3]). But despite this plurality, Shaftesbury suggests that each possesses cognitive-phenomenological distinctiveness in virtue of combining a “representation” of moral goodness with “liking” (or a “representation” of moral evil with “dislike”). Thus, approval is an intentional sentiment distinguished by its moral-intentional object.

So far, however, this is purely epistemic distinctness. We need normative distinctiveness – that recurring point about “authority.” That is what can explain morality’s autonomy from counsels of prudence. That is what would help us escape the Grotian problematic. Here Shaftesbury’s thought pulls in two slightly different directions, depending on which of these challenges he has in mind. To the latter, Shaftesbury concedes the basic problematic. Our selfish fears and hopes do sometimes override our virtuous, kind, and social affections (Shaftesbury 1711: II, 30–35 [1.1.3]). However, Shaftesbury also optimistically asserts that in virtue of being “an original one of earliest rise in the Soul or affectionate Part,” moral approval has an effect on the will that prevents it from being easily overridden by selfishness (ibid.: 30 [1.3.1 and 1.2.3]). Thus, however serious the Grotian problematic is, Shaftesbury has no truck with Hobbes and his “nasty” conception of human nature.

Given these views, the question of the first challenge should be restated for Shaftesbury as follows: (1) how does moral approval have an effect on the will of a deliberating agent such that (2) the effect does not reduce to mere psychologically superior force? Shaftesbury’s answer to part (1) is simply that the moral sense is turned upon itself in reflection. We reflect on our own motives to determine if they are well ordered and proportioned, and our consequent judgment can affect our will because both the motive and the judgment are essentially affections. More interesting is that this “reflective Faculty” is clearly a function of reason.32 Shaftesbury can thus rightly be said to advance rational sentimentalism.

His answer to part (2), however, is complicated and not obviously coherent. Shaftesbury seems aware of the relevant burden, claiming explicitly that moral theory must not only say what virtue is, but also “What Obligation there is to VIRTUE” (Shaftesbury 1711: II, 45 [2.1.1]). He thus anticipates and directly influences Hume’s much-discussed similar claims about justice in the Treatise (Hume 1739–40: 3.2.2.23; SBN 498) and about morality in the Enquiry (9.2). And yet, it isn’t clear that Shaftesbury meets his own challenge. According to Shaftesbury, the tendency to reflect is itself natural and thus all rational agents are disposed to an awareness of the moral fitness of their motives: “[N]o Creature can maliciously and intentionally do ill, without being sensible, at the same time, that he deserves ill. And in this respect, every sensible Creature may be said to have Conscience” (Shaftesbury 1711: II, 70 [2.2.1]). The introduction of conscience aims at internalism with respect to obligation. But as Shaftesbury himself observes, his doctrine only gets us a consciousness of either being “ill-deserving,” which at best breeds fear of reprisal; or a consciousness that we are internally disordered, which is inherently unpleasant and unhappy, but as such generates only a desire for change (which perhaps buttresses moral effort). Where in any of this do we find something that could mark the judgment of morality as authoritative as opposed to all species of advantage or the desirable, and thus make it fully normatively distinct? Arguably nowhere, which is what the rationalists would conclude about sentimentalism generally.

In reply, Shaftesbury might reasonably complain of question begging. His moral theory is a species of naturalism (loosely understood), and thus assumes the goal of finding (fundamentally) interested obligation, albeit not one based on advantage per se. Still, if such naturalism is right, the rationalist is entitled to ask whether morality has turned out to be at odds with some of our basic intuitions. That is, given the intuitiveness of thinking that there is a fundamental difference between morality (and moral reasons) on the one hand, and all species of prudence or private interest (and interested reasons) on the other – if there is no such divide then Shaftesbury needs to explain these intuitions away. Whether Shaftesbury and the other sentimentalists accept this revisionary consequence of their theories, or whether any of them has, after all, the ability to ground a distinctive notion of moral obligation and moral authority that satisfies these intuitions, is perhaps the most important question about their ethical systems.

But what of Shaftesbury’s realism?

The reality of morality did not concern Shaftesbury in the same way it did rationalists like Cudworth, Clarke, Price, and Reid. His principal interest was to advance the epistemic and motivational sides of ethical sentimentalism. Nevertheless, Shaftesbury is an early example of the explicit use of “realism” that approximates modern discussion. Thus he opposes “Realists” to “Nominalists” on the grounds that the latter “make Virtue nothing in it-self” (Shaftesbury 1711: II, 145 [2.2]). This distinction obviously implies the independence of moral facts, which, as already noted, is a thesis he sometimes appears to hold. At one point Shaftesbury even seems to echo Cudworth and Clarke, arguing that whatever the power of “Law, Custom, or Religion” to perpetuate or tolerate cruel and brutal practices or acts, such effects “can never alter the eternal Measures, and immutable independent Nature of Worth and VIRTUE” (ibid.: II, 20–21 [1.2.3]).

However, Shaftesbury’s metaethical position is not cut and dried. He critically hedges his position with a suggestion that the reality of morality might be a fact about moral perception, not the things perceived. That is, it is the nature of the moral sense to represent the “things without” as “eternal” and “independent” and “real” – but things may not really be this way. He writes, “If there be no real Amiableness or Deformity in moral Acts, there is at least an imaginary one of full force. Though perhaps the thing itself should not be allowed in nature, the imagination or fancy of it must be allowed to be from Nature alone” (ibid.: 25 [1.3.1]). This statement does not rule out moral realism, but it also doesn’t demand it. The ultimate status of moral realism in Shaftesbury thus remains an open question.

Francis Hutcheson

Hutcheson, Hume, and Smith would go on to develop sentimentalism in a variety of ways. Roughly, Hutcheson stayed close to Shaftesbury, Hume moved the furthest away, and Smith at a right angle. Hutcheson’s Inquiry was an express attempt to defend Shaftesbury’s moral sense hypothesis against the Dutch émigré, Bernard Mandeville. Mandeville’s Fable of the Bees – originally an anonymous poem – had made the infamous challenge to Shaftesbury that vice not virtue would unintentionally produce the most public good. Order, stability, wealth, and comfort, Mandeville argued, are more surely produced by a society driven by selfish pursuits. “Do we not owe the Growth of Wine,” Mandeville mused, “to the dry shabby crooked Vine?” (1714: 36). Mandeville further conjectured there was no natural benevolence in humans that could reliably curtail selfishness. In fact, he rejected not only the Grotian and Shaftesburian theses of natural sociability, but also both the voluntarist claim that force can ensure stability and Leibnizian optimism in divinely secured harmony. Ironically, then, Mandeville claimed precisely what many rationalists were advocating, namely that morality’s existence required an authority capable of overruling all passion and self-interest: something like what Bishop Butler would shortly call “supremacy” and contradistinguish from all species of volitional “strength” (1726/1729: esp. 59–66).

Quite unlike the rationalists, however, Mandeville argued that reason is also unable to produce the requisite motive. This was thus anti-rationalism at its limit: it was ethical skepticism. And by the time the century was over, everyone from Hume to Diderot to Kant to Bentham was to comment on the Fable, with many conceding, though rarely as frankly as Adam Smith, that something about it was true.33

But not Hutcheson. He treated the Fable as literally fantastical. Hutcheson thought Mandeville had used a facile and dishonest conception of human psychology to advance pernicious views. To Hutcheson, nothing could be more obvious than the fact that humans are complicated by a diversity of passions and desires besides self-love. In particular, our experiences show us that benevolence does motivate, all the time. It is also plain that we approve, sometimes disinterestedly, of benevolently motivated actions. Indeed, Hutcheson was so emphatic about the warmer side of human nature that one struggles to find in his work even minimal acknowledgement of the Grotian problematic. But Hutcheson did not rest on his optimism. As already noted, he came close to arguing, as Hume would, that approbation is “peculiar” (Hutcheson 1725: 2.1.1). As such it is irreducible to self-interest. He additionally argued that were moral feelings reducible to self-interest, then we could be bribed into feeling them, which is plainly false (ibid.). Of course, Mandeville had not claimed that all feelings were reducible to self-interest. But presumably Hutcheson could use the peculiarity of moral feeling to make a kind of “distinctiveness” claim, like Shaftesbury, that in turn could explain why moral feelings are incommensurable with self-interest and thus at a minimum not obviously overridden by self-interest.

Hutcheson’s vehement defense against Mandeville together with his use of the moral sense arguably suggests moral realism. But if Shaftesbury’s realism is contentious, Hutcheson’s has been the subject of strident controversy. Like Shaftesbury, Hutcheson sometimes speaks in a way that implies strong moral realism. In the preface to his Inquiry, for example, Hutcheson announces his goal “to prove what we call the Reality of Virtue.” But like Shaftesbury it is ambiguous whether Hutcheson was claiming only that there are real distinctions between moral motives or whether he was making the further claim that such distinctions are based on real and independently existing moral facts. No one doubts the former. What is not clear is whether this independence can be extended to any existence distinct from both the power of the moral sense to “procure” approbation and from “the benevolent affection in which that power is realized.”34,35

David Hume and Adam Smith

After Hutcheson, the notion of a moral sense faded in sentimentalist writing.36 Hume did speak of a moral sense and reserved room for certain moral qualities that are perceived as “immediately” agreeable (Hume 1739–40: 3.3.1.27–29; SBN 589–90; 1751: §§7 and 8). He also held onto Hutcheson’s conviction in an original disposition towards benevolence, emphasized especially in the second Enquiry under the rubric of “humanity.”37 But, despite the section title in the Treatise announcing a “moral sense” argument, in that section Hume also offers definite criticism of Shaftesbury and Hutcheson precisely on the point of moral sense (Hume 1739–40: 3.1.2.6–11; SBN 471–76; also 1751: 3.2).38 Moreover, Hume was bent on reducing mental phenomena to as few principles as possible. Thus, although he initially attributes most of the moral judgments to a “moral sense,” Hume later offers new explanations in terms of more fundamental, general principles of the mind that are not originally moral (excepting some of the “immediately agreeable”). And Smith followed Hume in this respect. Indeed, in The Theory of Moral Sentiments Smith went on to say that only if all the more basic, alternative principles he (Smith) suggested to explain moral judgment had been exhausted, and some “overplus” of sentiment remained – only then could we attribute this affective remnant to a moral sense (Smith 1759: 7.3.3). And even then, Smith still demanded an exact explanation of this “overplus.”

This progressive de-emphasizing of the notion and language of moral sense signaled a move away from moral realism. Although both Hume and Smith spoke occasionally of “real” moral distinctions, one can only contentiously conclude that this implied independent moral facts. Regarding Hume, moral realism is simply hard to reconcile with his radically skeptical epistemology. Hume’s empiricism explicitly stripped reason of any power to determine real existences, and he eventually concluded of morality that, “those eternal and immutable fitnesses and unfitnesses of things cannot be defended by sound philosophy” (Hume 1739–40: 3.1.1.18; SBN 458). On the contrary, Hume famously compared moral properties to secondary qualities like color or smell, and moral judgment to taste. At a minimum then, to establish Humean moral realism we need an argument explaining how taste can be objectively right or accurate.39

Smith seems to have gone another direction. In particular, he arguably adopted what is sometimes called non-dogmatic skepticism. Thus, unlike Hume, Smith nowhere elaborates a concerted skeptical attack on rationalism and he certainly does not chase empiricism into the dire epistemic straits Hume did at the end of Treatise Book 1. But also, and crucially, Smith does not advance a fundamental metaphysics. Instead, he seems to suspend judgment on all ultimate questions of “reality,” including the question of whether we should suspend judgment. As a consequence, there are no grounds to attribute definitively to Smith strong moral realism.40 Smith thus sidesteps, so to speak, the question of realism.

French materialism

If Leibniz can be used as a touchstone for sorting early British thought, Spinoza plays that role for the French. But in Spinoza’s case, there was also greater actual influence. Spinoza’s rejection of dualism and libertarian free will; his insistence on basic drives as the determinants of action (especially conatus, the drive for preservation of being); his rejection of revelation in favor of natural reason as the power to discover these drives, clarify our understanding of them, and thereby secure the means to satisfy them – these were all reflected in the doctrines of the philosophes, excepting Voltaire and the later Rousseau.

Still, this was not a direct transfusion. Other intellectual forces were acting on French thought. Locke and Newton impressed many, especially Voltaire; Shaftesbury had a well-known impact on Voltaire and Diderot; and skepticism of abstract reason was partially prepared by the seventeenth-century writings of Marin Mersenne and Bayle’s fin de siècle scrutiny of Cartesian rationalism. Also important was Fontenelle’s emphasis on humanity and human nature as an object of knowledge, and (later) Condillac’s sensationalist theory of the mind. Condillac’s influence in particular cannot be underestimated. Although Condillac took himself to be fighting off Spinozism, his rejection of Locke’s tabula rasa in favor of a view that made even simple ideas the developmental upshot of bodily sensations prepared the way for a more radical materialism.41 Condillac certainly influenced D’Alembert’s brilliant and widely read Preliminary Discourse to the Encyclopédie, which portended from the start an overhaul of Cartesian principles in favor of a new sensationalist emphasis. “The fact of our existence,” D’Alembert wrote mimicking the cogito, “is the first thing taught us by our sensations” (emphasis added).

Moreover, any appeal to Spinozism, even mediated or mitigated, was risky in France. An authoritarian and religiously intolerant monarchy and an academic culture in thrall to apologetic theology dominated early eighteenth-century France, especially Paris. That hegemony vigilantly tried to repress and persecute any work or author hinting at atheism or Spinozism. Consequently, the philosophes operated for much of the century clandestinely, either by anonymous pamphlets or through discussion in salons and private households.42 These constraints inspired pragmatic undercurrents in even the most theoretical work, and eighteenth-century French philosophy was aimed at worldly change in a way that philosophy has never since been. As the anonymous author of Le philosophe argued, the “true” philosopher does not “find himself in exile in this world.” On the contrary, civil society is for him “a divinity on earth.” Homo sum, humani a me nihil alienum puto. “I am a man, and nothing human is alien to me.”43

The result of this strange mix of the philosophical and the social led to a radical materialism in ethics and a new conception of reason as critical, experimental, and pragmatic. The common theme for the philosophes was that reason operating by its natural lights, i.e. empirically and outside revelation, can discover the basis of human happiness and the means for achieving it. By reflection on our experiences we can come to a clear conception of the causes of our passions and actions, and in turn develop principles and rules for ensuring the maximization of happy or pleasurable effects and the minimization of painful and sad ones.

At its extreme, in those like La Mettrie (1748) or the Marquis de Sade (1791, 1795), this “science of morals” was a purely descriptive project and led to hedonistic hypotheses divorced from morality. But most of the philosophes took a less destructive and anti-conventional path. Some like Diderot, D’Alembert, and Helvétius originally even followed Voltaire’s physico-theology (inspired by Locke and Newton). Voltaire’s worry was not merely with the licentiousness that La Mettrie’s system seemed to allow, but the eradication of free will and moral responsibility that materialism (to him) implied. Voltaire thought that what the science of morals uncovered were God’s principles, albeit by showing to us those universal needs and desires implanted in us. But most of the early “Voltarians” ended up closer to the atheistic views of Meslier, d’Holbach, and Du Marsais. Like Voltaire, they thought there were universal facts about human nature and needs that could ground moral principles. But unlike Voltaire, these more radical philosophes thought the facts were thoroughly natural. Nothing about God had to be presumed, and no claim about the soul was needed. Moral law was “natural” law in the most literal sense (see also Wolfe, Chapter 3 in this volume).

This isn’t to say that these laws were considered intrinsically moral, in the strong realist sense. On the contrary, those like Helvétius and d’Holbach advanced egoistic psychologies and correspondingly claimed that what we call “probity” (Helvétius’s term) are those traits of persons and motives that serve our interest. As d’Holbach wrote in his Universal Morality, “The duties of morality are the means that a being who is intelligent and susceptible to experience should use in order to gain the happiness toward which his nature ceaselessly forces him to move” (1776: §1, ch. 1). Correspondingly, obligation is explicitly reduced to interested obligation. Thus, d’Holbach added, “Obligation … is the necessity of doing or avoiding certain actions for the sake of the well-being that we seek in social life” (ibid.)

However, this was not the grim egoism of Mandeville. On the one hand, as the last comment by d’Holbach suggests, some social interests engage us directly. Helvétius was perhaps most innovative in this regard. He argued that certain features of human psychology lead us to identify with social groups and in turn to take on group interests as our own. Thus the objects of our motives can extend beyond narrow self-interest, and social good can be advanced directly. On the other hand, because most of the philosophes took themselves to be articulating universal features of human nature, the basis was laid for weak moral realism. Claims about morality purport to be true, and in virtue of natural facts about humans, some are. These ideas get full expression in Diderot’s Encyclopédie entry “Droit naturel.”

According to Diderot, some universal interests can ground a conception of law and even “rights,” and can thus serve as a constraint on private interest (Diderot 1753: 20). Through experience we can objectively discern collective interests, which make up a “general will” (a notion that would earn more fame through Rousseau and eventually be incorporated into the 1789 Revolutionary Declaration of the Rights of Man and the Citizen). The “general will” in turn serves as a basis for rights claims against others.

Moreover, although our motive to follow the general will and the claims we make on its behalf are interested, the interest in question is not crude self-love. That is, we do not follow general will because it merely serves our private interest. So far, this sounds the same as d’Holbach and Helvétius. Diderot’s justification, however, was unique. First, Diderot grants that we see endless self-serving opportunities for violating the general will and the collective interests of others. Correspondingly, he admits that a person might question our demand that he follow the general will. Diderot’s next move, however, is what we can never forget. “What then,” he wonders, “shall we reply to this violent interlocutor before smothering him?” (Diderot 1753: 19).

In asking this, Diderot isn’t intriguing murder because our interests are threatened. We smother the violent interlocutor because he is not human to us. Consider: Diderot thinks we express our humanity by using natural reason. And one inherent aim of natural reason is to discern the “truth” of general will. Thus, if a person cannot reconcile himself to the general will, he has shown himself to be irrational and not human. He is only a beast. And for that reason we have no choice but to “smother” him. This may sound grim, but to Diderot’s mind it was far more optimistic than Mandeville. For on Diderot’s thinking, self-interest gets transformed into something more than selfishness: it becomes a wish to manifest humanity, where this desire has the substantive object of being rational, not just appearing rational (as it might still for Mandeville). A rational human wants to avoid appearing corrupt by not being corrupt: “for he does not wish merely to be happy; he wishes also to be just and by his justice to ward off the ascription of ‘evil’” (ibid.). Still, we are reasonably unsettled by something in this combination of, on the one hand, rights talk and moral universalism, and on the other hand, repression of difference. Diderot frequently called for tolerance, and yet his demands were etched against their own harsh dogma. This fact raises some new and important questions, which we must responsibly voice even if we can’t answer them here.

First, almost all the philosophes were bent on establishing human equality. Unsurprisingly, their arguments were usually for a natural equality between persons, typically based on the equal distribution either of natural reason or of universal human needs. Without pausing to parse such arguments, we can wonder whether such claims did not, after all, suggest a kind of strong moral realism. Was egalitarianism argued to be true in virtue of an independent fact about persons – what might be called (though a bit anachronistically) a doctrine of human dignity? No conclusions can be reached here. Nevertheless, having raised the question, we must become curious who else in the eighteenth century might be arguing for such a doctrine? And does such an argument constitute a form of moral realism? Kant would of course famously and explicitly make a claim about human dignity. But who else before Kant, perhaps only implicitly, might be included?

However, as soon as we pose this question another of equal import immediately presents itself. Can we reconcile any such claims about human dignity with the racism, sexism, elitism, Eurocentrism, and support of slavery, which so many Enlightenment thinkers expressed? Can realism about human worth be reconciled with Diderot’s strange intolerant tolerance? And what of those canonical “champions” of liberty, equality, and justice like Locke, Hume, and Kant? Each acted or theorized in manifestly racist ways.44 How should these facts impact our judgment of their moral theories, especially their claims for equality or dignity? Hard questions. But they are also questions that demand answers.

German sensationalism

German anti-rationalism wasn’t a powerful force until the seventies, but its history traces back much earlier. It partly originated as a response to foreign influence. Positively, it was a conscious identification with or imitation of sentimentalist thinking and writing, especially Shaftesbury, Hume, Rousseau, and English and French literature. This line of influence also benefited later on from Mendelssohn’s pseudo-moral sense aesthetics45 and Lessing’s revolutionary impact on German drama, the latter of which, with its English aesthetic realism, put emotional expression literally on center stage. Negatively, there was a reaction against French materialism, which cut against the budding German Romantic view. This Romantic tendency was evident even mid-century, especially in literary work like the very popular poems of Friedrich Klopstock. Its upshot would be to idealize passionately possessed persons quite at odds with German rationalism. Consider for example Klopstock’s “speechless” lover in the Garland of Roses (1753), describing a profoundly un-Kantian dependence on his love:

I looked at her; my life then hung

With this one glance on her own life:

I felt it true, but knew it not.46

A more powerful cause of German anti-rationalism was the Reformed religious movement known as Pietism, which stressed internal faith as something more properly felt than thought. Thomasius was a Pietist. So too were Kant’s parents and another influence on Kant’s early thinking, Christian Crusius. Other prominent Pietists were Hamann, Jacobi, and Herder, as well as some of the Romantics like Goethe.

Hamann is especially interesting. He was both Pietist and markedly influenced by the philosophical sentimentalism of Hume. Indeed, Hamann’s use of Humean skepticism to critique Kant would be one of Kant’s early exposures to Hume.47 The irony was that Hamann and his followers rejected neither reason nor faith. What Hamann sought was a unity of powers in place of ancient antithesis. He thus reconceptualized reason and incorporated it into feeling. The consequence was that “reason” was no longer set against faith or sentiment, but understanding (Verstand) – a purely analytic and instrumental faculty (Becker 1932: 376). Passionate life and enthusiasm were in turn reinvigorated, and poetry was lauded as “the mother tongue of the human race,” held up against the dry and alien deliverances of analytic understanding. At the same time, not being deprived of a concept of reason allowed Hamann to call his philosophy a “metacritique” – by which he meant a critique of “critique” (i.e. of critique itself), and of Kant’s critical method in particular. In this way Hamann looked forward to nineteenth-century philosophy.

Hamann’s efforts had two particularly notable moments outside his published work. One is his response to Kant’s 1784 prize essay “Was ist Aufklärung?” (“What is Enlightenment?”) (Hamann 1784; see also Oz-Salzberger, Chapter 1 of this volume), which appears in a letter to Christian Jacob Kraus in the same year. In style, content, spirit, and historical moment, this letter stands as an important counterpoint to all eighteenth-century rationalism. The other is the way Hamann’s ideas influenced the short-lived but momentous 1770s culture of the Sturm und Drang (storm and stress). This literary and poetic movement, which let loose emotion, came to a fever pitch just as Kant was formulating his own critical conception of reason and aesthetics, and eventually, albeit temporally, eclipsed Kant.

Although Kant rejected the excesses of the Sturm und Drang, given the deep sentimentalist vein that led up to and fed that culture, perhaps we shouldn’t be surprised to find in Kant’s aesthetics some anti-rationalist elements. In particular, Kant argued that the faculty of aesthetic judgment possessed its own irreducible autonomy, a claim that was reminiscent of Shaftesbury’s moral sense. Of course, Kant was to give moral judgment a thoroughly rational basis. The point is only that Kant did so against a more sentimentally inclined and occasionally outright anti-rationalistic context than is typically recognized. And certainly, the century ended in Prussia with an anti-rationalist flourish. As Kant’s younger literary contemporary, the hugely popular Goethe, would have Faust declare: Gefühl ist Alles; Name ist Schall und Rauch (“Feeling is all; Name is but sound and smoke”) (Goethe 1808). That was probably not directed at Kant, at least not if we draw from “Name” a literal implication against language, about which Kant had little formally to say. All the same, Faust was hardly extolling reason – a telling indicator of the climate in late Prussia.

Rationalism revitalized

Moral rationalists and anti-rationalists were active throughout the eighteenth century. But the later thinkers Reid and Kant arguably saw more clearly than their early and mid-century counterparts the potential weakness of all “empirical” ethics. At any rate, Reid and Kant shared a core complaint against anti-rationalism. In their minds, sentimentalists, materialists, and sensationalists all fundamentally misunderstood moral agency. As a consequence, these “empiricists” risked misleading us to a distorted, dehumanizing, and morally bankrupt conception of persons. In this last section, we will try to get a rough sense of this new twist in the debate over moral rationalism and realism.

Just as anti-rationalists are prey to the caricature of being anti-reason, rationalists (especially Kant) are often falsely described as anti-sentiment. Reid and Kant both allowed a place for sentiment, sometimes a quite important one. However, they also insisted that moral feelings were consequences of moral judgment. For example, Reid frankly admitted the import of sentiment and even used sentiments to emphasize his moral realism by insisting that many feelings were the fitting response to the “real value” of actions (Reid 1788: 3.3.7; 181). However, he also insisted that what was valuable was antecedently determined by rational judgment. Moreover, Reid insisted on a cognitive theory of emotion. Sentiments are not mere “feeling” or “appetite” but instead are intentional, and even include understanding (ibid.: 3.2.2–6). Moral judgment, which is rational, is thus “necessarily accompanied with affections and feelings” (592–93, emphasis added). Reid also thought, as Kant did, that there is a particular moral feeling which arises as a consequence of our cognition that we have willed rightly – that is, from consciousness of doing our duty. In The Metaphysics of Morals Kant claimed that “moral feeling” as well as “conscience” “love of one’s neighbor” and “self-esteem” – four phenomena “on the side of feeling” – all “lie at the basis of morality.” Granted, Kant did not think these phenomena were conditions of morality’s existence or justification. But Kant argued they were crucial as “subjective conditions of receptiveness to the concept of duty” (Kant 1797: Ak VI, 399).

So why did these thinkers reject a more fundamental role for affect or sentiment? We can discern three closely related answers. First, anti-rationalism seemed to make morality independent of the will of the agent. More exactly, virtue or obligation consisted in an affective motive broadly construed: a passion, a feeling, a desire. Even where “will” was explicitly admitted as something distinct (e.g. Hume agreed it was not a passion per se), it was still passive and usually in the family of affects (Hume defined the will as a conscious “impression”; Hume 1739–40: 2.3.1.2; SBN 399). Reid and Kant thought this totally mistaken. The will is a distinct active faculty that responds to reasons, and morality essentially consisted in the relation between reasons and the will. Second, the Lockean-Humean empiricism implicated by anti-rationalist accounts threatened to, or explicitly did, eliminate the faculty of reason as a source of ideas.48 Reid and Kant argued the exact opposite claim. Finally, Reid and Kant thought that the more explicit materialism became (as with the philosophes), the more man was made into a machine and freedom and morality eliminated. They were likewise on guard against the kind of determinism arguably implied by Hume’s theory. Putting these points together, then, we can appreciate their rejection of any fundamental assignment to sentiment. These new rationalist theories required the ability both to judge right action and genuinely to act on that judgment. “Moral action must originate from us as free, self-determining rational agents. It must show that we see what is right and choose to do it became it is so. Actions from feeling cannot have this character” (Schneewind 1998: 587).

Of course, Reid and Kant developed quite different positions. Reid followed in the footsteps of Clarke and the idea of rational intuitionism. He also emphasized religious motivations – namely, to defeat voluntarism in the name of theism. Kant on the other hand, followed the spirit of Cudworth’s argument. In his view, it was crucial to defend the idea that reason is essentially practical.

Consider Reid first. Reid’s rational intuitionism, though in the spirit of Clarke, flowed more directly from his English predecessor Richard Price. Price was himself an interesting thinker, but Reid undoubtedly became the more important figure, if only because his work had a longer influence, particularly in America. Reid’s major Essays on the Intellectual Powers of Man was published in the same year as Kant’s most famous ethical treatise, Groundwork of the Metaphysics of Morals (1785). Reid’s closely related Essays on the Active Powers of Man, followed three years later. In the first Essays, Reid argued that Hume’s theory was fatally flawed by its premise that the mind is only ever aware of its own internal perceptions (ideas and impressions). On the contrary, Reid claimed, reason can judge truths of the external world “directly” and “immediately.” In particular, Reid argued that some judgments of reason have the “light of truth” within them. These are judgments of “self-evident” propositions – what he alternatively called “first principles” or “principles of common sense” (Reid 1785: 6.7; 524–25).49 Reid is thus reasonably seen as a kind of epistemological foundationalist. First principles are necessary for all knowledge and reasoning, but cannot be derived as the conclusion of an argument in the way in which we justify ordinary claims by argument. So first principles are foundational in the sense of being more fundamental than any arguments or (other) beliefs.

More directly relevant to our purposes, “common sense” reveals both what the first principles of morality are (Reid 1788: 5.1; 270–78) and that we have the power to act on these principles (ibid.: 5.6; 328–29). Reid is also emphatic that this power is authoritative for the will, in the sense that it can “resist the impulses of appetite and passion” regardless of any other pleasure we might derive as a reward from such resistance (Reid 1788: 2.2; 58). Thus Reid tries to answer the demand we’ve been tracking to justify morality’s supremacy outside of volitional strength – namely, to give morality a practical authority irreducible to the psychological weights and measures of desire. Reid’s argument for this crucial conclusion, however, may not convince us.

The problem is that Reid treats authority as a subjective property of rational judgment. But this move obviates an appeal to common sense to justify the claim of authority itself. For, whether it is judged self-evident that reason is authoritative – whether we believe it without question or doubt – is beside the point. Reid himself seems to recognize this when he writes of the difference between affective influence and rational authority on choice, “[t]his difference we feel, though it may be difficult to find words to express it” (Reid 1788: 2.2; 76, emphasis added). If this is Reid’s claim, does he really have the resources to distinguish between strength and supremacy, in the way Butler called for?50

Putting this difficulty aside for the moment, three features of Reid’s general argument stand out. First, Reid was obviously a strong moral realist (though, given what I’ve said so far, one rightly wonders whether moral realism was by this point a different sort of commitment for Reid than his more mathematically inclined predecessors). Moral rightness and wrongness are qualities intrinsic in objects, and moral laws are necessary and immutable (1788: 5.5, 5.6; conjoin 324–25 and 333–34). Second, Reid was obviously advancing a moral motivation thesis by claiming that moral knowledge can move us independently of any good we might derive from our action. Correspondingly, Reid rejects on common-sense grounds the sentimentalist platitude that desires and affections are the objects of moral judgment. Instead, it is a person’s “reasons” that we judge in deciding the rightness or virtue of his action (Reid 1788: 3.1–2). Last, Reid had obvious anti-voluntarist aims. But unlike many of his predecessors, Reid’s argument was partly based on the anti-Reformist idea that moral responsibility figured prominently in God’s evaluation of us. Consequently, God must have made us capable of self-government (1788: 5.5, 5.6; 310–11, 328–29). This in turn made the freedom and power to know how to act necessary. Hence Reid’s rationalism and theism were mutually reinforcing.

A lingering problem faced Reid – one that arguably would require Kant’s innovations to solve convincingly. Reid’s version of strong realism was open to Hume’s (retrospectively) hugely important warning against is/ought fallacies: the deriving of normative conclusions from descriptive premises. Thus suppose there is an eternal moral law murder is wrong. How could our knowledge of that law, which is a fact, convert to a practically effective judgment of obligation like, I ought not murder, which really binds me to action? Again, we saw that Reid struggled to explain how rational judgment motivates, and seemed to resort to a kind of subjective-psychological “authority” claim, the efficacy of which he more or less simply insisted on. By contrast, Kant argued that moral laws were inherently normative because they were the constructive products of one’s own rational will. That is, on the one hand, practical reason and will are identified in Kant. On the other hand, Kant argued that pure practical reason is the source of moral law. The mystery of “authority” was thus solved: moral laws were distinctly normative for the will because the will issues them to itself.

Essentially, then, Kant took moral rationalism to the limit, even though doing so meant moving away from the strong moral realism of those like Clarke and Reid. For Clarke and Reid, moral knowledge was the upshot of a discovery of some independent truth, which the will, a separate faculty, followed. But Kant saw that such a combination of rationalism and realism would continually run into the problems of explaining (a) how this knowledge can influence the will; and (b), even if we solve (a), we must still explain why this knowledge is “supremely” authoritative. More exactly, how does the discovery of “real” truths etch out a distinctive purview for the laws or commands of morality and why does this knowledge require action in the way the notion of “obligation” implies? So long as this question remains open, “empirical” theories have an explanatory advantage. Kant thus took himself to have radically broken through these obstacles while simultaneously rescuing genuine moral agency. In Kant, persons were redeemed as active, creative, and willful, as opposed to passive, reactive, and driven.

Or so Kant thought. Certainly he and his late-century rationalist peers did manage to focus much subsequent ethics on the notion of agency and autonomy. Many contemporary ethicists, however, have been rethinking the nature of this “agential” turn. In particular, the metaethics boom of the twentieth century has reinvigorated both strong moral realist and sentimentalist thinking. Old debates, it seems, die hard. In any event, properly rethinking the legacy of late eighteenth-century rationalism makes the kind of study we’ve just undertaken all the more important.
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Notes



  1 Le philosophe, in Diderot and D’Alembert 1751–72: XII (1766, but originally c.1743). The authorship of this entry is notoriously contested. Most likely, it was Du Marsais, and the translation I have used to supplement my own attributes it thus. But it has also been attributed to, among others, Diderot and Voltaire, both of which are doubtful. In fact, Voltaire attributed Le philosophe to Du Marsais in his own publication of it, although Voltaire interestingly deleted the passage quoted here. For its fascinating history see Dieckmann 1948.

  2 “All men naturally hate each other,” Pascal wrote (1670: §210). He might well have been speaking for all these earlier thinkers. This pessimism had its eighteenth-century remnants. See the opening line of Thomasius’s 1707, “On the History of Natural Law Until Grotius.”

  3 Cudworth lived and died in the seventeenth century. But his most important work was published in the eighteenth century.

  4 The choice to sideline Butler and Rousseau is more complicated. In both cases, elements of rationalism and sentimentalism are subtly blended. I note a few other similarly slippery cases along the way. For the development of utilitarian thought in the context of rationalism and realism, one might begin with Irwin 2008: §§655, 852, and 866. For a discussion of Berkeley, also omitted here, see Darwall 2005.

  5 Loeb 1981 attacks the value of the rationalist/empiricist distinction. Rutherford echoes Loeb in his 2006 editorial introduction. Others have self-consciously reified the distinction, including Schneewind 1998 and Ayers 2005. Haakonssen 2006b discusses the historical motivation to use epistemology as a fundamental classificatory scheme.

  6 Here and in the next paragraph I follow Sayre-McCord 1985, 1988, and 2007. Sayre-McCord has sometimes opted not to include the third claim I spell out in order to prevent trivially ruling out certain plausible theories of the nature of the facts in question – e.g. that they are natural psychological facts of persons (although a variety of the third claim does get included in Sayre-McCord 2007). But like Haakonssen (1996: 67–68), I think it is crucial to include this third claim to interpret eighteenth-century moral realism.

  7 This follows closely Schneewind’s excellent 2003 editorial forward.

  8 Romans 2:14 tells us that humans sometimes act in such a way that they become a “law unto themselves.” This, to many, suggests effective power over the will.

  9 At least for the majority; Aquinas seems to allow the possibility that the sage can guide herself. However, it is unclear whether he thinks a postlapsarian sage is possible.

10 Scotus used this phrase at several places in the Ordinatio and the Reportatio parisiensia. See e.g. Ordinatio bk. 3, suppl. dist. 26 (where he attributes the notion to Anselm) and bk. 2, dist. 6, q. 2 (Lucifer’s fall); also Reportatio bk. 2, dist. 6, q. 2. Translations of the Ordinatio come from Wolter 1986. I have followed Williams 2003 for the Reportatio. For analysis of the point at hand, see Williams 1995 and 2003. Such remarks have led many to see Scotus as a libertarian. See Incandela 1992 and Williams 1998. For discussion of Anselm’s influence, see Wolter 1972.

11 Grotius attempts to argue that we can make these judgments either from a form of a priori reasoning or a posteriori reasoning; see 1.12.1.

12 Grotius rejects a reduction to “expediency” and fear of sanctions in the Prolegomena, paras. 16–19.

13 Barbeyrac’s 1738 translation of Grotius’s De jure belli ac pacis (On the Law of War and Peace) includes this objection in a footnote to the istiamsi daremus passage; prol., para. 11. See Scheewind 1998: 73.

14 A closer look at Pufendorf reveals that he distinguishes, as against Hobbes, between God’s “authority” and “power.” How far this distinction goes towards dodging the worries discussed so far is debatable, as is the ultimate success of his theory. See Darwall 2006 and Schneewind 1998.

15 Schneewind 1998 credits Cumberland as the first Utilitarian, Darwall 2006 assigns this status to Leibniz. Christian Thomasius also held all three views noted here, but he is a slippery case; his philosophical views notoriously wavering during his life. Indeed, his agreement with all three views can only be attributed to his final work, Foundations of the Law of Nature and of Nations.

16 In “A Treatise concerning the obligation, Promulgation, and observance of the Law of Nature” appended to his 1727 translation of Cumberland’s Treatise, nicely discussed in Irwin 2008: §§536–40.

17 In fact, Cumberland does seem to fall back on voluntarism. It is not extreme voluntarism, but one based on a sophisticated reductive naturalism. Irwin notes this 2008: §§530–34; but the interpretation is made at least as early as Darwall 1995. See also Parkin’s editorial note 1 to De legibus, ch. 5 (Cumberland 1672), and especially Haakonssen 2000. Cumberland also offers a few arguments based on an analysis of the nature of practical reason itself, including consistency, universality, and impartiality. These are sketchy, but interesting. See e.g. De legibus 5.16–17.

18 Leibniz’s direct attack on Pufendorf’s voluntarism engendered an important direct reply from Barbeyrac in Jugement d’un anonyme, which includes Leibniz’s original criticisms. It is published together with Barbeyrac’s 4th edition of his translation of Pufendorf’s De officio in 1718, entitled Les devoirs de l’homme et du citoyen.

19 In Leibniz 1969: 158; highlighted in Schneewind 1998: 237–41.

20 It is complicated by the addition of a thesis of metaphysical perfectionism to this moral perfectionism, the former of which plays an essential role in explaining the latter. See Youpa 2005.

21 Cudworth’s work preceded Clarke’s Boyle Lectures by half a century. But Cudworth’s oeuvre, Eternal and Immutable Morality, did not appear in print until in 1731, twenty-six years after the Boyle Lectures. Thus no firm ordering of their views should be assumed from what follows.

22 Schneewind speculates this is the first use of “agency” in its modern philosophical sense.

23 Clarke discusses obligation more directly in the second Boyle Lecture. See also Gill 2006b.

24 Cudworth 1731: 1.2.6; 22. The passage is highlighted by Darwall 1995: 120.

25 Cudworth names the “hegemonic” element at the end of A Treatise of Freewill, ch. 13. It becomes the direct subject of ch. 9 and gets formal definition in ch. 10.

26 This conclusion is admittedly somewhat contentious, both because Cudworth himself does not make it explicitly and because his overall philosophy is, it could be objected, not cogent enough for us to credit him with it (see e.g. my comment in the next paragraph regarding a “sentimentalist” tension in Cudworth’s writing). This is not the place, however, to settle the matter.

27 See especially Gill 2004 and 2006b.

28 I will not attempt to disambiguate emotion, sentiment, affection, and passion. See instead Dixon 2003.

29 For further discussion of this point, See Irwin’s 2008 conclusion to his discussion of Shaftesbury.

30 See D. Uyl’s 2001 editorial introduction to the Characteristicks (in Shaftesbury 1711).

31 Hume’s formal claim is at Treatise 3.1.2.4, though it echoes throughout the Treatise. Hutcheson takes up the question explicitly at the outset of Inquiry 1.1. From this discussion alone it would be easy to conclude that approbation is not peculiar for Hutcheson, but rather that it is synonymous with Love. That interpretation is defeated by the introduction to the Illustrations. Hutcheson there implies the peculiarity claim by arguing that approbation denotes a “simple” idea of the “consciousness” that can only be “explained by synonymous words” (i.e. not that it is synonymous). He then adds that approbation is a pleasant sentiment “attended with” love, and thereby denies that it is Love (Hutcheson 1728: 134).

32 Shaftesbury 1711: “Inquiry,” 68 (2.2.1). See also his speculation that if there were a creature possessing the kind affections but no Reason, all it would take to have a moral sense is the addition of “reflection” (ibid.: 31 [1.2.3]).

33 See Smith, “Human origins and human diversity,” in Chapter 29 of this volume. For more on the Fable’s influences see Kayle’s 1824 editorial introduction to the text (in Mandeville 1714).

34 This final sentence follows Winkler’s (1985) summation of his attack on Norton’s (1982) claim that Hutcheson was a moral realist, which claim itself rejects an earlier interpretation by Frankena 1955. Norton responds to Winkler in the same journal issue as Winkler 1985. Norton recently reasserted the claim in conjunction with Kuehn (Norton and Kuehn 2006), and Haakonssen 1996 defends Norton. However, Norton has also been attacked by Radcliffe 1986 and very recently by Irwin 2008: §643. Schneewind also expresses doubt (1998: 336–40 and n. 18). See also Gill 2006a: ch. 13.

35 Hutcheson also makes some novel objections to moral rationalism, which space prohibits discussing. See Illustrations (1728) §1 and Irwin 2008: §§639 and 641.

36 Reid refurbished the “moral sense” with new meaning; the concept of a moral sense also found a place in some sensationalist theories.

37 See Debes 2007.

38 I don’t mean to imply we can dismiss Hume’s talk of “moral sense.” But, for the reasons I articulate in this paragraph, we must treat that language carefully. Along these lines, it is also important to note, first, that Hume’s discussion of moral sense parallels Butler’s in the opening section of A Dissertation on the Nature of Virtue (I’m grateful to Aaron Garrett for pointing this out to me). Second, note that Hume did not need the notion of a moral sense to attack rationalism. His empirical epistemology had already given him the necessary resources. According to Hume, reason had only two powers, to discover matters of fact or determine relations between ideas. On the one hand, he took it as obvious that virtue cannot consist in the mere judgment of fact. For how could that judgment, by itself, motivate? Until a fact is represented as good or bad, pleasurable or painful, desirable or undesirable – perception of it must be inert. But moral judgments do motivate, so they must not issue from reason. To insist otherwise – that there are facts with their goodness or “to be doneness” built into them – is to posit a very queer fact indeed, one that Hume claimed he had no experience of (see “Moral realism,” above, pp. 502–3). On the other hand, Hume delivered a series of arguments aimed to undermine the claim that morality consists in a relation of ideas (Hume 1739–40: 3.1.1.18–25; SBN 463–68; and Enquiry, 1751: Appendix 1). Briefly, Hume thought he had determined all possible relations between ideas and that morality could be shown not to exist in any of them. In particular, they were all open to counterexample. That is, for any candidate wrong act, like parricide, we could find some non-moral case where all the same relations hold, like a sapling seed that grows into a tree which competes with its “parent” and eventually kills it (Hume 1739–40: 3.1.1.24; SBN 467). These arguments were clearly aimed at those like Clarke, who had suggested morality exists in eternal relations of fitness. Later, Price would try to resist Hume on this score.

39 Admittedly, Hume did promise to offer such a discussion in the Treatise (Hume 1739–40: 3.2.8.8, n. 80; SBN 457n), but the promise is left unfulfilled in that text. One might argue his later essay “Of the Standard of Taste” was an attempt to fill this lacuna. However, we still need to make sense of Hume’s more radical metaphors of taste, like the famous suggestion that moral judgment was a creative or “productive” faculty, “gilding or staining” natural objects with colors “borrowed from internal sentiment” (Hume 1751: Appendix 1). Such passages have led most to think Hume was not a realist but some kind of moral projectivist, though exactly what kind is hotly debated. For an excellent discussion of the possible positions and who holds them, see Kail 2007: ch. 7.

40 I follow Griswold 1999: see esp. ch. 4.

41 Israel 2006 persuasively pushes this line.

42 Helvétius’s De l’esprit was the notable exception, to the consternation of his fellow encyclopédistes.

43 The optimism behind this pragmatism also famously witnessed its own decline. Thus we find pragmatic realism rather than optimism in the elder Diderot. And poor Condorcet lived to see his own status as a philosophe take on a comical irrelevance in the eyes of his peers, who eventually hounded him to a lonely death in the Bastille.

44 For the serious student of eighteenth-century moral rationalism and realism, two closely related discussions must eventually be studied: aesthetics, for its bearing on value realism (see Zuckert, Chapter 22 of this volume); and more important, race theory (such as it was), for its bearing on moral rationalism and the distribution of moral powers like reason (see Sebastiani, Chapter 24, and Smith, Chapter 29, in this volume). For eighteenth-century aesthetics, see Makkreel 2006. For a broad discussion of eighteenth-century race theory see Garrett 2006. For a discussion of race and racism in the century’s most famous empiricist, David Hume, see Garrett 2004 and Sebastiani in this volume. For a parallel and unapologetic discussion of the most famous moral rationalist, Immanuel Kant, see Bernasconi 2002. For a general challenge to all philosophical history of the Enlightenment (including Locke) with respect to the question of racism, see Bernasconi 2003.

45 This was balanced somewhat by Mendelssohn’s more rationalist theology and ethics.

46 The translation of these lines differs from Stern’s 1959 translation, cited in the bibliography (= Klopstock 1757). I have followed the advice of Hoke Robinson, to whom I’m grateful.

47 Kant famously claimed in the Prolegomena to Any Future Metaphysics (1783) that Hume woke him from his “dogmatic slumbers.” But pinning down the nature of Kant’s exposure to Hume is difficult. It was probably multifaceted, with Hamann being just one source and not the first. British philosophy was quickly translated and widely read in Kant’s hometown of Königsberg at the time. And Hume’s first Enquiry appeared in German in 1755, some four years before Hamann returned from London where he had his fideist and Humean “conversions.” That said, Hamann’s publication of the conclusion of Hume’s Treatise bk. 1 in 1771 probably did carry unique significance. See Kuehn 2001: 194–201.

48 Locke himself, however, roundly rejected determinism.

49 Reid allowed the alternate realist, albeit typically anti-rationalist, description of “moral sense” to this function of reason. See Irwin 2008: §842 for discussion.

50 Notice, that even had Reid not made his psychological move, he would be in trouble. As Irwin argues: “If he appeals to a further self-evident principle that it is reasonable overall to follow conscience against self-love, he relies on intuition to settle a question that seems open to argument, and therefore does not seem to have a self-evident answer” (in Irwin 2008: §857; 806). Irwin adds a charitable consideration of what more Reid might say.
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AESTHETICS

Rachel Zuckert

 

Introduction and historical context

The eighteenth century is commonly understood to be the birthplace of philosophical aesthetics. Though there had of course been discussion on similar topics previously, in the eighteenth century aesthetics – the study of the beautiful (and other aesthetic qualities, notably the sublime) and of the nature and value of the fine arts – first becomes a distinct sub-discipline within philosophy. Indeed, as Kristeller argues, it is in such eighteenth-century discussion that the modern conception of art, of the “fine arts” (by contrast to the “liberal” and “mechanical” arts), understood to include poetry, painting, music, architecture, and sculpture (along with, occasionally, dance, rhetoric, or gardening), is first formulated (Kristeller 1951 and 1952). The eighteenth century saw an explosion of interest in aesthetics in all three major European philosophical traditions – French, German, and British – in the range and complexity of questions posed, as well as systematically articulated positions taken in response to them. Philosophers discussed questions such as: What is the nature of artistic genius? What is the beautiful? The sublime? The picturesque, humorous, grotesque? Why do we enjoy tragedies, if they make us feel painful sympathy and sorrow (the “paradox” of tragedy)? Is there a standard of taste, a right answer about which objects are beautiful, or are judgments of beauty expressions of personal preference? Is natural beauty a sign of God’s workmanship and beneficence for human beings? What is the nature or purpose of art? How are the arts systematically to be distinguished from one another? What is the importance of beauty in human life, and what is the social, political, or moral role of art?

Uniting many of these questions is a broader interest in investigating the nature of human sensible capacities – the senses, the imagination, and affective responses (pleasures, pains, and emotions) – and their objects. For, it is believed by most philosophers of the eighteenth century, beauty and fine art appear to, and appeal to, the senses and imagination; they arouse affective responses of various kinds, particularly pleasure. Thus, expressing a widely shared view, Reynolds writes: “All arts [have] the same general end, which is to please; and [address] themselves to the same faculties [of imagination and intellect] through the medium of the senses” (Reynolds 1769–90: 133). Hence too the designation of this field of study as “aesthetics” – the science of the sensible – by Alexander Baumgarten, the founding figure of aesthetics in the German tradition (Baumgarten 1750–58), who saw the study of the beautiful as the most important part of an investigation of human sensible capacities and their contribution to knowledge. Philosophical interest in the arts and in beauty is, then, equally interest in the nature of human sensibility, both cognitive and affective, and philosophical aestheticians are frequently concerned to investigate whether such sensibility can provide awareness of a distinctive kind of order in objects, or is governed by laws or principles.

There are many overlapping reasons for this expanded philosophical interest in beauty and the arts, including the increasing public accessibility of the arts: in this period, formal art academies and art instruction (begun in the Renaissance) become increasingly established; museums, salons, and public halls for the performance of music begin to be founded, and there is a growing public market for works in the visual arts (see Kristeller 1952 and Shiner 2001). Works of art thus became more accessible to a general public – and less the exclusive province of royal or aristocratic patrons or of the church. Correspondingly, there was growing public discourse concerning the arts in various periodicals, for which a number of eighteenth-century aestheticians wrote: Shaftesbury and Addison in Britain; Gotthold Ephraim Lessing, Friedrich Schiller, and others in Germany. Others, notably Reynolds and Diderot, wrote about art in the context of state-sponsored institutions for the promotion of art (the newly formed British Royal Academy, the Salons of the French Academy, respectively), which institutions increase in number and influence at this time.

The more strictly philosophical concerns that led to such widespread interest in aesthetics are manifold as well. The great philosophical systems of the seventeenth century that formed the contexts or opponents for eighteenth-century philosophers – those of Descartes, Spinoza, Leibniz, and Locke – are markedly silent about beauty and art, despite the great significance of these phenomena in human life. Eighteenth-century philosophers writing within traditions based upon these systems – Baumgarten and Moses Mendelssohn (among others) in the broadly Leibnizean tradition in Germany, the Abbé Du Bos and Edmund Burke (among others) in a Lockean empiricist vein – attempt to articulate the theories of beauty and art neglected by their predecessors.

But eighteenth-century aestheticians are not merely filling a gap in prior philosophical approaches; they are also motivated by substantive philosophical aims. The investigation of our sensible and affective faculties and their objects is central to the eighteenth-century “science of man” or the nascent philosophical anthropology, i.e. the aspiration to elaborate a systematic account of human nature. Indeed, as Kant suggests, aesthetics may concern human beings as human in the most focused way: God or angels might share our abilities to reason and our recognition of the morally good; animals share our strictly sensible responses and desires; but beauty – the discernment of an order within sensibility, a freely taken pleasure in the sensible form of an object, regardless of one’s bodily desires – is the realm of the human, between and combining (mere) sensibility and rationality, animality and divinity (Kant 1790: Ak V, 210). Particularly for the German rationalists, our representation of beauty (or, correspondingly, the project of aesthetics) is taken to be of epistemological significance, for similar reasons (that it lies between rationality and mere sensibility): our appreciation of beauty could show how we may comprehend the sensible particular as intelligible, how we may discern order within sensibility, how rational universal claims may be embedded in particular, sensible representations of objects (Bäumler 1974).

Aesthetics is taken to be a significant enterprise for moral and political reasons as well. To understand human action and character – including moral action and character – it may well be necessary to understand the nature of pleasures and emotions, and this may be done, many in the eighteenth century believe, by investigating art and beauty. Beauty pleases, and art is that which “aims to please”; thus, investigating these phenomena may reveal the nature of human affective response. Such knowledge of human responsiveness is also of crucial significance for politics, particularly democratic politics, wherein the means of moving the populace is of central political importance. (This is one reason for the frequent references in eighteenth-century aesthetics to ancient writers on rhetoric such as Quintillian.) Some philosophers of this period see art as a source of community of feeling that might support political unity and provide social stability, replacing (though this is not usually said outright) the church as a source of community and stability (or, as many in the eighteenth century worry, as a source of bloodshed and disunity).

In sum, philosophical aesthetics contributes in multiple ways to the Enlightenment project of eighteenth-century philosophy: it is an attempt to make intelligible phenomena that had previously been dismissed as irrational or unimportant (pleasure, emotions, artistic creativity), and thereby to contribute to an account of human nature and promote human self-knowledge. And it is understood by many to be part of the Enlightenment project to promote a secularized, moral, and politically self-ruling and democratic society.

As indicated above, the topics discussed in eighteenth-century aesthetics are many; only a small portion of them can be discussed in this essay. I shall, therefore, concentrate on (arguably) the most central topic – beauty – and related questions: whether there is a standard of taste; the nature of art and of artistic creativity; and the importance of such matters for politics and morality.

Beauty and taste

As noted above, most aestheticians in the eighteenth century work within philosophical traditions initiated in the seventeenth century. Their approach to the question, “what is beauty?” is therefore marked by the epistemological focus of those traditions: these theories concern not only what makes an object beautiful, but also, indeed primarily, the way in which we represent beauty, what it is to be aware of or to experience beauty, or to judge that an object is beautiful. (Many refer to our awareness of beauty as “taste”; we now often call such awareness “aesthetic experience,” though this term is not used in the eighteenth century.) Eighteenth-century aesthetic theories tend, therefore, to be twofold accounts: of the character of beautiful objects and of the character of our mental activity or responsiveness in being aware of them as beautiful. Indeed for some thinkers – those who argue that there are no “rules” of (or identifiable, definite properties that characterize) beauty – the nature of our response determines which objects count as beautiful; any object that elicits such a response will count as beautiful.

As also noted above, it is generally agreed that we are aware of beauty sensibly – by means of the senses and/or the imagination – and that the human response to beauty is pleasure. In perceiving something as beautiful, one finds it valuable, in an affectively charged way: in so perceiving an object, one does not remain cold and immune, but feels joy, is affected, uplifted, moved. Many, though not all, concur, moreover, that such pleasure is distinct from pleasures connected to desires, particularly bodily desires: our pleasure in beauty does not arise because we had a previous desire, which has been satisfied (as contrasted to our pleasure in eating, after being hungry); and in perceiving a beautiful object we are pleased simply by perceiving it, for its own sake, and are not enticed to do anything beyond that experience. This conception of aesthetic pleasure as “disinterested” is perhaps first suggested by Shaftesbury (1711: Soliloquy III §3 [341–45]; Moralists [396–97] III 2; II, 221–22), and given a general formulation in Kant (1790: Ak V, 204–11). Burke’s view that pleasures in beauty are connected to human sexual “love” is perhaps the most marked exception to this general agreement (Burke 1757: 39–40), and Herder (1800: 729ff.) argues most explicitly that aesthetic pleasure is not disinterested.

Beyond these points of agreement, however, there is considerable debate concerning what makes objects beautiful and how we experience them – or about how to explain our pleasure in objects having such characteristics. Though there are many overlapping positions on these questions, we may broadly characterize the different positions in this debate – just as in the epistemological and moral philosophical debates of the period – as empiricist or rationalist. Because nearly all members of this debate agree that beauty is sensibly perceived and is pleasing (i.e. sensibly affecting), however, this debate is not strictly between those who claim that cognitive or affective sensibility provides the foundational answers to questions (knowledge, semantic content, or morality), versus those who claim that reason does – for no one claims that beauty is a (solely) rationally intelligible characteristic of an object. Rather, the debate is a more nuanced one, and concerns methodology as much as substance. On the one hand, some theorists conceive of our response to beauty more or less in accord with an empiricist conception of sensibility – as sensations (usually of pleasure) correlated to, probably causally produced by, objects with certain characteristics, which correlations are known through empirical investigation. On the other hand, rationalist theorists contend that our appreciation of beauty, though often concerned with sensibly perceived objects and involving pleasure, comprises something like judgment – a representation of how things are in an object, which can go right or wrong and is governed by norms or principles. The character of such judgment and its objects may, they contend, be investigated a priori through an analysis of the character of human cognitive powers or of objects.

More specifically, we may identify broadly four proposals – two empiricist, two rationalist – concerning the nature of beauty and of our response to it: those according to which beauty is that which causes a pleasure of the senses, or is perceived by an “inner sense”; those according to which beauty provides “pleasures of the imagination” (these are the two empiricist positions); those according to which beauty is a proto-rational, sensible perfection of the object; or, finally, those according to which beauty is an intimation of the higher, rational character of things, which shines forth in their sensible appearance. I shall discuss each of these in turn.

First, the most basic empiricist theories contend that the beauty of objects comprises whichever qualities cause human beings pleasure upon perceiving them sensibly – whether colors, textures, tones, or harmonies, perceived utility or fitness, accuracy of imitation, expression of moral character, and so on. Such qualities are those that (we find, in observation) “fit” human perceptual capacities, or cause us pleasure (see e.g. Gerard 1759: 43; Kames 1762: 141–49). Burke’s theory is broadly of this kind as well, though he adds a naturalist and materialist explanation of these pleasures, namely as arising from the effects of objects upon our sense organs, and as connected to basic organic, bodily drives of “love” (sexual reproduction) and self-preservation.

Such accounts do not identify pleasures in beauty as a particular sphere of sense pleasures, perceived or apprehended in a distinctive way, however. Hutcheson attempts to address this lacuna. He argues that our perception of beauty is to be understood as itself a sense or like a sense (an “inner sense” or “sixth sense”). Unlike the other senses, this sense does not give us sensory representations (as sight gives us color sensations, or hearing sounds), but rather pleasures. It is likely for this reason (though Hutcheson does not explicitly say so) that Hutcheson deems our sense of beauty an “inner” sense: it does not provide information about external objects, but rather pleasures, which are (as Kant will later explicitly argue) feelings of our own state. This sense is also distinct from the external senses because it is a secondary or “reflex” sense: it requires that we are first aware of objects through the external senses (or by using some other faculty, like memory) and then is a further response to such objects (Hutcheson 1725: 16). But just like the senses and their deliverances, our awareness of beauty is involuntary, immediate, and invulnerable to rational considerations: we just “get” that something is beautiful on perceiving it, without need for reasoning. The capacity to so respond to objects is (again like the senses) a natural capacity of human beings. It may be absent or impaired, in which case one cannot receive the “idea of beauty” or have the relevant pleasure (as the blind cannot receive ideas of color). Or it may be obstructed by one’s personal constitution (for example, one’s associations with some object, which might obstruct the natural workings of the inner sense). But by and large this inner sense is shared by all human beings (Hutcheson 1728: 19–27; cf. Du Bos 1719: II, 239–40). Hutcheson argues that such pleasure is – we discover, empirically – correlated to objects characterized by a certain sort of order: uniformity amidst variety (Hutcheson 1725: 28–35). Such uniformity amidst variety takes two forms: absolute beauty and relative beauty. Absolutely beautiful objects have, themselves, uniformity amidst variety (as, for example, a building with a series of similar columns), while relatively beautiful objects have uniformity amidst variety by comparison to another object. A chief example of the latter sort of beauty is imitation: an object that imitates another object is found beautiful if it accurately represents that other object (is at once various, different from it, yet also uniform with it).

Our tendency to take pleasure in objects that are uniform amidst variety is, Hutcheson contends, simply a basic fact about human nature. Just as we simply do perceive fire to be hot, or colors to be bright or dark, so too we find uniformity amidst variety pleasing. The propensity to take such pleasure is, Hutcheson argues, good for us in that it encourages us to engage in theoretical investigation, to seek laws of nature, or unified mathematical theories, and so on; for these theoretical achievements unite variety (of claims, of aspects of nature, of mathematical truths) into one uniform system or claim. Having such systematic knowledge is beneficial for us, limited human intellects, for it is manageable knowledge (that helps us in our practical activities as well), instead of having to know each fact or each aspect of nature individually, one by one (Hutcheson 1725: 78–80). Hutcheson suggests, therefore, that we might explain our capacity to take pleasure in beauty by adverting to God, as our beneficent creator: God made us to be so pleased, in order to benefit us.

Others – who often agree that uniformity amidst variety is a chief source of beauty – attempt, however, to explain why perceiving such objects would be pleasing for us without reference to a beneficent God, but rather on the basis of human psychological capacities or cognitive aims. The chief such explanation among the empiricists refers to the activity of the imagination, understood by these theorists (as in the period in general) to be our capacity to (re)combine sensible representations, whether through association or in order to construct fictional images. Thus we turn to the second sort of empiricist theory.

Joseph Addison influentially introduced the claim that pleasure in beauty is pleasure of the imagination, but this view is elaborated more by Alexander Gerard and Archibald Alison, who argue that our pleasure in beauty is pleasure in imaginative association. (They are therefore sometimes referred to as “association” theorists.) Gerard presents a somewhat eclectic theory of beauty, but he suggests that a primary source of our pleasure in beauty is imaginative associative activity. When we perceive uniformity amidst variety, or when an object leads us to imagine associated ideas or objects, or when one object resembles another (and thus we are led to imagine the original), we are engaged in imaginative activity that is energizing, not laborious. An object that is uniform amidst variety, for example, affords us at once the opportunity for imaginative activity – in noticing its different aspects, in seeing how they are put together in different ways (combining them) – which is nonetheless not frustrating, for the object is also sufficiently uniform to be comprehensible, not to overwhelm the imagination. Hence our pleasure in beauty, in perceiving objects that prompt such activity, is (fundamentally) pleasure in the active expansion and untiring exertion of our mental powers (see Gerard 1759: 29–43). Du Bos similarly suggests that the arts are valued because they engage our mental capacities and arouse emotions, but more weakly and with fewer damaging consequences than do emotionally arousing objects in “real life.” Thus, Du Bos argues, art is valuable because it saves us from boredom with little cost (Du Bos 1719: I, 4–9). Schiller, not an empiricist but also concerned with the socially enlivening role of beauty, later adds that art is therefore important to society, for it may provide a balm for the mental overexertion or dulling caused by modern division of labor (Schiller 1794: 34–43, 106–15).

Like Gerard, Alison suggests that our appreciation of beauty consists in imaginative association, though he understands such association differently. Beautiful objects spark in us a sort of reverie, a flight of emotionally significant, associated ideas, linked by loose resemblances and a shared emotional tone, which is deeply pleasing, as it is free-floating, playful, and dreamy imaginative activity (Alison 1790: 2–3, 13, 45–48). Though many objects might inspire such imaginative association – and both, particularly Alison, do indeed describe many – the paradigmatically beautiful object on the associationist view might be said to be a complex poetic metaphor or rich poetic image, which arouses a wealth of associated images, unified by a common theme or focus or (in Alison’s case) by a common emotional tone.

Gerard and Alison suggest, then, that we take pleasure in beauty because beautiful objects prompt enlivening cognitive activity in us, which may be connected to, and encourage, curiosity and discovery (cf. Addison 1712: 545–46). The third main type of aesthetic theory in the eighteenth century – that of the German rationalists (Baumgarten, Mendelssohn, Georg Friedrich Meier, Johann Georg Sulzer, and others) – concurs with Hutcheson and with these theorists in their conclusions, namely that in appreciating beauty, we represent an object as unified and that we are in a heightened cognitive state or (in their terms) “perfection” of the mind. They argue that beauty is the “sensible perfection” of the object, or the unity of multiplicity in its sensible properties. Such sensible perfection may comprise the goodness of a thing as one of its kind, its adequacy to its purpose (including various purposes of artworks, such as accurate mimetic representation) – that is, having a unity of requisite properties for that end – but it may also comprise a unity of properties for the perceiving subject (the object is easily unifiable by us in sensible perception, as Gerard perhaps also suggests). The rationalists also attempt philosophically to explain why perceiving such unity is pleasing. Such perception is pleasing, first, because the object is perfect or good; objects are ontologically better (on the rationalist view) if they are more unified: an object that fulfills its purpose is (thereby) good. And we are pleased in recognizing the value of the object. But representing a perfect object also allows the human mind to achieve its own perfection, namely to accomplish its aim of having (comprehensible, ordered) unified representations (Mendelssohn 1761: 22–24).

Thus the German rationalists concur with the empiricists that beauty is a “fit” between the object and human perceptual capabilities – and that such a “fit” comprises or ensues in pleasure – but, unlike the empiricists, they explain such a fit and such pleasure by referring to broader conceptions of ontology and of human cognitive aims. Hence too, as noted above, the German rationalists emphasize the cognitive significance of art and beauty. In particular, they conceive of beauty as akin to rational order, aesthetic perception as akin to reason. Rationally perfect cognition (of rational order) is knowledge of the laws that govern an object, of the reasons why it is as it is, has the properties that it has, and thus is to understand its unity or coherence. Similarly, the perception of beauty is a perception of an object as being unified, as having properties that belong together and that we comprehend as belonging together, in sensible perfection. But such sensible perfection is also different from rational perfection (and representation thereof): it is grasped in an overall “sense” of the object as it is presented to our senses, rather than rationally, through adducing explicit principles or reasons. Thus a mathematical proof or a tree may be rationally perfect (we can give the reasons why its steps entail the conclusion, or it has the kinds of leaves it has), but not beautiful, because its unity is not easily graspable by us in perception, in imagination, in one overall “vision.”

The final type of theorists – which one might call “idealizing” or “Platonizing” rationalists – suggest not only that beauty is akin to rational order, but that it is itself a manifestation or expression of rational ideas or order. Unlike the German rationalists, who tend to take beauty as belonging to sensible objects, and as perceived by us sensibly, these theorists argue that certain objects – ideal, mental, non-sensible, rationally comprehended objects – are the paradigms or sources of beauty. (This strand of eighteenth-century thinking is thus most closely allied both with theories of the beautiful prior to the eighteenth century – particularly Plato’s “ladder of beauty” in the Symposium and Plotinus’s neo-Platonist claim that beauty is the clear manifestation of a Platonic Idea in a perceived object – and to nineteenth-century idealist philosophies of art.) For example, Shaftesbury – who, together with Addison, initiates aesthetics in the British tradition – suggests that in perceiving beauty, we are taking pleasure in the order of the object, which is one part of, and testifies to, the rational order of the universe. Therefore, Shaftesbury argues, the highest beauty, the object of greatest aesthetic pleasure, is the source and centralized locus of such order, namely God (Shaftesbury 1711: Moralists I §3 [213]; II, 120–21).

Shaftesbury claims that our perception of such order is an “inner sense” (he introduced this claim, which was then taken up by Hutcheson), but Thomas Reid later articulates better the character of such awareness on a rationalist (and, against Hutcheson, realist) view. Reid argues that our pleasure in beauty is a sign of the true excellences of objects (whether we recognize these explicitly, or only through our pleasure in them), and is conjoined with a belief (or judgment) that those excellences belong to the object, are not merely responses we have to objects (Reid 1785: 8.1; 574; 8.4; 592). Shaftesburean “inner sense” thus gives us, as on Hutcheson’s view, an immediate, involuntary, pleasurable response to objects, but against Hutcheson, Shaftesbury and Reid both hold that this response reflects a real character of the object, a value that the object has beyond its likelihood to cause human beings pleasure, and that can (often) be described through rational judgment. Thus, again against Hutcheson, Shaftesbury and Reid both suggest that our appreciation of objects as beautiful can be, and is often, based on our judgment of objects, our recognition of the characteristics (order, excellence) of those objects. Echoing Shaftesbury, Reid argues, in turn, that these real excellences belong truly only to minds. In the case of beautiful material objects, excellences such as unity amidst variety or fitness of an object for purposes are “signs or expressions of some amiable mental quality [in the object’s maker], or … the effects of design, art, and wise contrivance” (Reid 1785: 8.4; 601).

By contrast to these views which celebrate the beauty of the natural order, Diderot and Reynolds propose Idealizing rationalist views to explain the purpose and value of art. Both argue that beauty lies in the ideal nature of things, a rational standard we form of the perfect exemplar of a kind, in accordance with which we judge the beauty of objects and which artists aspire to portray. We do not, then, learn from experience what to find beautiful – many actual experiential, natural objects do not live up to this ideal standard – but rather judge the objects of experience in accord with our rationally formed ideals. The purpose of art is to present such ideals, to attain ideal beauty (Diderot 1995: 10–13; Reynolds 1769–90: 44–45).

The eighteenth century produced, then, a wide range of proposals concerning the nature of beauty and our responses to it, each of which seems to describe some element of aesthetic experience, and the sheer variety of which cry out for some synthetic treatment. At the end of the century, Dugald Stewart attempts to account for this wide array of theories by providing a meta-associationist theory concerning the use of the term, “beauty.” Stewart argues that “beauty” is elastic in its meaning because it does not refer to some single quality of an object, but is used in accord with associations or (anachronistically) family resemblance: we use it initially to refer to that which is immediately pleasing to sight, but then expand its extension by association to many other aspects or types of objects, to whatever we may find similarly pleasing or in other ways analogous to, reminiscent of (some of) those objects that we initially deemed “beautiful” (Stewart 1810: 195–97, 200ff.). Thus, Stewart concludes, there is no reason to expect that there is any common quality of objects (or responsiveness in us to them) to which “beauty” refers.

At the same time, Immanuel Kant proposes a more substantive theoretical synthesis of these positions. Kant argues that our appreciation of beauty consists in a pleasurable “free harmony” of our cognitive faculties of imagination and understanding, which does not produce any specific item of knowledge about the object, but rather plays in its exploration of the object’s qualities, while finding it somehow, indeterminately unified (Kant 1790: Ak V, 217–18). (Kant refers to the characteristic of a beautiful object, its suitability to occasion such cognitive, harmonious free play, as its “purposive form.”) In the case of artistic beauty, such playful cognitive activity engages with the rich, allusive implications and connections of representations in “aesthetic ideas” – imaginatively formed representations that lead to “much thinking without it being possible for any determinate thought … to be adequate to” them and that may present rational ideas of that which transcends sense experience (such as heaven or perfect virtue) (ibid.: Ak V, 314). Like the German rationalists, then, Kant holds that aesthetic appreciation is a state of harmonious unification in the subject, akin to that required for cognition (wherein, in Kant’s terms, we must harmonize understanding and imagination in accord with rules, or concepts of objects, that is, “unfreely”). We find such a harmony of the faculties pleasing, Kant argues again like the German rationalists (and Gerard), because this state is, for us, a heightened, enlivened, high-functioning state of mind. Like the Platonizing rationalists, Kant suggests that, at least in art, such cognitive activity is (or can be) concerned with ideas beyond sensible experience, and that we do not learn from experience, but rather set the standard ourselves (namely, what suits our harmony of the faculties), for which objects we will find beautiful (ibid.: Ak V, 350). But with the empiricists, Kant denies that in appreciating beauty, in the free harmony and with pleasure, we are aware sensibly of something we could also (better) recognize through reason: there are no rational principles that articulate some kind of order or excellence belonging to an object and thus could prove its beauty, independently of our finding the object pleasing (or independently of it arousing in us a harmony of the faculties). An object can be a perfect sonata or horse (for example) in accord with rules governing these kinds, and yet fail to be beautiful (it might be too boring or plain, say) (ibid.: Ak V, 165; cf. Du Bos 1719: II, 237–40). Rather than employ principles, we must experience the object ourselves, with pleasure, in order to judge it beautiful.

Kant also aims to reconcile these two theoretical approaches with respect to their views concerning the status of judgments of beauty: on the one side, as the empiricists argue, our claims concerning beauty are “subjective” (in Kant’s terms): we judge that an object is beautiful on the basis of pleasure or even (more strongly) objects are not beautiful independently of their effect on human beings (beauty is not a viewer-independent or objective property of objects). On the other hand, as the rationalists assume, our claims concerning beauty are “universal”; we claim that all other human beings ought to agree in finding this object beautiful, that the object’s beauty is something like a fact, which others ought to recognize. Thus, Kant argues, we should recognize that claims concerning beauty are strange – they claim to have (in his terms) “subjective universal validity,” to count for everyone else, but on the basis of no evidence found in the object, but rather on the basis of one’s pleasure. Thereby such judgments raise a pressing philosophical question: how can we justifiably require universal agreement with our claims that something is beautiful, if these claims are based on our own pleasure, or are demands to feel pleasure just as we do (see Kant 1790: Ak V, 213–;14.)? This question is, in other words, how to justify judgments of taste, a question closely akin to the question – discussed by many empiricists – concerning the “standard of taste.”

Justification of taste and the standard of taste

In broad terms, the questions concerning the justification of taste and the standard of taste are the same: is there a “right answer” concerning beauty, can there be a correct judgment of taste? This question is not extensively discussed by the rationalists (who also, not coincidentally, do not usually describe judgments of beauty under the term, “taste”) because on a rationalist view, it is not likely to arise in a troubling form. For the rationalists believe that beauty is a property of objects – sensible perfection, expression of rational order – that belongs to them independently of any person’s appreciation. Thus individuals are right or wrong, take appropriate pleasure or not, depending on whether they have correctly recognized the beauty of those objects. This recognition may take the form of pleasure, but it may also be restated in terms of rational judgments concerning the properties of the object (and thus justified). On the empiricist view (shared by Kant), however, beauty is no such fact of the matter separate from human responsiveness – what it is to be beautiful is to cause, occasion, or be the object of human pleasure (see e.g. Hutcheson 1725: 27). Beauty is, therefore, “relative to” human perceivers – and thus one might worry that beauty is (as the saying goes) in the “eye of the beholder.” Each person may feel pleasure (of the aesthetic kind, however this is identified) in response to some objects or others, but there may be no right answer, which would count for everyone, about which object “really is” beautiful. Each just has her own response, and cannot be wrong, as Hume puts this point in his sharp formulation of the problem (Hume 1757: 229–30; see also Reid 1785: 8.1; 573–78; 8.3; 582–85; 8.4; 593–95, for objections to this line of argument).

Though some empiricists seem to be reconciled to this conclusion (e.g. Alison 1790: 10–15, 20–22), most, like Kant, wish to explain how there could nonetheless be a “right answer” concerning beauty. There are, in general, two approaches taken in response to this problem: adverting to universal human nature, or adverting to exemplars. Some theorists, such as Hutcheson and Burke, argue that though beauty is “relative” to human perceivers, it may be so relative to universally shared capacities and responses. Thus there could be a right answer about beauty: those objects are beautiful that please all human beings by nature (i.e. if they are free of differentiating obstructions such as associations, habit, inculturation, self-interest, and so on) – just as there are, arguably, right answers about which objects are red, even though redness is a quality of objects “relative to” human perceivers: those that so appear to all sighted human beings in ideal conditions (Hutcheson 1725: 61–69; Burke 1757: 11–26). Du Bos (among others) suggests, more concretely, that majority opinion, or factual success in pleasing many people across human history – the “test of time” – establishes that an object is in fact beautiful, i.e., again, is pleasing to all human beings by nature (shorn of differentiating prejudices or inculturation, etc.) (Du Bos 1719: II, 273–77). On the other hand, figures such as Gerard and Hume argue that we must look to those perceivers who have the best capabilities (more knowledge, practice, imaginative ingenuity, etc.), who best exercise taste or have good taste. The responses of such exemplary persons would establish the “right answers”: the objects that please them are the ones that are truly beautiful – just as we take people who have 20/20 vision to set the standard of how one should see (a human capacity, just as taste is a human capacity) for the rest of us, who may see more poorly (see Gerard 1759: 95–96; Hume 1757: 241).

These strategies often overlap, particularly in the hands of the second sort of theorists, who argue that exemplary judges are exemplary because they combine the various universal human tendencies to be pleased in one person, as best honed, in the best attunement. Thus, for example, Kames argues that the true judge, he who sets the standard of taste, is he who has (completely) the “common nature” of human beings, combines all the responsive tendencies that we find to characterize human beings (Kames 1762: 719–28). But the two approaches nonetheless differ substantially in their conceptions of the true judge, or their recommendations about how rightly to respond or to train one’s taste to adhere to the standard of taste. The first sort of theorist tends to suggest a “stripping away” of habits or education “down to” the natural, shared core of human sensible nature, an elimination of differentiating characteristics. By contrast, the latter sort of theorist tends to identify the more practiced and knowledgeable as standard-setting. Thus Hume argues that the true judge must have extensive familiarity not only with the object she is claiming to judge, but also with comparable objects, and with the practice of making comparative judgments more generally (Hume 1757). Kames similarly argues that the practice of criticism – of identifying the ways in which human beings are pleased – helps to render one a “true judge.” The latter sort of theorist tends, that is, to see taste as a capacity that one can consciously improve or modify, that can be actively trained or educated. (Correspondingly, such theorists have more difficulty explaining how and why taste is ruled by universal laws, which are supposed to describe everyone’s responses.)

Kant’s attempt to justify judgments of taste resembles the first of these approaches: he argues that we are justified in claiming that all others ought to share our pleasure because (or when) such pleasure is based on the harmony of the faculties, which is a state of mind shared or shareable by all human beings, as it is a state of mind we require for any cognition (Kant 1790: Ak V, 290–91). (As has been much discussed by commentators, Kant’s claim here seems problematic: Kant wishes to argue both that the harmony of the faculties is different from the state of mind required for cognition – it is “free,” not directed by concepts towards making a particular cognitive claim or recognizing some particular fact or aspect of the object – but also that it is somehow the same as this state of mind – and therefore is universally shared by all human cognizers.) Against the empiricists, however, Kant argues that this is not an empirically discovered agreement among human beings: such factual agreement cannot justify the claims to absolutely universal agreement we make in judgments of beauty, as if it were (as the rationalists suggest) a fact about objects. That is: in judgments of beauty, we claim not that persons do mostly agree (as we find empirically), but that they ought to agree, even if as a matter of fact they do not. To make such a claim, Kant argues, we must have a priori, not empirical grounds (Kant 1790: Ak V, 236–37). Like the German rationalists, Kant takes his a priori ground to lie in the normative aims of human cognition (namely, the harmony of the faculties). By referring to such universal, normative cognitive aims, one can argue that people can be wrong about beauty, and – as opposed to those who do not see 20/20, who are unable to (and therefore cannot be asked to) modify their poorer vision – the people who are wrong can be required to exercise their faculties in accord with those cognitive norms, i.e. to improve or correct their judgment.

Kant is more radical than either empiricists or rationalists, however, in that they all, by and large, tend to be confident that we not only can establish that there is a “right answer” concerning taste, but also that we can establish what that right answer is – a claim Kant denies. This, indeed, is a major difference between Kant’s question concerning the justification of taste, and the empiricist question concerning the “standard” of taste. (Another major difference is that Kant’s question arises from an analysis of what we claim about beauty – that all others ought to agree – whereas the standard-of-taste question might arise simply from noting that people in fact disagree, and attempting to find out whether one can reconcile or adjudicate these differences.) As Hume puts it, a standard of taste is a “rule, by which … a decision [may be] afforded, confirming one sentiment, and condemning another” (Hume 1757: 229). The universal characteristics of human nature or the responses of exemplary judges are meant to establish which objects are beautiful, whose sentiments of pleasure are correct or count as the standard for others. On Kant’s view, by contrast, we are all justified in making claims of beauty – in claiming that others should agree – but we cannot establish whose claim is right or (one might say) fully justified (which sentiment is “confirmed”), for we can never know whether our (or others’) pleasure arises from the harmony of the faculties (and thus does in fact support a claim on others’ agreement) or from some other source.

The question whether there is a standard of taste is most pressing concerning the value of art: beautiful natural objects seem less complicated, require less knowledge or practice to appreciate, and we seem to agree more often in finding them beautiful (who fails to find a sunset beautiful?). Hence many eighteenth-century thinkers – who wish to provide general accounts of the beautiful and of taste – tend to emphasize natural beauty (in their analyses and in their examples), over the more complex and perhaps tendentious case of artistic beauty. But, as suggested above, the eighteenth century does inaugurate the philosophy of fine art (as such) in the West, and it is to this that we now turn.

Art and genius

Following the tradition initiated by Plato and Aristotle, many in the eighteenth century take it for granted that the fine arts are imitative (i.e. aim to represent other objects or ideas, usually by resembling those objects). Charles Batteux proposes perhaps the first unified theory of the fine arts, indeed, by proposing that all the arts – not just painting and poetry, as Plato and Aristotle suggest – are imitations (Batteux 1746). Though most theorists of the period do not directly discuss Plato’s concerns about imitation – that imitations are at a “third remove” from reality and represent objects falsely in accord with their mere sensible properties, rather than their rational essences – they do tend implicitly to respond to these objections. Some concur with Aristotle’s response to Plato that such imitations in fact present universal, ideal truths (not sensible appearances) of objects (this is the approach of the “Platonizing” rationalists: in appreciating an artwork as beautiful, we are appreciating its presentation of, precisely, the Platonic idea or essence of objects, their higher rational Forms). A larger number of theorists, however, hold that the aim of artistic imitation is not to communicate truths about objects, but rather to move us, to please (see e.g. Du Bos 1719: I, 22–23). (Hence one reason for the prominence of the paradox of tragedy in this period: If the aim of the arts is to please, how can one explain the traditional importance of tragedy? Does it please – and if so, why?) Thus, though theorists continue to identify art as imitative, they in fact subtly transform this view into a conception of “fine art”: art most fundamentally aims at beauty (and at imitation only as a means to or form of beauty). Many suggest that artistic success is therefore parasitic upon natural beauty – a work is beautiful if it imitates a naturally beautiful object – but many also argue that success in imitation may provide its own, further beauty (analyzed variously, in accord with different theories of beauty, as a source of sense pleasure, an artistic perfection, or a presentation of the ideal nature of individual things) (see e.g. Mendelssohn 1761: 170–75). Many theorists add other, non-imitative characteristics of art – formal and expressive qualities – to their characterization of artistic excellence or beauty.

One of the chief eighteenth-century debates about art so understood (i.e. as aiming at beauty) concerns the question, closely related to the question of the standard of taste, of whether there are rules of artistic excellence, rules that can determine, explain, or predict that a work is beautiful.1 Many in the eighteenth century claim that there are indeed rules of beauty in art, in ways that follow from their conceptions of beauty. The rationalists argue that there are principles identifying artistic excellences or perfections, such as adequacy to genre expectations, like Aristotle’s rules of tragedy. Though the empiricists deny (as noted above) that there are such principles – for them, beauty is pleasingness (of some sort), which is not grounded upon articulable, separate reasons for valuing the object (as the rationalist conception suggests) – they also often suggest that there are rules of art, namely laws identifying which kinds of things cause human beings pleasure. Empiricist rules are, therefore, like contemporary marketing or advertising “rules” – predictions about what sorts of things can appeal or “reach” most people.

It is, of course, another matter to discern what these rules might be. Empiricist proposals (with the exception of Kames 1762 and Burke 1757) tend to remain at a rather general level of discussion – just identifying accurate imitation (without further elaboration), for example, as a source of pleasure. Perhaps the most specific proposal among the British is Hogarth’s famous claim that there is a “line of beauty,” the serpentine line that is most beautiful because, as both uniform and diverse (varying in its curve, yet a discernably unified, shaped line), it allows the eye (and mind) an energizing yet satisfying “chase,” or pursuit of its contours (Hogarth 1753). Because of their emphasis upon the object’s perfection (as of a certain kind, as good, or as formally unified), the German rationalists, by contrast, particularly Lessing and Mendelssohn, devote more attention to the nature of the different arts, attempting systematically to articulate the different ways in which the arts may attain beauty, due to their different media or forms of representation. Thus Lessing influentially differentiates literary from visual arts, on the grounds that the former employ media the elements of which proceed successively (words, sentences), while the media of the latter present all of their elements at once. The literary arts may, therefore, successfully represent events (objects that are themselves successive, just like the medium in which they are represented) while the visual arts may successfully represent only simultaneous elements, or a single moment of an action (Lessing 1766: 80–81). Mendelssohn adds to this systematic treatment of artistic media by distinguishing between natural and artificial signs – i.e. signs that represent their objects through resemblance and those that represent purely by convention. In this context he also investigated the nature of “combined” arts such as opera (Mendelssohn 1761: 176ff.). Herder, influenced by (but also in part objecting to) the rationalists, argued in Critical Forests, or Reflections on the Science of Art and the Beautiful (Kritische Wälder, oder Betrachtungen, die Wissenschaft und Kunst des Schönen, betreffend) that the different arts should be distinguished based not only on their different media or types of representation but also, and primarily, on the nature of the different senses (or in the case of poetry, the imagination) to which each is directed, and the corresponding values – types of pleasurable or emotional responses – that can be achieved through appealing to those senses (Herder 1769: 204–87). Thus, for example, he argues that emotional expression is the chief aim in music (as directed to hearing), as contrasted to the beautiful unity of multiplicity presented to sight by painting. These analyses of the different arts, Herder and the rationalists argue, generate rules concerning artistic success: artworks belonging to particular kinds must aim to accomplish the values, and respect the limitations, of their kinds.

The opposing position is formulated most forcefully by Kant, who claims that there are no rules of beauty: neither rationalist principles nor empiricist rules will be true rules, without exceptions. A tragedy like Othello may violate Aristotle’s rules of the genre (such as the unity of time and place) or proposed predictive laws concerning human responses (such as that we will sympathize only with morally approvable characters), and yet it is great. And there may well be plenty of works that do follow the purported rules (such as unity of time and place), but which fail to be great works of art. Nor, argues Kant, can we predict that a work will be beautiful only on the basis of a description of it, or a list of its properties; rather we must experience the work ourselves in order to judge it beautiful. If true, this seems to weigh against artistic rules, for if there were such rules, then it would seem that we could predict that a work is beautiful, on the basis of learning that it is adequate to the rules. Kant’s position is complicated, however, by the claim that we may or perhaps must judge artworks in terms of “dependent beauty,” in which judgment we take the work’s adequacy to form or genre constraints to be a precondition for its beauty (Kant 1790: Ak V, 229–32; V, 311–12).

In response to such worries, many who endorse the view that there are rules (of one or another kind) governing art suggest that such rules are not exceptionless laws (as Kant expects them to be). Rather, they are (as we would say) mere “rules of thumb,” i.e. guidelines that articulate the purposes of art and that may help the artist attain them. Defenders of rules suggest, too, that rules may combine in such complicated ways in the case of a particular work that one cannot predict that a work will be beautiful, even if it fits some of the proposed rules (e.g. Reynolds 1769–90: 155). In addition to following the rules, moreover, works may require an extra je ne sais quoi, something special and incalculable, to render them truly great. Consonantly with the eighteenth-century Enlightenment distrust of tradition and its unquestioned authority (and with the corresponding endorsement of “thinking for oneself”), theorists also emphasize – often with respect to Aristotle’s rules for tragedy – that one ought not blindly, unthinkingly, to follow traditionally laid-down rules, but rather should consider whether such rules truly promote the end of art or of this work (see e.g. Lessing 1767–69; Kames 1762: 670–81). The view that there are rules of art is complicated as well by the widely discussed importance of novelty for aesthetic pleasure (whether as a component of pleasure in the beautiful – which, on Kant’s or Gerard’s view, is a surprising, unfamiliar, and enlivening form of unity in an object – or as an independent value). If there are rules of art to be found, one might think, these rules tell us only what has been successful so far, not what may ever be found beautiful.

It would appear, then, that in producing art, artists cannot simply mechanically follow rules (if there are any such), but must judge when the rules are appropriate (or not), and indeed must somehow transcend such rules, innovate, or guide themselves. They must, in other words, have “genius.” This conception of artistic production – as “genius” suggests in its etymology – is continuous with the tradition, again begun by Plato, that holds that artists are inspired by the gods: they are not guided by knowledge, cannot explain or teach how they make artworks as they do. Eighteenth-century aestheticians tend to understand genius as a special natural endowment, rather than as divine or supernatural inspiration. But they expand upon and (by contrast to Plato’s suggested distrust of it as irrational) revalorize the inexplicable capacity of genius as self-guiding innovation (a positive valuation later increased in Romanticism). Thus, Gerard influentially argues that genius is the capacity to discover new truths and beauties, to be original (Gerard 1774: 7–9, 27). This capacity requires good judgment, but primarily requires an especially powerful, quick, rich, comprehensive imagination (which is again here understood as the ability to combine and associate ideas, but also gains the connotations of creativity and novelty, which we tend to associate with the imagination) (29–44). The genius’s inventive imaginative powers may lead (justifiably) to his breaking “established rules” (14), but he must also be directed towards a unified aim or design – glimpsed in its outlines by the imagination and passionately inspiring to the genius (62–67) – to avoid being carried away into digressions and “useless musing” (54). As Kant emphasizes in his similar account of genius, artistic production is thus a deeply anomalous form of human productive activity, one that is (in some sense) intentional, directed towards producing a unified, coherent thing (the genius should not make “original nonsense”; Kant 1790: Ak V, 308), but yet is not (entirely) so directed by a specifiable, determinate aim or concept. Instead, the genius is directed, somehow, by “nature.” Kant differs from Gerard in arguing that genius belongs to artists alone, not philosophers or scientists, for these latter can explain and teach their results, at least in retrospect, while artists cannot (ibid.: Ak V, 308; see Reynolds 1769–90: 93–110 for a forceful criticism of this dominant conception of genius as purely natural, imaginative, and free from tradition, knowledge, and rules; see also the dialogue in Diderot’s Rameau’s Nephew (1966) for consideration of whether genius is good for the individual who has it).

The emphasis upon the genius’s originality not only coheres with the view that art is not governed by fixed rules, but also suggests that modern artists cannot simply follow great classical precedents. The proper relationship to classical art was a live question both for theorists and practitioners of the arts in the eighteenth century, for, like their Renaissance and seventeenth-century predecessors, eighteenth-century theorists took Homeric epic and ancient Greek sculpture as paradigms of artistic achievement. They were thus led to ask whether (or how) modern artists may aspire to similar heights of artistic production. And they were faced by a tension between their claim that art should ideally be original (be the work of genius) and the claim that classical works should in some way be emulated, set some sort of standard or model for artistic endeavor. Though such concerns pervade many texts by the (classically trained) theorists of this period, they are treated most explicitly, and given a rich social meaning, by Herder in an essay on Shakespeare that was deeply influential upon modern German literature (particularly the Stürm und Drang movement). The contemporary genius cannot follow ancient models (or previously formulated rules), Herder argues, because the genius’s role is to express, to represent and give form to, the ever new, historically changing values and way of life of his society, so that his compatriots may recognize, understand, and identify with their world as so represented. Therefore, Herder argues, modern artists should follow the ancients (paradoxically) by reinventing artistic practices and forms: just as Sophocles represented – in the very form of his works – the forms of life of his society and thereby created powerful art, so too does Shakespeare rightly create works of a radically different form, for his works express the values and way of life of his own, very different society (Herder 1773).

Connections to morality and politics

Herder’s Shakespeare essay is, perhaps, one of the more explicit statements of a common view (and aim) in eighteenth-century thinking in aesthetics: that national pride, community, and identity may be promoted through art. This aim is reflected concretely in state-sponsored Royal Academies, but it is also a preoccupation in aesthetic writings, particularly among the Germans, who hope that the community formed through a shared artistic culture may compensate for the lack of national political community among the Germanic states. Unlike Herder – who often emphasizes the way in which art expresses the historical and social particularities of a society – most theorists argue that beauty and art can be socially and politically useful because they appeal to most, if not all, human beings. Thus, it is proposed, beauty and art may forge a bond between people of differing social classes, serve as a focus for shared interests and sociality that can promote the smooth workings of political order, and encourage a love for universally shared pleasures and even universal laws which then may carry over into a moral respect for others and for the rule of law (see e.g. Kames 1762: 3–4, 724; Kant 1790: Ak V, 355–56; Schiller 1794: 212–19).

These optimistic views concerning the benefits of art and beauty for (broadly) democratic political aims are also challenged in this period, however. Most prominent among the doubters is Rousseau, who emphasizes that art is a luxury and therefore both requires and promotes social inequality, and involves an investment of hard-won goods in distracting amusements (Rousseau 1758: OC V, 53–60, 84–89; 57–65, 92–98).2 In response to Rousseau’s political-economic concerns – as well as to the fact that the fine arts historically were supported by the Catholic Church and aristocratic patrons – eighteenth-century theorists argue that the arts may, instead, be made available to the broader public by governmental action, and, more importantly, be funded through the riches of a mercantile society rather than aristocratic or feudal society. Thus art may be a luxury, but it is one that a rich, mercantile society can afford, one that provides a reasonable reward (or occupation) for individual and societal striving, and one that may be shared, rather than a source of social inequality and disharmony (see Hume 1757: 268–80; Diderot 1995: 75–82 argues similarly, though he takes “good” luxury to arise in a society whose economy is firmly based in agriculture; this question is of course part of the broader eighteenth-century debate in political philosophy and economics concerning luxury).

For German (and to a lesser extent, British) theorists, artistic culture also appears as a sign of national freedom – freedom from, in this case, cultural determination by another, more powerful (and politically ill-ruled) country, namely France (see e.g. Lessing 1767–69). Philosophers also, indeed more extensively, argue that the appreciation of beauty may be connected to human freedom – that central eighteenth-century value – in individuals as well. The artistic genius is understood as a paradigmatically free, self-directing individual, explicitly contrasted to “servile” imitators or copyists of others (e.g. Gerard 1774: 9). And in appreciating beauty, Kant and Schiller argue, the individual is free from determination by physical (and other) desires, for she attends only to the sensible appearance of the object (not its results for satisfying her various desires), taking pleasure in its “fit” to her cognitive capacities and her own cognitive state in appreciating it, valuing it (or her contemplative experience of it) for its own sake. Like the genius, the appreciator is also understood to be free from determination by others, i.e. autonomous; for in judgments of taste, we judge for ourselves, based upon our own experience (Kant 1790: Ak V, 282). Thus, they argue, appreciation of beauty may be educative for morality: the appreciator of beauty, in being freed from sensuous desire, may also be freed for an appreciation of the universally shared, rationally articulated value of the morally good, and to direct herself in accord with rational principles (see ibid.: Ak V, 227–28; Schiller 1794: 160–69, 182–89; cf. Kames 1762: 11–19, Reynolds 1769–90: 169–70).

Other theorists suggest somewhat different connections – both closer and more distant – between beauty and morality. Many rationalists argue that we find morality itself (as a perfection, or part of ideal human nature) beautiful: moral character, in actual human beings or as portrayed in art, contributes to the beauty of the object (see e.g., Reid 1785, 8.1; 575). Such appreciation of virtue as beautiful can, on the other hand, increase the appreciator’s adherence to moral values, by adding affective approval (pleasurable appreciation of morality as beautiful) to rational approval of morality. Some empiricists concurred with these claims, though on methodologically different grounds, namely that such qualities, in art or in life, are found to be pleasing to human beings. Others suggested that artistic portrayals of human action (particularly in literature) may be educative for moral character by encouraging our capacities for sympathy with the suffering of others or condemnation of evil-doing (Hutcheson 1725: 173; Kames 1762: 48–52, 74, 245–50). Indeed many invoke the human disposition to feel sympathy for others as a response to the “paradox” of tragedy: we are drawn to tragedies because they offer us an occasion for exercising sympathy, a powerful, socially and morally important capacity (e.g. Burke 1757: 41–44). The problem of tragedy is, however, an abiding problem in the period, in part also because of moral qualms: maybe we take pleasure in tragedies, rather, because we are pleased to see others worse off than we are, a considerably less moral sort of pleasure.

Many British empiricists, however, take beauty and the appreciation of it to be somewhat more distinct from morality and recognition thereof, yet still to have deep importance for a theoretical (and practical) understanding of morality. Thus Hutcheson (inspired by Shaftesbury and influential upon many others) enlists his account of beauty to resist the Hobbesian doctrine that all human actions are self-interested. The Hobbesian doctrine is, at least in part, based on observation that human beings are, in fact, motivated by desires for personal gain, but also by the theoretical claim that only such desires (including desires for pleasure) can motivate human beings (or, literally, move us to act). Moral principles alone, it is argued, have no effective force, and thus no claim, upon agents. Hutcheson takes pleasures in beauty to constitute important evidence that these claims are mistaken. For such pleasure is natural to human beings, deeply moving, and not narrowly selfish (it is not pleasure in gaining material goods for oneself). So too, Hutcheson suggests, we may also recognize – by analogy – that human beings can feel pleasure in, and thus be moved to act by, morality, i.e. that we have positive, immediate, affective responses to the well-being of others, justice, or moral order, that we immediately take pleasure in perceiving the moral virtue of others, and these responses may lead us to act (Hutcheson 1725: 8–10).

In sum, eighteenth-century aesthetics, perhaps more than any other movement in the history of philosophy, is an attempt to understand the nature of and vindicate the value of human sensibility, often dismissed by philosophers (and others) as a source of error, confusion, and wrong. In investigating our responses to beauty and the arts, eighteenth-century aestheticians propose that human sensibility is governed by laws or principles, responsive to rational (or other) unity and order. Sensibility, at least aesthetic sensibility, is, therefore, not merely animalistic, reactive responsiveness, but conducive to cognitive, moral, and political aims. Though many deny that natural (or artistic) beauty is direct evidence of the existence of God as beneficent designer of the world, many nonetheless describe beauty in deist terms, taking it to testify to, and comprise the paradigmatic example of, a beneficent arrangement of the world, a “fit” between human beings and nature and among human beings in society. The phenomenon of beauty thus suggests that, even in our involuntary, sensible natures, we are responsive to natural and social order, which responsiveness shows itself in turn as consonant with our own highest aims and capacities. Eighteenth-century aestheticians are aware of, and attempt to understand, aesthetic phenomena that seem to challenge such optimism – our enjoyment of tragedy (as noted above) or the attraction of the sublime, of wild Alpine crags or the chaotic, raging sea – as well as to address the objections raised by dissenters such as Rousseau. The real challenges to their identification of the values of art and human sensibility, their connections between beauty and rational, moral, or political order, however, arise in nineteenth- and twentieth-century art and philosophy of art, which take as their point of departure the systematically articulated questions and positions of eighteenth-century aesthetics.

Notes



  1 This question is inherited from the seventeenth-century debate between the “ancients” and the “moderns,” on which see Kristeller 1951; it is not identical to the question of the standard of taste, because it could be that one could identify a canon or individual works that are pleasing to all human beings – e.g. through the test of time – but not be able to identify any rules or properties that are, in general, in all objects, sources of artistic excellence; this seems to be Du Bos’s position, for example.

  2 Rousseau also, almost alone in the eighteenth century, shares Plato’s concern about the falsity of artistic representation and the intensity of our emotional responses to it; unlike Plato, however, he is less concerned by the irrationality of such responses than by their inauthenticity and – as with the sympathy we feel for dramatic characters – the lack of results in one’s actual behavior towards others.
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THE LAW OF NATURE AND NATIONS

Ian Hunter

 

Natural law as disciplinary clearing house

The central difficulty confronting any overview of the law of nature and nations – jus naturae et gentium – in eighteenth-century Europe is to strike some kind of balance between the contextual plurality of its various forms and the requirements of succinctness and accessibility. In a good deal of recent scholarship, however, the pendulum has swung too far in the latter direction, giving rise to a historiography of natural law that over-unifies its discursive forms and over-simplifies their historical contexts and forms of development. Some philosophical commentators have thus argued that despite its material religious and political differences, seventeenth- and eighteenth-century (“modern”) natural law was unified at the level of its formal method, with this unity viewed as symptomatic of a shared commitment to secular philosophical reason and reason’s capacity to govern the will (Röd 1970; Scattola 2001, 2009). Others, mainly philosophical historians, have argued that the field of natural law was not so much unified by a shared method as divided by two substantive philosophical doctrines – rationalism and voluntarism – with the tension between these driving a dialectical history towards a Kantian unity (Schmidt-Biggemann 1988; Schneewind 1993, 1996; Schneiders 1992). Finally there are those – mainly historians of political philosophy – who have argued that the history of eighteenth-century natural law was not dialectically reconciliatory but linearly progressive, characterized by a transition from an “older” to a “newer” natural law that took place during the Kantian 1780s. According to this historiography the older form of natural law (Grotius, Pufendorf, Wolff) was characterized by a convergence of natural and positive law suited to absolute sovereignty, while the newer form (Achenwall, Hufeland, Kant) is supposed to have advocated the subordination of positive to natural law in a manner suited to a liberalism based on natural rights (Klippel 1976, 1987).

These parallel tendencies to unify the discursive forms and historical contexts of natural law all arise from a shared assumption – namely, that natural law is founded in philosophy or theory. Even if they differ over its form – as common formal method, dialectically reconciled philosophical doctrines, or theory of evolving political practice – all of these approaches agree in treating natural law discourses as unified through the possession of a philosophical foundation. Despite being widespread and apparently commonsensical, however, the assumption that natural law has philosophical foundations – rather than theological, jurisprudential or political ones – conceals a highly tendentious claim. It presumes that “philosophy” as a local discipline or method taught in the arts faculty is the exponent of “reason” understood as the universal capacity of humans to accede to knowledge through concepts and principles (Blum 1998: 15–26). This assumption turns out to be deeply anachronistic and misleading with regards to the history of early modern natural law.

In the first place, it obscures the crucial historical fact that whether (disciplinary) philosophy should be the foundation of natural law – and, if so, what should count as “philosophy” – was itself a matter of explicit and unresolved contestation across the entire period (Dreitzel 1991; Holzhey 1998; Hunter 2006). This in turn is a pointer to the central historical characteristic of the field of natural law – namely, that rather than being founded in philosophy, it emerged at the interface of two more powerful and prestigious academic disciplines – theology and jurisprudence – in relation to which various kinds of moral and political philosophy provided a third leg for the tripod. Rather than being a methodologically or ideologically unified body of philosophical doctrine, natural law was in fact a broad intellectual genre that had emerged to order the relations between theology, jurisprudence and politics – ecclesial, civil and princely law – in accordance with shifting and often conflicting constructions of ecclesial and civil authority. This has led one of its leading historians to comment that: “Consequently there is no such thing as ‘the’ natural law; instead, in the course of some 150 years, the success of natural law was based on a wide variety of religious, theoretical and political approaches and motifs” (Stolleis 2008: 51). In providing an overview of eighteenth-century jus naturae et gentium, our task thus will not be to seek out its unifying philosophical method or ideological function, but to provide an outline of the disparate and often conflicting natural law discourses that emerged from the genre, in accordance with a variety of religious, juridical, political and philosophical programs.

Secondly, if the question of the status and role of philosophy in natural law was a matter of explicit contestation, then so too was the question of the form and limits of human reason. Early modern natural jurists thus differed not just over the content of natural laws – disagreeing as to whether these should be identified with biblical commandments, ethical virtues, sovereign commands, philosophical principles, civil duties, or natural rights – but more profoundly over the form in which human reason has access to such laws. Writers in the Thomist tradition thus stipulated that man has access to natural rules of self-perfecting virtues through a rational nature that he shares with God (Schwab 2006). Those following Hobbes, though, stipulated that the corruption of man’s faculties precludes such theo-rational access, and that man instead derives knowledge of natural law from empirical observation of the conduct required to survive under conditions of universal war (Malcolm 1991). While they sometimes included voluntarist and rationalist moral theories inter alia, these formative models or cultures of human reason were not founded in such theories, being framed by more all-embracing anthropologies and cosmologies. Once we investigate the historical use of such anthropologies and cosmologies – for example, the Thomistic anthropology of man the rational creature capable of accessing transcendent norms, or the Hobbesian anthropology of man the creature of dangerous passions in need of a superior to govern them – then it becomes apparent that they are deployed not as falsifiable theories but as non-negotiable components of an intellectual culture for the shaping of theorists (Hunter 2006, 2007a). Natural law discourses emerged not from a common human reason acceded to by philosophy but from these rival intellectual cultures compounded from a shifting mix of theological, jurisprudential and philosophical disciplines. The forms of evidence, demonstrative logics, and validating authorities employed in these discourses all varied with the rival intellectual cultures to which they were internal. This accounts for some of the most evident yet overlooked features of early modern natural law discourses, namely, their widely divergent, highly combative, and mutually indefeasible character. Rather than providing the field of natural law with a unifying philosophical foundation, “human reason” was only a motto fluttering on the battle standards of warring intellectual cultures, each seeking to capture it for a particular natural law program.

If jus naturae et gentium was not a discipline with a philosophical foundation that is because it was a clearing house or matrix for a wide array of theological, jurisprudential and philosophical disciplines. These included inter alia Thomist, Scotist and Protestant-Pietist political theologies; Romano-canon law, positive public law (Staatsrecht and Staatskirchenrecht) and various forms of common law; and a shifting repertory of “philosophical” doctrines: Aristotelian ethics and politics, “Hobbesian” political philosophy, “Calvinist” natural rights doctrines, political and juridical histories, and (Kantian) political and juridical metaphysics. The various forms of natural law discourse that emerged from this clearing house – metaphysical theocratic, secular statist, imperial estatist, liberal individualist, philosophical cosmopolitan – were determined in part by the overlapping and cross-cutting programs of a mix of ecclesial and political authorities: proselytizing churches, colonizing empires, confessionalizing religions, state-building princes and rights-defending estates. These discourses were also imprinted by formative institutions – churches and religious orders, princely courts, and legal systems, universities and gymnasia – in which they were articulated by diversely formed intellectual personae: ecclesial political theologians, humanist jurisconsults, statist and estatist political advisers, prophetic philosophical historians and a variety of engagé intellectuals.

In this historical setting, the central topos of natural law – the idea of a law that is natural in the double sense of being embedded in human nature and accessed through natural reason – did not delineate a common intellectual object. In fact it served only as a shifting theme for competing natural law discourses that imbued it with the most divergent significations. The key elements of this topos – the character of human nature, the manner in which natural law is embedded in it, and the form of the natural reason through which this law is known – all varied, often radically. They did so in accordance with particular configurations of natural law’s constituent theological, jurisprudential and philosophical disciplines; the religious, political and cultural programs driving such configurations; and the trained intellectual personae through whom this configuration took place. The task of the historian of eighteenth-century jus naturae et gentium is thus to provide an overview of the emergence of a variety of different (often rival) natural law discourses. This requires mapping the shifting configurations of their constituent theological, jurisprudential and philosophical disciplines onto the divergent (often conflicting) religious, juridical and political programs in whose interests such discourses were fashioned, and to whose historical fates they were tied.

These conflicting programs and their rival natural law discourses had been driven by the great religious and political conflicts of the seventeenth century, whose carryover into the eighteenth century makes it into something of a “long seventeenth century.” It is thus necessary to begin by discussing the works and contexts of some of the seventeenth-century giants of natural law, before moving on to discuss Christian Thomasius. Thomasius’s natural law works straddle the turn of the century and provide a convenient conspectus of the main forms in which natural law would develop during the eighteenth century. This provides us with the proper perspective from which to view the development of a specifically philosophical form of natural law (or philosophy of law), culminating in Kant’s political metaphysics, exclusive focus on which has led to the anachronistic view that natural law always had philosophical foundations. Finally, to overcome this anachronistic retrospect we will discuss the persistence of non-philosophical, specifically juristic and diplomatic developments in natural law in the eighteenth century, in the form of Moser’s public law (Staatsrecht) and Vattel’s law of nations (jus gentium).

Protestant jus naturae et gentium in the long seventeenth century

The most important developments in the long and multiplex history of natural law took place during the seventeenth century, primarily in Protestant states, and especially in the Protestant universities of the Holy Roman German Empire (Haakonssen 2004; Hammerstein 1986c, 2001). The extraordinary proliferation of different kinds and uses of natural law during this period was driven by the complex and endlessly ramified interactions between two profound historical developments. On the one hand, there was the splitting of the “universal” church into rival religions – Catholic, Lutheran, Calvinist, Anglican – all pursuing aggressive confessionalization between the middle of the sixteenth and the end of the seventeenth century (Heckel 1983). On the other hand, this set of religious developments interacted with the activities of state-building princes who – in seeking to consolidate the borders and centralize the government of territorial states – often deployed a “reformed” state religion as a key instrument for the confessionalizing and disciplining of the territorial population (Reinhard 1983, 1996; Schilling 1988, 1995). In the German Empire, the fracturing of the hegemonic alliance between the papal church and the imperial jurisdiction gave rise to new configurations of ecclesial and civil authority – for example, to Protestant states with national religions where the prince was also the highest bishop – which in turn drove the demand for new ways of conceiving and justifying such configurations (Dreitzel 2001b; Friedeburg and Seidler 2008). While it was by no means the only form of thought to answer this call – Protestant Aristotelianism (Dreitzel 1970), reason-of-state thinking (Dreitzel 1995), neo-Stoic political humanism (Oestreich 1982), and public law (Stolleis 1998) each had their own responses – the genre of natural law proved to be the most labile source of new ways of configuring ecclesial and civil authority. As the intellectual matrix for the relations between theology, jurisprudence and politics – ecclesial, civil and princely law – natural law provided the repertory for a diversity of writers to intervene in the volatile restructuring of ecclesial and political authority from a variety of religious, political and jurisprudential perspectives. This led to the proliferation of rival natural law discourses that characterizes the long seventeenth century (Dreitzel 2001a; Stolleis 2008).

The principal form of natural law against which the Protestant writers elaborated their own discourses was Thomist natural law as this had been deployed by representatives of the Catholic “second scholasticism” during the latter part of the sixteenth century (Brett 1997; Schwab 2006). Thomas Aquinas had developed a natural law doctrine within his “complete theology” (Aquinas, Summa theologiae, ST, c. 1270), hence a form in which metaphysical theology provided the master discipline for the ordering of jurisprudence and politics. At the center of Aquinas’s system sat the (Christian-Aristotelian) metaphysical doctrine of God as a divine mind from whose creative intellection emerges the natures of all things (creatures). The creator’s intellection imbues each creature with a perfectible essence or “good” (entelechy), whose completion or perfection constitutes the lex aeterna or eternal law of the universe (ST 1–2.93). Man is the creature whose nature is rational-intellectual, like God’s and the angels’, and through whose perfectible exercise man is capable of participating in divine intellection (ST 1–2.94). Aquinas thus constructed natural law as the form in which man accedes to knowledge of the divine lex aeterna through the exercise of his natural reason which enables him to grasp the law of his own nature – namely, that he must act in such a way as to complete or perfect his rational-intellectual nature (Brett 1997: 88–122). Thomist natural law thus consists of a hierarchy of types of law, at the top of which is the lex aeterna formed by God’s intellection of the creaturely natures. This is followed by natural law as man’s natural-rational knowledge of the eternal law, which is in turn followed by “human law,” understood as the form in which natural law is enacted in the positive laws of ecclesial and civil authorities (ST 1–2.95).

This metaphysical-theological hierarchy imbues Thomist natural law with a strongly theocratic character. It means that the positive law of the civil authorities is only considered just if it is in accordance with the “right” of natural law – or “natural right” – which is a matter for the determination of the church and finally the pope. Otherwise such positive law is a “perversion of law” (ST 1–2.95.2). With the splitting of the church into rival Catholic and Protestant confessions in the sixteenth century, and the associated rise of mutually hostile confessionalized states, these theocratic dimensions of Thomist natural law took on a new historical significance and religious and political intensity. This was apparent in its use by Catholic political theologians of the “second scholasticism” to contest the religious and political autonomy claimed by Protestant territorial sovereigns (Skinner 1978: 135–72). One such theologian, Francisco Suárez (1548–1617), could thus use Thomist natural law to justify the pope’s right to dethrone the “schismatical and heretical” Protestant King James I of England (r. 1603–25). In requiring his subjects to swear an oath that included fealty to the Protestant religion, James had attempted to assert the territorial ruler’s supremacy in spiritual or ecclesial affairs. This was in direct transgression of Thomist natural law which awards this supremacy to the pope as Christ’s earthly representative, thus justifying the pope’s authorization of James’s dethronement and possibly his assassination (Suárez 1944: 705–25). Under the conditions of early modern confessionalization and territorial state-building, Thomist metaphysical natural law had thus evolved into a theocratic theory program through which counter-Reformation writers could contest the theological and political autonomy claimed by Protestant territorial churches and states. It was in this context that divergent forms of Protestant natural law began to appear.

In briefly considering two of the most important natural law works of the seventeenth century – Hugo Grotius’s De jure belli ac pacis (The Rights of War and Peace) (1625) and Samuel Pufendorf’s De jure naturae et gentium (Of the Laws of Nature and Nations) (1672) – our concern is to show that if Pufendorf joined Grotius in the tradition of Protestant natural law this was not on the basis of a shared philosophical doctrine or modernist commitment to secular reason. Rather it was because the territorialization of civil and ecclesial authority in emerging Protestant states – accompanied by certain broad innovations in Protestant theology and ecclesiology – provided a broadly shared context in which humanist jurists would undertake a series of improvisations on the theological, juridical and philosophical disciplines that informed the genre of natural law. Acting as political secretaries to Protestant faction-leaders (Grotius, Hobbes, Locke) or as academic political advisers (gelehrte Räte) to Protestant princely courts (Pufendorf, Johann Christoph Becmann, Thomasius), these legal and political humanists sought to reconfigure the genre in order to address the changed historical circumstances in which they found themselves. Their broad aim was to maintain the legitimatory function of the law of nature, while disconnecting it from the transcendental-universal foundations of papal and imperial natural law (Dreitzel 2001a; Haakonssen 1996, 1997; Hammerstein 1986c; Tuck 1987). Protestant natural law thus emerged as a series of improvisations on the genre whose role was to displace the “universal” – Catholic and imperial – norms of scholastic natural law with norms suited to the government of a territorial state and to an international order understood as an ensemble of such states (Schröder 2006). It was this fundamentally contestatory field of usage – and not any particular method, philosophical doctrine, or theoretical ideology – that shaped the forms of Protestant natural law discourses and determined the significance of the methods, principles and doctrines that they deployed.

As one of the first in the field, Hugo Grotius elaborated a natural law discourse that drew on some basic elements of scholastic natural law. At the same time, he radically reconfigured these elements to suit the needs of a middle-sized Protestant power – the United Dutch Provinces – confronted by domestic religious civil war and international conflict over trade and empire (Tuck 1999: 78–108). In the Prolegomena to his De jure belli ac pacis, Grotius thus appealed to the Aristotelian-scholastic conception of natural law – in terms of the conduct required to perfect man’s “rational and sociable nature” – in order to provide a natural law basis for the right of war (Grotius 1625: prol. 6–10). This is understood as the right to seek retribution for conduct that is unjust in the sense of infringing the convergent rights to self-preservation and peaceful sociability, whether between individuals or among nations (ibid.: 1.2.1). At the same time, however, Grotius refused to treat this natural law as man’s mode of acceding to the divine lex aeterna, regarding it instead as something acceded to via human reason, hence as something that might still be true even if God were not to exist (ibid.: prol. 11).

Rather than prefacing a thoroughgoing philosophical rationalism, however, Grotius’s appeal to reason opens onto a wide variety of “a posteriori” humanistic forms of demonstration and evidence: exemplary arguments, sayings and examples drawn from the pagan historians and poets, the Bible and the church fathers, presented in the form of an extraordinary copia or topological compendium (ibid.: 1.1.12). Grotius uses these independently grounded sources in order to supplement the principle of natural law when its implications are uncertain, and to show the degree to which the rights of war and peace have been shaped by the positive laws of sovereigns and customary agreements between nations. Through this humanistic reworking of the kind of reasoning employed in natural law discourse, Grotius blocked the ascending path from natural law to a supranational theocratic lex aeterna, thus making the construal of natural law into the prerogative of the territorial prince and his diplomatic and juridical advisers. He also disrupted the descending path of the scholastic juridical hierarchy, by refusing to derive “volitional” civil law and jus gentium from natural law. He treated them rather as possessing their own normative sources in human agreements and customs, and their own sources of epistemic authority in positive law, the records of the historians, and the testimony of wise men (ibid.: 1.1.14). Where the principles of natural law are unclear and men are incapable of governing their conduct in accordance with them, then Grotius routinely forgoes philosophical demonstration and employs humanistic discursive modes: specifically, casuistry, as a means of adjusting principles in the light of historical examples and customs; and moral exhortation to statesmen to govern their conduct in accordance with the exemplary precepts of the Greek, Roman and Christian sages.

In the case of civil law and state sovereignty, for example, it is striking that Grotius does not follow the Thomists in treating civil authority as grounded in the “natural right” of perfecting man’s rational and sociable nature. Instead, he provides it with an independent functional basis in the capacity to make laws, appoint officials, and administer justice, as exercised by a legislative power that is sovereign in the sense of not being subject to any other law (ibid.: 1.3.6–7). Grotius further departs from the Thomists by declaring that the polity or state has a basis independent of the perfection of man’s sociable essence – namely, in the banding together of independent families into a civil society governed by a sovereign authority with its own normative end, “public tranquility” (ibid.: 1.4.2). When it comes to the crucial question of whether a private person has the right of forcible resistance against a sovereign whose commands contravene divine or natural law, Grotius is thus able to answer in the negative. He does so in part by arguing that in the civil state the civil right of the sovereign grounded in public tranquility trumps the natural right of the individual grounded in self-defense (ibid.: 1.4.1–2). At the same time, he also cites a wide array of pagan (Sophocles, Euripides, Tacitus, Seneca) and Christian authorities (Augustine, Tertullian, Chrysostom) proving that obedience to kings is a general human custom, supplementing these with scriptural laws of the Hebrews and the Christians showing that rebellion is forbidden (ibid.: 1.4.2–6). In short, Grotius deploys a casuistical style of argument to adjust the apparently universal natural right to individual self-defense to the circumstances where it must give way to the volitional civil right of the territorial sovereign grounded in communal self-defense. This allowed him to undermine both the Thomist arguments for the papal deposition of Protestant princes declared to be in breach of natural right, and Calvinist arguments for a natural right of forcible resistance grounded in individual reason and conscience (ibid.: 1.4.7–19).

A similar pattern of discourse is deployed in the case of jus gentium or the law of nations. Again Grotius begins by observing that the rational imperative to realize man’s sociable essence grounds a natural law right of just war, for example, the natural right of a sovereign nation to wage war as punishment of another nation for committing an act that is unjust or “evil” in transgressing peaceful sociability (ibid.: 2.20.1–2). This means that in principle it should be impossible for contradictory claims to just war to be valid, as only one of these claims regarding the justice of the casus belli can be true. Given the inherent uncertainty of moral judgments, however, and given that the justness of an act always depends on the subjective intent of the agent, it might well be the case that both parties sincerely hold their cause to be just, as there is the possibility of an irreducible ignorance about the objective justness of the contentious act (ibid.: 2.23.13). Under these circumstances, says Grotius, when the principle of natural right is unavailable to those claiming it in a given case, one has to look elsewhere for sources of judgment. The most important resource in this regard is in fact the testimony of the pagan and Christian wise men, understood not as exponents of a philosophical principle but as masters of an art of political judgment, distilled from long practice and experience, and capable of being learned by modern counselors (ibid.: 2.23.4). Grotius then exemplifies this art of political judgment and counsel by elaborating a humanist moral exhortation to rulers against the rush to war, based on the example of Christ, the precepts of the pagan sages regarding anger management, and the dreadful warnings of Augustine on the cruelties of war (ibid.: 2.24.1–10). If Grotius helped to undermine the Catholic scholastic construction of jus gentium as a morally unified, universal society of nations – replacing it with a conception organized in terms of a loose ensemble of sovereign states each acting on the basis of its own interests – then he did so by displacing the scholastic moral philosophy of just war with a humanist casuistry for wars between equally just sovereigns (Schmitt 2006: 159–62). As we shall see, this casuistical construction of a territorial jus gentium would maintain its force in the eighteenth century in the work of Vattel.

While Grotius’s De jure belli ac pacis provided weapons against both domestic Calvinist theocrats and the supranational claims of the Netherlands’ former Spanish Catholic suzerain, it did so from within the framing interests of a medium-size Protestant maritime power engaged in constant conflicts with an array of trading rivals. This context is reflected in Grotius’s prime concern: to reconstruct the law of nations as a kind of legal casuistry for regulating the bellicose relations among rival sovereign states. In writing his massive De jure naturae et gentium, Samuel Pufendorf was also concerned to defend against domestic Protestant theocrats and the threat of a (French) Catholic “universal monarch.” His prime concern, though, was to provide a political philosophy suited to the Protestant sovereign territorial states that had emerged within the political and juridical superstructure of the (still nominally Catholic) Holy Roman German Empire (Dreitzel 2001c).

Pufendorf’s focus on providing the moral and political architecture for the anti-papal and post-imperial sovereign territorial state meant that his reconfiguration of natural law, while overlapping with Grotius’s, incorporated a significantly different array of disciplines and doctrines. Rather than introducing the rules and conventions of interstate diplomatic, commercial and military relations into the genre, Pufendorf incorporated powerful currents of public law – both Staatsrecht (public law of the German imperial estates and states) and Staatskirchenrecht (imperial public religious law) – especially in the form in which these had been reconfigured by the Westphalian treaties and associated territorial enactments, and subjected to an historical interpretation by Hermann Conring (Stolleis 1998: 230–36, 271–84). Pufendorf also reset the theological and philosophical parameters of natural law by importing a Pietistic form of Protestant fideism. By denying the possibility of rational access to the articles of faith, and thence separating theology from philosophy, Pufendorf’s fideistic theology refused all universal philosophical-theological grounds for the exercise of ecclesial and civil authority. This made it possible for him to argue for the simultaneous privatization of religion and secularization the state (Döring 1993, 1995). Above all, though, Pufendorf transformed natural law through his reception of Hobbes’s radically anti-scholastic and anti-natural rights political philosophy (Dreitzel 2003). Even though he modified the Englishman’s teachings in significant ways, it was Hobbes who provided Pufendorf with the core doctrines and concepts through which he reconstructed the genre: the Epicurean anthropology of weak and predatory man; the conception of the state of nature as one of universal war; the minimalistic conception of natural law as peace-seeking for survival; and the conception of obligation (hence duty and right) as something imposed by the sovereign, subjection to whom is the condition of peace (Palladini 1990, 2008).

On the basis of this distinctive mix of doctrines – none of which plays a fundamental role in Grotius – Pufendorf undertook a frontal assault on scholastic natural law, seeking to destroy its metaphysical claims to accede to a law higher than that promulgated by the civil sovereign, and thence to defend the latter’s territorial authority against all papal or imperial claims to supranational authority (Friedeburg and Seidler 2008: 167–72; Hunter 2001: 148–96; Seidler 2002). Unlike Grotius, Pufendorf left no residual (casuistical) role for the scholastic-Aristotelian principle of natural law in terms of the perfection of man’s rational and sociable essence. Rather, he sought to extirpate this principle by combining Hobbes’s Epicurean anthropology – man as the creature of destructive passions – with his own radically voluntarist “moral entities” (entia moralia) doctrine. This is the doctrine that man bears duties not on the basis of an essential nature but by virtue of conventional moral personae imposed on him – by God and by himself – for the purposes of shaping his conduct (Pufendorf 1672: 1.1.1–23). This allows Pufendorf to treat the state not as a natural means of perfecting man’s essence but as the purposive institution of a new mode of moral existence: that of political subjection for the sole purpose of achieving social peace (ibid.: 7.1.1–11). As a result, unlike Grotius’s residually scholastic conception, sociability in Pufendorf is not part of the human essence that man is to realize through the civil state, hence a principle to which the state and its laws might be held accountable. Rather it is a norm for civil conduct that is imposed on man from the outside as the condition of achieving social peace, which means that the achievement of sociability is not the realization of an essence through the state, but the product of social disciplining by the state (Palladini 2008): “Therefore, all men, being born as infants, are by that fact unsuited to civil society, and most of them remain so all their lifetime, while it is discipline, not nature, that fits man for such a society” (Pufendorf 1672: 7.1.3).1

Pufendorf’s version of Protestant natural law thus supports a much more thoroughgoing rejection of scholastic natural law and defense of the secular sovereign territorial state than Grotius’s, and one that displays scarcely any interest in the law of nations. That said, however, we must be careful not to overstate the difference between them, keeping in mind that it is not doctrines as such that are crucial, but the uses to which they are put. Grotius might have retained the scholastic rationalist principle of natural law but he simultaneously refused to allow it to determine territorial sovereignty or the relations between sovereign states. If Pufendorf thus elaborated a less casuistical and humanistic natural law discourse than Grotius, and one more in tune with Hobbes’s aspiration to provide a “civil science” for Protestant sovereigns, this does not mean that he had superseded Grotius by definitively crossing the threshold into a “modern,” methodical, or fully rational form of natural law. It means rather that he improvised a version in which the methodizing of the genre via the Hobbesian framework permitted a definitive (as opposed to a casuistical) determination of justice to be transferred to the secular sovereign and his public-law advisers. This was in accordance with a Protestant secular territorial conception of modernity that was simply ignored in Thomistic jurisdictions (Pocock 2007). It should not surprise us then that while Grotius’s casuistical law of nations would be further developed in Vattel’s jus gentium, Pufendorf’s natural law would enter the eighteenth century via a different path, mediated in part by his follower Christian Thomasius.

Christian Thomasius and eighteenth-century natural law

Together with the Huguenot publicist Jean Barbeyrac, the Saxon academic political jurist Christian Thomasius shared the role of being Pufendorf’s foremost commentator and disseminator in Protestant Europe. Thomasius wrote two natural law works: the Institutiones jurisprudentiae divinae (Institutes of Divine Jurisprudence), published in Latin in 1688 and in German in 1709, and the Fundamenta juris naturae et gentium ex sensu communi deducta (Elements of the Law of Nature and Nations deduced from Common Sense), appearing in Latin in 1705 and in German in 1709, alongside the Institutiones. In straddling the turn of the century, and by virtue of the change in viewpoint and purpose that marks them, the two works provide a convenient locus to discuss some of the transitions in Protestant natural law as the long seventeenth century extended into the eighteenth. In these two works Thomasius added nothing to the fundaments of Pufendorf’s formidable reconstruction of natural law as a political philosophy for the Protestant princely territorial state. Rather, he took this reconstruction for granted, using it as an intellectual platform on which to improvise Pufendorfian natural law works tailored to the specific political, religious and academic circumstances in which he found himself (Dreitzel 1997).

Thomasius’s writings arose directly from his work as an academic public-law jurist, first at the Leipzig university in Saxony and then at the Halle university in Brandenburg-Prussia. Saxony was a Lutheran confessional state whose legal system enshrined the Lutheran articles of faith – the Formula of Concord – in law (Landau 2000;  Lück 2000). Dedicated to the defense of these articles and the confessional church and state in which they were embodied, the Saxon theology and philosophy faculties were bastions of a highly metaphysical “Christian natural law” that had a good deal in common with the Thomist prototype. Moreover, they were dominated by theologians and metaphysicians – most prominently by Leipzig’s Valentin Alberti – who were conducting a fierce rearguard campaign against Pufendorf’s fideist theology and secular natural law (Schneider 1967, 2001). When, in 1691, as a result of his Pufendorfian teachings and Alberti’s actions against him, Thomasius was forced to flee Leipzig and take refuge across the border in Halle, he encountered a quite different political, religious and academic situation (Grunert 1997; Lieberwirth 1953). The protracted campaign of the Hohenzollern princes to effect a Calvinist territorial reformation in Brandenburg had been stalemated by the imperial estates – nobles, cities and knights’ circles – for whom the Lutheran religion provided a bulwark for their imperial rights and liberties against princely territorial state-building (Nischan 1994; Schwartz 1935). This had led to the grudging acceptance of a biconfessional tolerationist religious constitution in Brandenburg-Prussia, which in turn provided a suitable platform for Pufendorf’s construction of a secularized state structure, and for Thomasius’s campaign to dismantle the juridical and theological infrastructure of the Lutheran confessional state (Fritsch 2004: 48–65; Heinrich 1981).

It was in this volatile setting that Thomasius undertook his improvisations on Pufendorf’s Hobbesian natural law. Thomasius redeployed his mentor’s formidable anti-scholastic – fideist and secularist – weaponry against a specifically Protestant scholastic natural law, with a view to attacking twin enemies: the confessional form of the Protestant territorial state represented by Saxony; and the trans-territorial Lutheranestatist resistance to the secularized territorial state that he found in Brandenburg (Ahnert 2006; Grunert 2004; Schröder 1997). That this reworking of natural law was deeply pedagogical – in the double sense of being developed from Thomasius’s academic teaching program, and in being directed at the formation of secularized law students – reflected the fact that Protestant law faculties were a central source of expertise for the government of the emerging territorial states (Hammerstein 1986b, 1986c; Steinberg 2005).

Placed in this context, Thomasius’s first natural law work, the Institutiones jurisprudentiae divinae of 1688, appears as a direct pedagogical intervention in the configuration of ecclesial and civil authority characteristic of the Lutheran confessional state (Thomasius 1688, 1709a). It is significant that Thomasius begins the work not by appealing to secular reason and self-government but by invoking a Pietistic moral anthropology that stresses the lapsarian ruin of man’s intellect and will, hence his need for a superior whose commands are norms (Thomasius 1688: 1.2.1–46). This reminds us that if by “rationalist” we mean someone who teaches man’s capacity to govern his will on the basis of rationally reflected norms, then it was Alberti and the Christian natural jurists who were the rationalists in this conflict. They indeed taught that man acceded to the divine mind’s lex aeterna through a reason shared with God – the imago Dei – while Thomasius followed Pufendorf in rejecting this theo-rationalism as a theocratic menace to the sovereign’s civil commands. On the basis of his anti-rationalist anthropology, Thomasius posits both the necessity of a superior whose laws are the source of obligations, and also the two sources of law: natural law and revealed biblical law (“divine positive law”). Natural law arises from man’s reflection on his weak and fractious nature, hence on the need for a civil sovereign who will command the sociability necessary for his survival and temporal happiness (ibid.: 1.2.60–101). Divine positive law is given in the form of God’s published biblical commands, issued to compensate for the frailties of natural reason and the indeterminacy of natural law (ibid.: 1.2.115–41). These twin sources of law coalesce in Thomasius’s “prime practical principle” – “Obey the one who has command of you” – which posits a superior possessing the power to command and obligate; laws as obligatory commands of the superior; and obligation as the outcome of the superior’s power to compel obedience (ibid.: 1.3.34–40). In thus denying that men could accede to law through a reason that they shared with God, and by means of which they could govern their own will, Thomasius was continuing Pufendorf’s attack on supra-territorial scholastic natural law. But he was also turning this attack against the Protestant territorial scholastics, who appealed to man’s capacity for theo-rational insight in order to imbue the civil law with religious ends (Hunter 2007b: 86–93).

In adding positive biblical law to the natural law genre, Thomasius’s Institutiones deviates significantly from Pufendorf’s construction, and some commentators have treated this as a sign that Thomasius had not yet completed the modernizing philosophical secularization of natural law leading to the Aufklärung (Steinberg 2005: 44–45). This represents a significant misunderstanding of the Institutiones, though, as it fails to grasp that in separating positive biblical law from natural law Thomasius was not sliding back into Christian natural law, but launching a targeted attack on it. The crucial thing to observe here is that Lutheran metaphysicians such as Alberti sought to unify natural and revealed law – philosophy and theology – by treating natural law as man’s natural-rational mode of acceding to divine law, and thus claiming a right to mediate the latter in the civil domain (Ahnert 2006: 84–91). This Protestant scholastic construction of natural law must in turn be situated in relation to a specific institution of ecclesial governance that had arisen in Protestant states: the consistory, a quasi-judicial body composed of both lay and clerical members, and responsible for the maintenance of discipline within the church and the regulation of such matters as marriage, sexual conduct, inheritance and heresy (Heckel 1997). The Protestant scholastics’ construction of natural law as the form in which theologians could mediate divine law in the civil domain thus supported their use of the consistory for the civil enforcement of religious imperatives (Landau 2000). One can see the concrete results of this in Alberti’s actions as assessor to the Dresden Superior Consistory when he succeeded in having Thomasius disciplined for “religious indifferentism” and crypto-Calvinism, leading to Thomasius’s flight to Halle.

In denying that divine law could be acceded to through natural reason, and in insisting that it constituted a distinct source of positive law revealed in published commands, Thomasius was thus launching a double strike against the intellectual foundations and juridical authority of Christian natural law. On the one hand, following in Pufendorf’s footsteps, he was undermining the doctrine that natural law was man’s rational way of acceding to divine law, treating it instead as mode of discerning norms of sociability whose enactment as civil law is wholly at the discretion of the civil sovereign. On the other hand, by treating biblical laws pertaining to marriage, inheritance and worship as positive published law, he was contesting the claim that only theologians could interpret them, thereby staking a claim for lay jurists to determine consistorial jurisprudence in accordance with the norms of positive public law (Thomasius 1688: 1.2.11–41). In other words, by incorporating positive religious law in the Institutiones, Thomasius differed from the letter but not the spirit of Pufendorf’s secularizing and territorializing reconstruction of Protestant natural law, improvising on it in an entirely characteristic way in order to intervene in the ecclesial and civil governance of the Protestant territorial state.

Thomasius’s second natural law work – the Fundamenta juris naturae et gentium (Fundamentals of the Law of Nature and Peoples) of 1705 – differs in three main ways from its predecessor (Thomasius 1705, 1709b). First, Thomasius dropped positive biblical law as a legal source, declaring that he would now derive natural law solely from observation of man’s empirical moral nature as a creature of his passions (Thomasius 1705: foreword 13–29). Second, in place of the lapsarian Pietistic moral anthropology from which he launched his attack on metaphysical rationalism in the Institutiones, Thomasius elaborated an Epicurean Affektenlehre or doctrine of the passions (ibid.: 1.2.1–123). In teaching his law students that all conduct is governed by the three irrational passions of lust, ambition and greed – and that as a result man is incapable of rational self-governance and must instead embark on a practice of restraining his passions by balancing them against each other – Thomasius sought to provide his students with a moral philosophy suited to their calling. This came in the form of an ethical regimen through which they would seek inner calm by restraining their own passions, and outer calm by administering the laws of the sovereign (Kimmich 1993, 1997).

The third and most significant change was that Thomasius transformed the structure and the function of his earlier natural law discourse on the basis of the Epicurean moral philosophy that he had introduced into the generic mix. He did so by developing a three-stage hierarchy, organized around different degrees of passional restraint, and issuing in a division of natural law into the three parts – law, decorum and morality – for which there was no precedent in Pufendorf (Thomasius 1705: 1.4.1–77). At the bottom of the hierarchy are the “fools” whose incapacity for restraint of their passions and lack of inner calm issues in breaches of the external peace that must be met by coercive laws. They are followed by the “middling fools” who, while not capable of full inner restraint, are capable of refraining from external breaches and hence can be governed by the non-coercive advice of social decorum. Finally, at the top of the hierarchy are the “wise” or Epicurean sages. Their capacity to fully control their own passions and achieve inner calm not only means that they are subject only to inner moral advice, but also that they are morally qualified to discern norms and advise the prince on the laws required to govern the fools (ibid.: 1.4.77–83).

This was indeed a major change from the Hobbesian and Pufendorfian construction of natural law in the Institutiones. In that work, the superior lacks all inner moral qualification, obtaining legitimacy solely from the maintenance of external “peace and calm” through the issuance of coercive commands from which all civil obligation flows, setting aside any interest in inner morality. Somewhat incoherently, though, this Hobbesian and Pufendorfian construction retained a residual role in the Fundamenta. Here it is characterized as “natural law in the narrow sense” and identified with coercive rule, as distinguished from the trio of justice, decorum and morality that comprises “natural law in the broad sense,” which is identified with advisory norms derived from moral reason (ibid.: 1.5.30–35). These two different and incompatible constructions of natural law are in fact symptomatic of Thomasius’s pressured and piecemeal transformation of his natural law: from its configuration in the Institutiones as an ancillary discipline for the reception of positive public law (Staatskirchenrecht), to its configuration in the Fundamenta as a moral philosophy and political psychology for law students, from which public law had been largely expelled.

There has been an understandable tendency to interpret the distinction between morality and law in the Fundamenta as marking a significant step beyond the Institutiones in the direction of an enlightened liberal modernity, allowing it to be viewed retrospectively, particularly from the standpoint of Kantian moral philosophy. Some commentators thus treat the distinction between law, decorum and morality in the Fundamenta as anticipating the “liberal” recognition of a domain of inner moral freedom and subjective rights, immune from the external coercion of law. The residual presence of Pufendorf’s Hobbesian conception of natural law can then be interpreted as symptomatic of Thomasius’s “transitional” location between absolutism and liberalism, or the so-called early and high Aufklärung (Grunert 2000: 172–82; Kühnel 2001: 41–65; Luig 1996: 143–46). This way of approaching the Fundamenta involves a certain degree of anachronism and misunderstanding, however. Here we need to recall that the introduction of positive biblical law into the generic mix of the Institutiones was itself a secularizing move aimed at relegating the pre-eminence of Lutheran theologians in consistorial jurisprudence in favor of lay jurists, in keeping with Thomasius’s broader campaign against the intellectual and institutional order of the Lutheran confessional state. This suggests that Thomasius dropped positive biblical law from the discursive mix of the Fundamenta not as the result of his taking some decisive step towards a more fully rational-philosophical secularity, but for a quite different reason. In biconfessional Brandenburg, where consistorial jurisprudence and Staatskirchenrecht had already been secularized by public law and territorialized by the religious edicts of the Hohenzollern princes, it had become redundant for Thomasius to include positive biblical law in natural law as a means of staking the claim of lay jurists to the juridical governance of religious affairs. That battle had been won in Brandenburg-Prussia (Rudolph 1981).

The introduction of the Epicurean Affektenlehre and moral philosophy into the generic mix of the Fundamenta was thus not a sign that Thomasius had finally discovered a rational philosophical foundation for his natural law, and thence for the modern liberal conception of a free domain of inner morality immune from the coercion of positive law. Rather, it was a sign that at Halle he was allowing the positive-law disciplines – private and criminal law, public law (Staatsrecht) and public church law (Staatskirchenrecht) – to float free of natural law, to resume their status as autonomous juridical disciplines. In its turn, Thomasius’s natural law was transformed into a propaedeutic for the positive legal disciplines, accounting for the appearance of the Fundamenta as a moral philosophy or moral psychology for law students. On the one hand, the Epicurean moral philosophy of the Fundamenta – in which the ruler is qualified to exercise power by first achieving his own sage-like moral self-governance – was a reactivation of the earlier “mirror for princes” political psychology, where inner morality is a badge of ethical distinction and is quite incapable of grounding civil rights and freedoms. For Thomasius, the role of this psychology was not to ground rights but to form jurists and statesmen who were detached from transcendent scholastic norms and focused on a this-worldly pursuit of inner calm and outer civil peace. On the other hand, Thomasius now constructed duties and rights not via natural law but through his treatises and disputations in public law (Staatsrecht) and public church law (Staatskirchenrecht), as can be seen in the disputations on heresy, adiaphora and witchcraft (Thomasius 1697, 1695, 1701a), and Thomasius’s treatise on the prince’s right to settle theological controversies (Thomasius and Brenneisen 1696). Here civil rights and freedoms were grounded not in inner morality but in the commands of a civil sovereign purged of theological and moral purposes (Fritsch 2004: 48–64; Hunter 2007b: 113–41). Rather than being the philosophical theory of Thomasius’s public-law practice (Steinberg 2006), the Fundamenta reflected the conversion of Thomasian natural law into a practice of moral philosophy sitting alongside a domain of public law that had resumed its autonomous existence as a positive discipline (Hunter 2007b: 109–12; Rüping 1989). As we shall now see, this redistribution of the elements of the natural law genre into a moral and political philosophy sitting adjacent to an array of only loosely attached positive legal and political disciplines provides a strong pointer to the bifurcated manner in which natural law developed during the eighteenth century.

Natural law as philosophy of law

One of the significant lines of development of the natural law genre in Protestant Germany during the eighteenth century was its reconfiguration as philosophical discourse. This entailed the relegation of its theological and positive-legal components in favor of a discourse on philosophical principles, which, in turning away from the historical-citational method of legal humanism, gave rise to a philosophical-legal systemics or dogmatics. Some of the academics who took this philosophical turn continued to teach and publish in the areas of positive law, compiling teaching compendia of German public law or the treaties and pacts of European jus gentium. Unlike Grotius and Pufendorf, though, the philosophers of law no longer treated these as integral constituents of the genre of jus naturae et gentium, regarding them rather as subsidiary or applied disciplines supposedly derivable from the philosophical principles that they placed at the center of their discourses on natural law. This philosophical reconfiguration of the natural law genre is reflected in the fact that from the middle of the eighteenth century the proportion of lectures dedicated to natural law declined in law faculties as it rose in philosophy faculties, suggesting that the closer natural law came to being a discourse on philosophical principles the less it was used as a propaedeutic for law students (Schröder and Pielemeier 1995). To the extent that natural law was taught as a preparatory discipline in law faculties, then it tended not to be the new philosophical natural law but the “classic” works of Pufendorf and Thomasius. Pufendorf’s 1673 student digest of his De jure naturae et gentium – the De officio hominis et civis (On the Duties of Man and Citizen) – thus remained a staple in Protestant (and some Catholic) law faculties throughout the eighteenth century (Hammerstein 1986c; Lestition 1989; Othmer 1970: 135–49).

The persistence of Pufendorfian natural law in Protestant law faculties during the eighteenth century indicates that it was not superseded by philosophical natural law, as presumed in accounts of a transition from an “older” absolutist to a “newer” liberal natural law; no more than Pufendorfian natural law superseded Thomist natural law, which was biding its time in Catholic universities. These different configurations of the genre did not form links in a single historical chain, joined by the progressive recovery of common philosophical principles, or the evolving dialectic of theory and practice. As a result of the disparate cultural and political programs they served, their multiple lines of historical development were characterized by abiding rivalry and conflict rather than progress towards a shared modernity or rationality (Pocock 2007). Far from being expressions of an historically superseded ancien regime, the works of the key seventeenth-century writers had been novel responses to the religious and political circumstances of emerging Protestant territorial states, and would prove as durable (and as regional) as this political order. Grotius had shown how the universality of scholastic natural law could be defused through the incorporation of territorial civil law and jus gentium. Pufendorf had rescaled natural law to the goal of maintaining peace among irrational and dangerous men, transferring its determination to the (public-law) commands of the sovereign whom these men appointed through mutual fear. Yet he had done so in order to support a territorialization and secularization of civil authority that he and his followers saw as continuous with Grotius’s work. In this setting, the pacifying commands of a territorial sovereign would form the new normative horizon for Protestant statesmen and their public-law political advisers. For their part, rather than recovering the philosophical foundations of all natural law discourse, the philosophical natural jurists of the eighteenth century – including inter alia Schmauß, Wolff, Darjes, Achenwall, Cramer, Nettelbladt, Hufeland and Kant – provided a particular instance of such discourse, one of whose topics was philosophical foundations. In other words, they provided a natural law for university philosophers that paralleled and contested, but in no way invalidated or superseded, Pufendorf’s natural law for territorial statesmen and Staatsrechtler, or Grotius’s jus gentium for territorial diplomats.

Johann Jacob Schmauß had worked as a kleinstaatliches diplomat and edited compendia of German public law (Schmauß 1720) and European peace treaties (Schmauß 1730) before taking a chair in natural law and jus gentium at Göttingen in 1734, where he would make his name as an exponent of philosophical natural law. Schmauß is usually characterized as belonging to the “school of Thomasius,” in part because he studied under Thomasius and Gundling at Halle, and in part because Schmauß characterizes himself as a follower of Thomasius’s natural law, particularly the Fundamenta (Rüping 1968: 100–104; Scattola 2009: 26–27). This characterization turns out to be largely misleading, however, as Schmauß’s central natural law work – the Neues Systema des Rechts der Natur (New System of the Rights of Nature) of 1754 – differs from Thomasius’s intellectual program both in terms of its basic intellectual contents and with regards to its cultural and political purposes.

The first thing to observe in this regard is that although the first two-thirds of Schmauß’s work is dedicated to a history of natural law, this history is quite different from the historiography of philosophy innovated by Jacob Thomasius and incorporated by his son Christian as integral to his natural law thought (Häfner 1997; Lehmann-Brauns 2004: 21–98, 308–54). Following his father’s historiography, Christian Thomasius viewed the mixing of philosophy and theology in scholastic natural law as symptomatic of a specific historical development – the corrupt combination of Greek philosophy and Christian faith during the Patristic period – from which had arisen an array of “sectarian” metaphysical philosophies: Aristotelian orthodox and Platonic “enthusiast” forms of scholasticism, Cartesian dualism, Spinozist pantheism (Thomasius 1710, 1707). Schmauß, though, treats the mixing of philosophy and theology not as a historical development permitting various philosophical schools to be characterized in terms of the historical contexts and effects, but as a philosophical error that is in the process of being corrected through a history that leads up to a true philosophy: his own. Rather than attempting to characterize particular philosophies in terms of their contextual deployment in church and society, Schmauß instead constructs a rambling doxographic history running from the Pythagoreans to Thomasius. This history contains large chunks of undigested citation, and a minimalist commentary based on the extraction of philosophical principles – Plato is an intellectualist deriving natural law from the divine mind (Schmauß 1754: 16–22), Grotius a crypto-scholastic (211–16), Hobbes a voluntarist grounding natural law in the will of the sovereign (220–24) – all with a view to showing that it has finally become possible to ground natural law not in any of these “opinions” but in indefeasible philosophical insight into man’s actual instinctual moral nature. Once this truth has been posited as its telos, then the entire history of natural law thought can be arranged in terms of those few thinkers who anticipated it (Gassendi, Spinoza) and the vast majority who did not. By arguing that they were not actually engaged in the philosophical investigation of human nature – owing to their grounding of natural law in the commands of a superior – Schmauß actually ejects Grotius, Hobbes, Pufendorf and Thomasius from his history of natural law, declaring that they were in fact engaged in “universal public law” (Schmauß 1754: 212–13, 274–76).

Schmauß’s exposition of his “new system of natural law” in the second part of the volume only confirms how alien his concerns are to those of Thomasius. This is partly a matter of the content of the natural law doctrine that Schmauß elaborates. Unlike Thomasius, who treats individual rights as the residual freedom of action permitted by the commands of a superior (Thomasius 1688: 1.1.85), Schmauß draws on Gassendi and Spinoza to construe them in terms of a freedom of action grounded in the impulses and appetites of man’s ontological nature (Schmauß 1754: 450–51). Further, rather than following Thomasius and Pufendorf in treating law and obligation as arising from the coercive commands of the superior, Schmauß claims that he will show how potentially conflicting rights claims can be reconciled via an inborn capacity or instinct to recognize the rights of others. This is the true source of natural law and demonstrates the reciprocity between rights and obligations (Schmauß 1754: 451–52). This benevolent naturalism is supported by a radically anti-Hobbesian view of the state of nature. Schmauß portrays this as a pacific order in which self-governing families provide for their own needs and govern themselves through the natural law of moral instinct, without need for imposed civil law (Schmauß 1754: 455–59) – a picture that shows how disinterested Schmauß was in the fundamental political architecture of territorial sovereignty developed by Hobbes, Pufendorf and Thomasius.

Even more alien to Thomasius’s intellectual program, however, is the form in which Schmauß claims to accede to knowledge and validation of the moral instinct, which he purports to know directly through a “moral feeling” that reveals the inborn instinct of benevolence to others and respect for their rights (Schmauß 1754: 504–11). In a move that is the distinguishing characteristic of specifically philosophical forms of natural law, Schmauß claims insight into its founding principles through personal philosophical introspection – here in the form of a “thought experiment” in which he discerns his own inner benevolence – on the basis of which he claims to prove the existence of an inborn instinct for justice as fairness (Schmauß 1754: 506). This is quite unlike Pufendorf and Thomasius who do allow that men are capable of discerning the norm of natural law – to seek peace – but only in order to affirm that as a result of man’s dangerous passions and flighty mind, this discernment must be transferred to the sovereign and his public-law advisers, giving him the sole capacity and right to determine the effective form of natural law, as civil law. This they do, not through philosophical introspection regarding their own inner moral feelings, but by paying learned attention to man’s propensity for self-interested and fractious conduct; the testimony of ancient and modern authorities regarding man’s condition in the state of nature and his entrance into the civil state; the testimony of civil historians regarding the causes of political instability, especially that arising from political religions and religious enthusiasm; and the science of public law as a guide to the legislation of the sovereign seeking to enact natural law as civil law (Thomasius 1701b, 1713). In ignoring this historical, juridical and political mode of acceding to knowledge of natural law (as sovereign command), and by instead acceding to knowledge of natural law (as inborn natural right) through philosophical introspection, Schmauß exemplifies some of the central features of eighteenth-century philosophical natural law, as a discourse on philosophical principles concerned above all to validate the principles of the philosopher.

The writer who produced the most systematic work in the genre of philosophical natural law – Christian Wolff, author of the eight-volume Jus naturae methodo scientifica pertractatum (Natural Law Derived through Scientific Method) (Wolff 1740–48) – receives short shrift in Schmauß’s history. Here he is mocked as a “rationalist” who had not succeeded in accessing the natural law embedded in man’s instinctual nature, and had laughably attempted to compensate for his lack of moral insight through scientific demonstrations (Schmauß 1754: 336–55). In fact, seen in the light of the history that we have been sketching, Wolff’s work represented something else entirely – namely, the return of a Thomistically inspired natural law under the aegis of a fully fledged Protestant scholasticism (Bianco 1989; Casula 1979; Haakonssen 2006: 268–78). If Schmauß’s work was symptomatic of the philosophical transmutation of Pufendorf’s and Thomasius’s political (Hobbesian) natural law, then Wolff’s was symptomatic of a parallel transmutation of the Christian natural law of their Protestant scholastic enemies: Alberti, Veltheim and Strimesius. Wolff’s natural law reactivated the scholastic view that natural law was the means by which a transcendent law of reason – originating in the divine intellectual essence and received in its human equivalent – was channeled into the civil domain (Wolff 1740–48: pref.). Now, though, it was a quasi-divine philosopher rather than the confessional theologian who functioned as the conduit, and the transcendent law was no longer concretely anchored in the civil domain through church or consistory – finding its base rather in the university philosophy faculty (Schneiders 1986). It was this transformation of natural law into academic philosophy that permitted many of the eighteenth-century natural jurists – Darjes, Höpfner, Cramer, Nettelbladt, Achenwall and Putter – to draw on both the Wolffian and Thomasian traditions in synthesizing the principles that they ostensibly recovered through philosophical introspection.

Wolff undertook an explicit and combative campaign to transfer the disciplinary grounds of natural law from jurisprudence, politics and history to “philosophical science”: the individual philosopher’s recovery from his own reason of the a priori principles that cause historical facts and events. He argued that natural law is the science of the laws of nature, which, because they are the principles that determine the goodness and badness of human action, are in fact principles of “universal moral philosophy,” the discipline on which natural law is founded (ibid.: 1.1.4). As it turns out, the content of the moral philosophy that Wolff claimed to recover through a priori self-reflection was in fact derived from Thomist metaphysical moral theology. Wolff stipulates that the laws of nature derive from the essence of man, understood as a creature with a tripartite nature – reason, will and body – the rules for whose virtuous realisation or cultivation constitute the laws of nature (Wolff 1740–48: 1.1.1–8). He thus treats natural law in the Thomist manner as the form in which man rationally recovers the inborn or a priori law of his rational nature, hence the objective principles of right and wrong action, making natural law into the necessary science of human perfection and happiness (ibid.: 1.1.8). Rather than acknowledging that Pufen-dorf had waged war on this conception of natural law, Wolff opts instead for the philosopher’s anachronism and triumphalism, claiming that his predecessor could only obtain a “vulgar” and non-scientific view of it (ibid.: 1.1.2). In this setting, natural law obligations and rights are disconnected from historical jurisprudence and politics, being constituted instead in terms of the “moral necessity” binding man to realize his a priori moral nature. This leads to a strict reciprocity between natural law obligations and rights, understood as flip sides of the metaphysical imperative that man must realize his essence. It also means that the civil laws of the state are to be understood as the subordinate forms in which such a priori obligations and rights are realized empirically, through a civil power constituted as their instrument of execution (ibid.: 8.1.1–30).

It has been argued that owing to the unlimited scope of the duties and rights that might be ascribed to realizing the human essence and thence delegated to the civil power – everything from the maintenance of security and tranquility, through the provision of the comforts and conveniences of bodily life, to the means of cultivating the intellect and saving the soul – Wolff’s natural law both formed and influenced the “values” of a Prussian bureaucracy invested in the image of an omnicompetent state (Hellmuth 1985). Other commentators have observed though that in comparison with Pufendorf’s and Thomasius’s, Wolff’s natural law appears to have had little impact on the training of jurists in Protestant states – from whose ranks officials and statesmen were typically drawn – having its main effects as a neo-scholasticism in Catholic territories, and as an esoteric wisdom in illuminationist lodges (Hammerstein 1986a, 1986c; Thomann 1979).

In this regard it should be observed that the rational-universal character of Wolff’s metaphysical natural law conflicted with the voluntarist-territorial character of seventeenth-century Protestant jus naturae et gentium. It will be recalled that Pufendorf and Thomasius sought to relegate natural law grounded in the realization of man’s rational and sociable essence in favor of one grounded in the commands of a superior restricted to the minimalist end of preserving social peace. Their natural law was designed to undermine all normative-rational principles whose transcendental character places them at the disposal of philosophers and theologians speaking in the name of universal humanity, rather than on behalf of the territorial superior and his juristic advisers (Schröder 2006). Flying in the face of this cultural and political program, in his Jus gentium methodo scientifica pertractatum of 1749, Wolff elaborated the juristic globalism inherent in the moral universalism of his natural law. In deriving civil authority from the metaphysical end of perfecting the human essence, Wolff’s conception of the state is inherently supra-territorial or global, leading him to organize his law of nations around the idea of the civitas maxima or world state, as humanity’s moral and political destiny (Wolff 1749: §
79–21). It is significant in this regard that Wolff departed from Grotius’s jus gentium at precisely the point where his predecessor had admitted territorial state interests into the picture – namely, where Grotius insists that although the preservation of sociable relations is the natural law principle that distinguishes just from unjust wars, it will frequently be the case that we have no way of knowing which of two warring nations claiming justice actually possesses it, which means that both sides must be regarded as just (Grotius 1625: 2.23.13). In declaring against Grotius that only one party to a war can be just – as in a case of conflicting claims only one party can be acting in accordance with the metaphysical purpose of the state – Wolff was attempting to relegate Grotius’s jus gentium casuistry for territorial diplomats in favor of a globalist rationalism for cosmopolitan philosophers (Wolff 1749: §§620– 34).

The East-Prussian university metaphysician Immanuel Kant is frequently presented as culminating and completing the eighteenth-century drive to find the true philosophical principles of the law of nature and nations (Cavallar 1999; Flikschuh 1997, 2000; Klippel 2002; Korsgaard 1996a; Koskenniemi 2007; O’Neill 2000; Schneewind 1993). From the viewpoint of the history we have been outlining, however, he represents only another mutation in the campaign to transform natural law from a political and jurisprudential discipline into a philosophical one – albeit a mutation that has become retrospectively important owing to its twentieth-century reception in academic political philosophy and international relations theory. Kant outlined his philosophical natural law and jus gentium in his Metaphysische Angfangsgründe der Rechtslehre (Metaphysical Elements of the Doctrine of Right) in 1797, and in a series of associated essays on the historical progress of humanity towards a pacific cosmopolitan political order, published around the same time (Kant 1784, 1793, 1795). Like Wolff, Kant grounded his natural law in the discipline of moral philosophy, and although his moral philosophy differed from Wolff’s, Kant too stipulated that juridical and political reality or “practice” unfolded from a priori ideas or “theory” discerned through philosophical introspection (Kant 1793). This makes his natural law much more like Wolff’s than is acknowledged by those who imagine that Kant’s is somehow closer to the truth (Schmucker 1961).

Unlike Wolff, Kant grounded morality not in the teleological completion of a nascent human essence but in the capacity of a pure intelligence, acting outside space and time, to determine its will through thought alone – a capacity that he identified with the talismanic shibboleths of freedom and autonomy (Kant 1785: Ak IV, 446–49, 455–63). In the Rechtslehre Kant then constructed his conception of right (Recht) or justice in terms of the harmonization of wills required when such intelligences seek to occupy the surface of the earth and, in doing so, are subject to the spatial contiguity and finitude imposed by the spherical shape of the earth, thence coming into potential conflict (Kant 1797: Ak VI, 229–33, 245–55; Ladd trans., 33–39, 51–64). In Kant’s moral philosophy the pure intelligences can form a harmonized community or “kingdom of ends in themselves” simply by discarding their individuating material wants and willing only to realize their corporate intellectual self (Kant 1785: Ak IV, 428–40). In his legal philosophy, though, where the intelligences have exercised their freedom “externally” to possess the material earth, their wills have come into material, factual conflict and can only be harmonized through the exercise of mutual counterposed force – what Kant calls the “principle of universal reciprocal coercion” (Kant 1797: Ak VI, 231–33; Ladd trans., 35–39). It is through this picture of pure intelligences exercising reciprocal coercion in order to reconcile their external use of freedom in a “communal will” that Kant constructs his fundamental principle of right or justice: “An action is right if it or its maxim is such that the freedom of the will of each can coexist with the freedom of all, in accordance with a universal law” (ibid.: Ak VI, 230; Ladd trans., 35). Like the other philosophical natural jurists, Kant purports that his principle is grounded in human reason and retrieved through a priori reflection. It should be clear though that it is in fact grounded in a particularistic metaphysical anthropology and cosmology, according to which man can be viewed as a pure self-willing intelligence whose occupancy of the cosmos requires him to enter into a reciprocally coercive universal communal will.

On the basis of his principle of right and its underlying metaphysical anthropology and cosmology, Kant conceives civil authority and the state in terms of the empirical realization of the universal reciprocal coercion and communal will that already exists “provisionally” in the “state of nature” (Kant 1797: Ak VI, 256–57; Ladd trans., 64–67). In this way, the secular-territorialist construction of natural law – according to which the civil laws of the territorial sovereign interpret natural law and thence justice – is again displaced by a transcendental-philosophical construction. According to this, justice is determined by a principle that is supposedly present a priori in human reason, permitting reason’s proxy, the philosopher, to claim access to a form of justice higher than that determined by the civil laws and civil authority. As a result, because he treats it as nothing more than the empirical enforcement of a transcendental communal will, Staatsrecht or public law is present in Kant’s Rechtslehre in name only. In place of the complex historical web of public law – imperial laws and constitutional decrees, state enactments and statutes, political and religious peace treaties – that determined what the configuration of powers and rights in the German Empire happened to be, Kant substituted a normative metaphysical projection of what it should be – namely, an ideal republic grounded in a metaphysically harmonized communal will, and hence characterized by the freedom, equality and independence of its citizens (Kant 1793: Ak VIII, 290–97). In responding to the Prussian public-law Religious Edict of 1788 – which reaffirmed Prussia’s constitutional toleration of seven public religions while forbidding public religious experimentation and proselytizing – Kant thus declared that it could not have been legitimately willed by the people as it contravened the principle of free rational self-determination, that is, the principle of Kant’s own metaphysics (ibid.: Ak VIII, 304–5).

Kant’s cosmopolitan jus gentium involved a similar displacement of historical arrangements by philosophical projection. Here Kant envisaged the relegation of the treaty-based balancing of territorial state interests in favor of an exercise in philosophical history that prophesies the eclipsing of these interests by a global justice grounded in the principle of right (Kant 1784). In grounding the principle of right in a recondite metaphysical picture – of a universe of pure intelligences forming a communal will in order to occupy the global earth – Kant formulated a jus gentium that is inimical to the state-centric law of nations in two ways: first in making the general will of a global community of “rational beings” into the final principle of political legitimacy; and second in making the entire surface of the earth into the only legitimate space over which jurisdiction can be exercised, hence by a global state (Kant 1784: Ak VIII, 27–31; Reiss trans., 50–53). Kant’s universal history of a cosmopolitan international order thus ignored the historical law of nations that governed central Europe during the eighteenth century, in particular, the Westphalian Treaty of Osnabrück that continued to regulate the relations between France, Sweden and the Empire, and also the bellicose relations between Prussia and Austria (Wyduckel 1998). In Kant’s “universal history with a cosmopolitan intent” this diplomatic and juridical history is displaced by a prophetic and philosophical one, according to which war and commerce are gradually developing man’s capacity for rational self-governance by non-rational means (Kant 1784). This is supposed to facilitate the global harmonization of wills that will exercise a cosmopolitan jurisdiction and eliminate war altogether by eliminating the conflicting interests that cause it. The fact, though, that this prophetic history could only be acceded to by metaphysical philosophers – that is, by those prepared to relate to themselves and the world through the metaphysical picture of a community of pure intelligences formed in order to occupy the surface of the earth – meant that it could enter the world of international diplomacy only by transforming diplomats into cosmopolitan philosophers.

Other modernities: positive jus publicum and casuistical jus gentium

Some philosophical historians have argued that in developing a formal moral philosophy that had no material anthropological recourse to human nature, Kant brought natural law to an end (Flikschuh 2000: 144–78; Kersting 1982; Korsgaard 1996b: 7–48; Schneewind 1993). In doing so he is supposed to have eclipsed Wolff’s paternalist conception of the state as the instrument for perfecting human nature and realizing human happiness, replacing it with a liberal conception of an inalienable principle of individual right to which the state itself is accountable, thereby anticipating the Rechtsstaat: the state governed by law (Stolleis 1998: 325–27). In light of the preceding discussion, however, this influential historiography – of a transition from an “older” absolutist to a “newer” liberal natural law that terminates in Kant – will be difficult to maintain. We have seen that far from dispensing with the anthropological basis of natural law, Kant simply privileged a particular (metaphysical) anthropology – man as the harbinger of a self-willing pure intelligence or “rational being” existing outside space and time – and used this to configure his version of natural law, in terms of the formation of a rational communal will. In this regard his legal metaphysics did not differ from the natural law discourses of the Thomists, Hobbes, Pufendorf and Wolff, all of whom deployed their own anthropologies to effect specific programmatic configurations of natural law (Hunter 2001: 293–337; 2002). Rather than recovering the formal philosophical foundations of morality and law, and thus anticipating the liberal rights-based future, Kant in fact deployed his metaphysical anthropology in order to construct a highly particularist and tangential political metaphysics.

We have noted that in order to entertain Kant’s principle of right – the harmonization of the freedom of choice of each with the freedom of all – it is first necessary to accept the metaphysical anthropology and cosmology of rational beings forming a communal will in order to occupy the surface of the earth. This suggests that Kant’s principle of right and metaphysics of law constitutes a natural law for a particular cultural-political faction, that is, academic intellectuals whose persona is shaped by this metaphysical anthropology and cosmology. It also indicates that rather than philosophically superseding other forms of natural law, Kant’s political metaphysics sits alongside them as an historical competitor, configuring the field through a particular way of acceding to its truth – namely, through introspective recovery of the metaphysical principle of right. In possessing their own modes of acceding to the truth of the law of nature and nations – for example, via the historical archive of public law and jus gentium instruments, or via the enactments of the civil sovereign viewed as determinant interpretations of these instruments – these other forms of juridical and political thought possess their own anchorage in history and their own claims to “modernity.” We can conclude our overview by discussing the innovative persistence of two ostensibly superseded forms: Moser’s positive public law and Vattel’s casuistical law of nations. This will make it clear that the history of eighteenth-century jus naturae et gentium is characterized not by its linear progress towards a Kantian Aufhebung, but by the continual dispersal of its contents and reconfiguration of its forms in accordance with particular cultural-political programs and institutions.

Through the massive elaboration of German public law (Staatsrecht, jus publicum) that he undertook across the breadth of the eighteenth century, Johann Jacob Moser offers testimony to the fact that while this discipline had formed part of the generic mix of Pufendorfian and Thomasian natural law, it remained powerfully independent. The autonomy of public-law jurisprudence became the more manifest and emphatic the more that natural law was reconfigured as a philosophical discourse on principles ostensibly recovered from the philosopher’s own reason or feelings. We have noted that while in his early works Thomasius had deployed natural law and positive public law in tandem, he increasingly came to separate these, consigning the former to the role of a propaedeutic moral psychology, and deploying the latter as his spearhead against the Lutheran confessional state. Public law thus had largely dropped out of Thomasius’s second and more philosophical natural law work – the Fundamenta juris naturae et gentium of 1705 – while Schmauß’s natural law work contains no trace of the public-law compendia that he was simultaneously engaged in compiling. For his part, what Kant calls public law or Staatsrecht – namely, the state’s legal enforcement of the principle of right embedded in a communal will – has no relation at all to the discipline of public law and is only an arbitrary use of the term, reflecting an imaginal state projected by Kant’s political metaphysics. It was a result of this transformation of natural law into philosophy that Moser could declare its virtual irrelevance to public law, commenting in the first of his forty-three volume Neues teutsches Staatsrecht (New German Public Law) that “the principles of this whole science [of natural law] are based on a very shallow ground, namely on the insight of any man or writer, regardless of whether his understanding be penetrating or weak, or whether it be free of passions or corrupted by them; in fact everybody has to recognize everybody as judge in this matter, because all men have the same rights in this regard, and thus far remain in their condition of natural independence” (Moser 1766: 527).

Rather than grounding duties, entitlements and rights in philosophical insight into rational natural law norms, Moser based them on something else altogether – namely, on an encyclopedic assemblage of the vast array of public-law instruments that ordered the relations among different kinds of authorities within the German Empire, and the relations between these authorities and various kinds of subjects and citizens (Stolleis 1998: 258–67). In his overview of the sources of German constitutional public law provided in the first volume of the Neues teutsches Staatsrecht, Moser thus offers chapters on the Golden Bull (responsible for the system of electoral principalities that chose the emperor); various enactments of Landfriede or Public Peace (designed to remove rights of private war and feuding); the Religious Peace of Augsburg of 1555; the Westphalian Treaty of Münster and Treaty of Osnabrück of 1648; and the continually updated web of determinations and execution orders flowing from the Imperial Chamber Court and the Imperial Aulic Court, which themselves interacted with the territorial enactments of the electoral princes (Walker 1981: 135–52).

In refusing a supra-territorial theological or philosophical foundation for this multiplex order, Moser’s public-law thought had much in common with the Protestant territorial natural jurisprudence of Pufendorf and Thomasius. Moser’s territorial horizons, though, were not set at the level of the absolute princely territorial state, but at that of the Empire itself, understood as a complex multi-jurisdictional authority responsible for maintaining a web of political and juridical relations: between the Emperor and the estates (principalities, cities, nobilities), among the estates, and between various estate authorities and their subjects. His outlook thus was not that of the “enlightened” apologist for princely absolutism – and still less that of liberal defender of individual natural rights – but that of the “imperial patriot, ” whose role was to defend the complex distribution of entitlements and duties under imperial public law (Dreitzel 1996).

Dividing his career between appointments as a professor of public law and as a senior jurisconsult and adviser to various governments, it is symptomatic of the political circumstances in which Moser operated that he should have found himself incarcerated by the (Catholic) Duke of Württemberg from 1759 to 1763, as a result of his activities as counsel on behalf of the territory’s (Protestant) estates (Walker 1981: 226–57). Despite his imperial-estatist outlook, however, it is quite misleading to treat Moser’s positive public-law jurisprudence as symptomatic of a backward-looking conservatism. Moser himself remarked to the contrary that the positive character of public law – that is, its dependence on concretely deployed legal instruments and arrangements – means that it is constantly changing and driving change, as it is continually exposed to unpredictable contextual deployments and interpretations. He thus observed that during the Seven Years War (principally) between Prussia and Austria (1756–63), the French and Swedish crowns both invoked their public-law status as guarantors of the Westphalian Peace in order to intervene on the side of Austria. Meanwhile, the King of Prussia contested this use of the status on the basis of the same public-law instrument – the Instrumentum Pacis Osnabrugensis (Treaty of Osnabrück) of 1648 – with the result that the significance and scope of this instrument was transformed through competing contemporary uses of it (Moser 1766: 462–69).

It would be equally misleading though to imagine that the concrete and pragmatic focus of Moser’s public law was symptomatic of his “failure” to rise to the level of “theory” – that provided by Kantian legal metaphysics, for example – and that as a result his positive law remained tied to the existing legal order, cut off from the enlightened modernity of natural individual rights (Brandt 1988). While presenting itself in terms of the philosophical subordination of “practice” to “theory, ” this interpretation in fact amounts to the cultural-political subordination of Moser’s public law to a rival intellectual-factional outlook, that of the Kantian legal metaphysicians. We have noted that when, a few years after Moser’s death, Kant declared the illegitimacy of an important Prussian public-law enactment – the Religious Edict of 1788 – he argued that by re-enshrining Prussia’s multiconfessional religious constitution in positive law, the Edict contravened the people’s right to continuously transform this constitution in accordance with their common will and the rational pursuit of religious truth (Kant 1798: Ak VII, 78–94; Gregor trans., 140–71). Those who defended the Edict, however, including the liberal Lutheran theologian Johann Salomo Semler, did so by observing that it stood in a long line of similar public-law enactments through which Brandenburg-Prussia had established toleration between otherwise mutually persecutory religious communities (Semler 1788). Its defenders pointed out that the Prussian religious constitution – the legal recognition of seven public faiths accompanied freedom of private worship – had never been grounded in natural rights and the common will, emerging instead as a public-law instrument for the political management of religious conflict (Hunter 2005). Rather than representing an outmoded positivism soon to be superseded by a rationalist philosophy of natural rights, positive public law as expounded by Moser thus staked its own claim to “modernity.” It did so in the form of a continuously updated positive-legal construction of concrete duties and entitlements, as can be seen in the history of Prussia’s religious constitution and the history of German public ecclesial law (Staatskirchenrecht) more broadly (Heckel 1989).

The jus gentium elaborated by the Swiss academic diplomat Emer de Vattel provides us with a different instance of the adaptive persistence of supposedly superseded forms of juridical and political thought under circumstances of multiple modernities. Vattel is sometimes characterized as a follower of Wolff, because in his Le droit des gens (Law of Nations) of 1758, Vattel draws on Wolff’s formulation of the principle of natural law – as conduct that realizes man’s sociable nature in accordance with his rational essence – in order to construe jus gentium as the natural law applied to the relations between nations (Vattel 1758: prelims. §§1–14; 2.1.1–2). This characterization is largely misleading, however, as Vattel drew on Wolff’s Thomistic principle mainly in order to chart a field of deviations from it, in the form of conventions adopted by self-interested nations (the “voluntary law of nations”) (ibid.: prelims. §§15–27). In this regard it was Grotius who was Vattel’s exemplar, as it was Grotius who had first deployed the universalistic Thomist principle of natural law with a view to restricting its jurisdictional scope in relation to rights grounded in national interest, thereby improvising a form of jus gentium suited to Protestant territorialism.

In fact Vattel’s deviation from Wolff is focused in the same question through which Wolff signaled his departure from Grotius – namely, whether in the face of a universal principle of justice governing the conduct of states, the two parties to a conflict might both be just. By answering this question in the affirmative, Vattel not only signaled his agreement with Grotius and his departure from Wolff – including from the latter’s cosmopolitan civitas maxima or world state – but he went further than Grotius in providing for the moral autonomy of territorial nations. For Grotius it is the invincible ignorance or uncertainty regarding which of two warring states might be acting in accordance with natural law that allows both of their causes to be deemed just (Grotius 1625: 2.23.13). For Vattel, though, it is the fact that individual territorial nations – understood as self-perfecting corporate persons – are the true subjects of the natural law principle of justice, which means that each nation must be regarded as the final arbiter of the justness of its own conduct: “Wherefore, since nations are equal and independent, and cannot claim a right of judgment over each other, it follows, that, in every case susceptible of doubt, the arms of the two parties at war are to be accounted equally lawful, at least as to external effects, and until the decision of the cause” (Vatell 1758: 3.3.40).

Vattel thus situated his law of nations in the space between the universal perfectionist principle of natural justice and the fact that each nation seeks to realize itself in accordance with its own judgment and within its own territory. This space was filled not by the temporal manifestations of an a priori principle, but by a collection of the historical conventions and customs through which European nations had governed their war- and peacemaking. These included conventions for the declaration of war (ibid.: 3.4.52ff.); the treatment of neutrals and non-combatants (ibid.: 3.5.69ff.); the passage of troops across neutral territories (ibid.: 3.8.103ff.); the treatment of the enemy’s person and property (ibid.: 3.8.136ff.); the treatment of prisoners of war and ambassadors (ibid.: 4.5.55ff.); the exaction of reparations, and the negotiation of peace (ibid.: 4.3.24ff.). In this way, the genre of jus naturae et gentium was once again opened up to an adjacent domain of positive law and convention. This space of judgment was not occupied by the persona of the philosopher deducing unambiguous moral judgments from an apodictic principle, but by the personae of the statesman and diplomat engaged in the continual adjustment of principles to circumstances. In typical examples of this style of reasoning Vattel thus argues that it is just to offer refuge to non-combatants fleeing a besieged and starving city; but there might be circumstances where it is prudent for the besieging general to force the refugees back into the city to end the siege more quickly (ibid.: 3.8.148). Similarly, it is just to impose reparations and retribution on a vanquished unjust enemy, but the victor should show moderation in this regard in order to avoid resentment and hasten a negotiated peace (ibid.: 3.9.172). Unlike Kant’s Rechtslehre, Vattel’s Droit des gens was not intended as a moral philosophy for a global legal order but as a handbook of diplomatic casuistry, providing a set of recipes for adjusting principles to circumstances and acquiring an art of judgment for a “situational ethics.” This was for the use of diplomats whose ethical role is to serve the interest of their own state while ensuring the stability of the ensemble of states on which that interest ultimately depends (Sofer 2005).

When in his Perpetual Peace essay of 1795 Kant castigated “Hugo Grotius, Pufendorf, Vattel” as the “sorry comforters” of the law of nations, he did so on the grounds that their jus gentium only achieved a temporary peace or modus vivendi between rival states. What Kant required was an eternal peace based on extirpation of the “evil principle” in man: the sensuous inclinations that prevented him from entering the community of rational beings. This would be achieved through an eschatological history that is gradually synthesizing this “rightful community” in the form of a federation of states acting as a surrogate for a world republic (Kant 1795: Ak VIII, 355–57). As we have seen, though, Kant’s conception of a global jurisdiction and cosmopolitan political order was neither more nor less than the projection of a particular philosophical outlook, or the outlook of a particular kind of (metaphysical) philosopher. This cosmopolitan viewpoint was induced in those who shaped themselves in accordance with Kant’s metaphysical picture of a communal will formed so that a universe of pure intelligences could occupy the spherical surface of the earth.

Such a picture was no more the “philosophy” underlying Vattel’s diplomatic casuistry than it was the “theory” underlying Moser’s positive public law. It pertained only to the self-formation of a prophetic philosophical persona for whom the geopolitical order is envisaged as unified through the unfolding of a global rational will. If Vattel did not adopt a cosmopolitan outlook, and continued to treat jus gentium as a territorial diplomatic casuistry, this was not because he failed to anticipate Kant’s philosophical cosmopolitanism; rather it was because a prophetic philosophical cosmopolitanism is useless for the task of diplomats and jurists acting political advisers – namely, the piecemeal adjustment of state interests within a balance of powers. Conversely, when in the late nineteenth century some diplomats and international jurists did adopt the Kantian cosmopolitan outlook, it was because they sought to assume the mantle of philosophical prophets of a global order promised by the sociohistorical unfolding of reason in time (Koskenniemi 2002: 179–209). In doing so, rather than foreseeing a global future grounded in the moral transformation of humanity, they simply executed yet another improvisation in the long history of jus naturae et gentium, deploying a particular moral anthropology and cosmology on behalf of a tendentious cultural-political program.

Note



  1 Where no English translation is cited then the translation is my own. Existing English translations are occasionally modified.

References




Ahnert, T. (2006) Religion and the Origins of the German Enlightenment: Faith and the Reform of Learning in the Thought of Christian Thomasius. Rochester, NY: University of Rochester Press.

Aquinas, T. (c.1270) Summa Theologica. E. D. Fathers (trans.). London: Burns & Oates, 1947.

Bianco, B. (1989) “Freiheit gegen Fatalismus: Zu Joachim Langes Kritik an Wolff.” In N. Hinske (ed.) Zentren der Aufklärung Halle: Aufklärung und Pietismus. Heidelberg: Lambert Schneider.

Blum, P. R. (1998) Philosophenphilosophie und Schulphilosophie: Typen des Philosophierens in der Neuzeit. Stuttgart: Franz Steiner.

Brandt, R. (1988) “Kant und Moser.” Aufklärung: Interdisziplinäre Halbjahresschrift zur Erforschung des 18. Jahrhunderts und seiner Wirkungsgeschichte 3: 89–104.

Brett, A. S. (1997) Liberty, Right and Nature: Individual Rights in Later Scholastic Thought. Cambridge: Cambridge University Press.

Casula, M. (1979) “Die Beziehungen Wolff-Thomas-Carbo in der Metaphysica latina: Zur Quellensgeschichte der Thomas-Rezeption bei Christian Wolff.” Studia Leibnitiana 11: 98–123.

Cavallar, G. (1999) Kant and the Theory and Practice of International Right. Cardiff: University of Wales Press.

Döring, D. (1993) “Säkularisierung und Moraltheologie bei Samuel von Pufendorf.” Zeitschrift für Theologie und Kirche 90: 156–174.

——. (1995) “Untersuchungen zur Entwicklung der theologischen und religionspolitischen Vorstellungen Samuel von Pufendorfs.” In D. Breuer, B. Becker-Cantarino, H. Schilling, and W. Sparn (eds.) Religion und Religiosität im Zeitalter des Barock. Wiesbaden: Harrassowitz, 873–882.

Dreitzel, H. (1970) Protestantischer Aristotelismus und absoluter Staat: Die “Politica” des Henning Arnisaeus (ca.1575–1636). Wiesbaden: Franz Steiner.

Dreitzel, H. (1991) “Zur Entwicklung und Eigenart der ‘Eklektischen Philosophie’.” Zeitschrift für Historische Forschung 18: 281–343.

——. (1995) “Die ‘Staatsräson’ und die Krise des politischen Aristotelismus: Zur Entwicklung der politischen Philosophie in Deutschland im 17. Jahrhundert.” In A. E. Baldini (ed.) Aristotelismo politico e ragion di stato. Florence: L. Olschki, 129–156.

——. (1996) “Vom reichspatriotischen Konstitutionalismus zum nationalen Liberalismus: Zur Diskussion der landständischen Verfassung in der deutschen Aufklärung.” In H. E. Bödeker and E. François (eds.) Aufklärung, Lumières und Politik: Zur politischen Kultur der deutschen und französischen Aufklärung. Leipzig: Leipzig University Press, 399–431.

——. (1997) “Christliche Aufklärung durch fürstlichen Absolutismus: Thomasius und die Destruktion des frühneuzeitlichen Konfessionsstaates.” In F. Vollhardt (ed.) Christian Thomasius (1655–1728): Neue Forschungen im Kontext der Frühaufklärung. Tübingen: Niemeyer, 17–50.

——. (2001a) “Naturrecht als politische Philosophie.” In H. Holzhey and W. Schmidt-Biggemann (eds.) Die Philosophie des 17. Jahrhunderts, v. 4: Das heilige Römische Reich deutscher Nation, Nord- und Ostmitteleuropa. Basel: Schwabe, 836–848.

——. (2001b) “Politische Philosophie.” In H. Holzhey and W. Schmidt-Biggemann (eds.) Die Philosophie des 17. Jahrhunderts, v. 4: Das heilige Römische Reich deutscher Nation, Nord- und Ostmitteleuropa. Basel: Schwabe, 607–726.

——. (2001c) “Samuel Pufendorf.” In H. Holzhey and W. Schmidt-Biggemann (eds.) Die Philosophie des 17. Jahrhunderts, v. 4: Das heilige Römische Reich deutscher Nation, Nord- und Ostmitteleuropa. Basel: Schwabe, 757–812.

——. (2003) “The Reception of Hobbes in the Political Philosophy of the Early German Enlightenment.” History of European Ideas 29: 255–289.

Flikschuh, K. (1997) “On Kant’s Rechtslehre.” European Journal of Philosophy 5: 50–73.

——. (2000) Kant and Modern Political Philosophy. Cambridge: Cambridge University Press.

Friedeburg, R. V., and Seidler, M. J. (2008) “The Holy Roman Empire of the German Nation.” In H. A. Lloyd, G. Burgess and S. Hodson (eds.) European Political Thought 1450–1700: Religion, Law and Philosophy. New Haven: Yale University Press.

Fritsch, M. J. (2004) Religiöse Toleranz im Zeitalter der Aufklärung: Naturrechtliche Begründung – konfessionelle Differenzen. Hamburg: Felix Meiner.

Grotius, H. (1625) De jure belli ac pacis libri tres [The Rights of War and Peace in Three Books]. F. W. Kelsey (trans.). Oxford: Clarendon Press, 1925.

Grunert, F. (1997) “Zur aufgeklärten Kritik am theokratischen Absolutismus: Der Streit zwischen Hector Gottfried Masius und Christian Thomasius über Ursprung und Begründung der summa potestas.” In F. Vollhardt (ed.) Christian Thomasius (1655–1728): Neue Forschungen im Kontext der Frühaufklärung. Tübingen: Niemeyer, 51–78.

——. (2000) Normbegrundung und politische Legitimität: Zur Rechts-und Staatsphilosophie der deutschen Frühauflkärung. Tübingen: Max Niemeyer.

——. (2004) “Antiklerikalismus und christlicher Anspruch im Werk von Christian Thomasius.” In J. Mondot (ed.) Les Lumières et leur combat: La critique de la religion et des églises à l’époque des Lumières / Der Kampf der Aufklärung: Kirchenkritik und Religionskritik zur Aufklärungszeit. Berlin: Berliner Wissenschafts-Verlag.

Haakonssen, K. (1996) Natural Law and Moral Philosophy: From Grotius to the Scottish Enlightenment. Cambridge: Cambridge University Press.

——. (1997) “Christian Thomasius.” In E. Craig (ed.) The Routledge Encyclopedia of Philosophy. London: Routledge, 376b–380b.

——. (2004) “Protestant Natural Law Theory: A General Interpretation.” In N. Brender and L. Krasnoff (eds.) New Essays on the History of Autonomy: A Collection Honoring J. B. Schneewind. Cambridge: Cambridge University Press, 92–109.

——. (2006) “German Natural Law.” In M. Goldie and R. Wokler (eds.) The Cambridge History of Eighteenth-Century Political Thought. Cambridge: Cambridge University Press, 251–290.

Häfner, R. (1997) “Jacob Thomasius und die Geschichte der Häresien.” In F. Vollhardt (ed.) Christian Thomasius (1655–1728): Neue Forschungen im Kontext der Frühaufklärung. Tübingen: Max Niemeyer, 141–164.

Hammerstein, N. (1986a) “Christian Wolff und die Universitäten: Zur Wirkungsgeschichte des Wolffianismus im 18. Jahrhundert.” In W. Schneiders (ed.) Christian Wolff 1679–1754: Inter-pretationen zu seiner Philosophie und deren Wirkung, mit einer Bibliographie der Wolff-Literatur. Hamburg: Felix Meiner, 266–277.

——. (1986b) “Universitäten-Territorialstaaten-Gelehrte Räte.” In R. Schnur (ed.) Die Rolle der Juristen bei der Enstehung des modernen Staates. Berlin: Duncker & Humblot, 687–735.

——. (1986c) “Zum Fortwirken von Pufendorfs Naturrechtslehre an den Universitäten des Heiligen Römisches Reiches Deutscher Nation während des 18. Jahrhunderts.” In K. A. Modéer (ed.) Samuel von Pufendorf 1632–1982. Lund: Blom, 31–51.

——. (2001) “Die Universitäten: Geschichte und Struktur.” In H. Holzhey and W. Schmidt-Biggemann (eds.) Die Philosophie des 17. Jahrhunderts, v. 4: Das heilige Römische Reich deutscher Nation, Nord-und Ostmitteleuropa. Basel: Schwabe, 295–301.

Heckel, M. (1983) Deutschland im konfessionellen Zeitalter. Göttingen: Vandenhoeck & Ruprecht.

——. (1989) “Zur Entwicklung des deutschen Staatskirchenrechts von der Reformation bis zur Schwelle der Weimarer Verfassung.” In K. Schlaich (ed.) Martin Heckel Gesammelte Schriften: Staat, Kirche, Recht, Geschichte. Tübingen: J. C. B. Mohr, 366–401.

——. (1997) “Kirchenreformfragen im Verfassungssystem. Zur Befristung von Leitungsämtern in einer lutherischen Landeskirche.” In K. Schlaich (ed.) Martin Heckel: Gesammelte Schriften. Staat, Kirche, Recht, Geschichte. Tübingen: J. C. B. Mohr, 553–594.

Heinrich, G. (1981) “Religionstoleranz in Brandenburg-Preußen. Idee und Wirklichkeit.” In M. Schlenke (ed.) Preussen, Versuch einer Bilanz, v. 2: Beiträge zu einer politischen Kultur. Reinbeck: Rowohlt, 61–88.

Hellmuth, E. (1985) Naturrechts-Philosophie und Bürokratischer Werthorizont: Studien zur preußischen Geistes- und Sozialgeschichte des 18. Jahrhunderts. Göttingen: Vandenhoeck & Ruprecht.

Holzhey, H. (1998) “Der Philosoph im 17. Jahrhundert.” In J.-P. Schobinger (ed.) Die Philosophie des 17. Jahrhunderts, v. 1: Allgemeine Themen, Iberische Halbinsel, Italien. Basel: Schwabe, 3–30.

Hunter, I. (2001) Rival Enlightenments: Civil and Metaphysical Philosophy in Early Modern Germany. Cambridge: Cambridge University Press.

——. (2002) “The Morals of Metaphysics: Kant’s Groundwork as Intellectual Paideia.” Critical Inquiry 28: 908–929.

——. (2005) “Kant’s Religion and Prussian Religious Policy.” Modern Intellectual History 2: 1–27.

——. (2006) “The University Philosopher in Early Modern Germany.” In C. Condren, S. Gaukroger, and I. Hunter (eds.) The Philosopher in Early Modern Europe: The Nature of a Contested Identity. Cambridge: Cambridge University Press, 35–65.

——. (2007a) “The History of Philosophy and the Persona of the Philosopher.” Modern Intellectual History 4: 571–600.

——. (2007b) The Secularisation of the Confessional State: The Political Thought of Christian Thomasius. Cambridge: Cambridge University Press.

Kant, I. (1784) “Idee zu einer allgemeinen Geschichte in weltbürgerlicher Absicht” [“The Idea for a Universal History with a Cosmopolitan Aim”]. Ak VIII, 15–31. In H. Reiss (ed. and trans.) Kant: Political Writings. Cambridge: Cambridge University Press, 1970, 41–53.

——. (1785) Grundlegung zur Metaphysik der Sitten [Groundwork of the Metaphysics of Morals]. Ak IV, 387–463. In M. J. Gregor (ed. and trans.) Immanuel Kant: Practical Philosophy. Cambridge: Cambridge University Press, 1996, 37–108.

——. (1793) “Über den Gemeinspruch: Das mag in der Theorie richtig sein, taugt aber nicht Für die Praxis.” [“On the Common Saying: That May Be Correct in Theory but It Is of No Use in Practice”]. Ak VIII, 273–313. In M. J. Gregor (ed. and trans.) Immanuel Kant: Practical Philosophy. Cambridge: Cambridge University Press, 1996, 273–310.

——. (1795) “Zum ewigen Frieden” [“Toward Perpetual Peace”]. Ak VIII, 341–86. In M. J. Gregor (ed. and trans.) Practical Philosophy. Cambridge: Cambridge University Press, 1996, 311–352.

——. (1797) Metaphysische Angfangsgründe der Rechtslehre. Ak VI, 203–372. In J. Ladd (trans.) The Metaphysical Elements of Justice (Part I of the Metaphysics of Morals). New York: Macmillan, 1965.

——. (1798) Der Streit der Fakultäten [Conflict of the Faculties]. Ak VII, 1–115. M. J. Gregor (trans.). Lincoln: University of Nebraska Press, 1979.

Kersting, W. (1982) “Sittengesetz und Rechtsgesetz: Die Begründing des Rechts bei Kant and den frühen Kantianern.” In R. Brandt (ed.) Rechtsphilosophie der Aufklärung. Berlin: Walter de Gruyter, 148–177.

Kimmich, D. (1993) Epikureische Aufklärungen: Philosophische und poetische Konzepte der Selbstsorge. Darmstadt: Wissenschaftliche Buchgesellschaft.

——. (1997) “Lob der ‘ruhigen Belustigung’: Zu Thomasius’ kritischer Epikur-Rezeption.” In F. Vollhardt (ed.) Christian Thomasius (1655–1728). Tübingen: Max Niemeyer, 379–394.

Klippel, D. (1976) Politische Freiheit und Freiheitsrechte im deutschen Naturrecht des 18. Jahrhunderts. Paderborn: Schöningh.

——. (1987) “Naturrecht als politische Theorie.” In U. Hermann and H. E. Bödeker (eds.) Aufklärung als Politisierung, Politisierung der Aufklärung. Hamburg: Felix Meiner.

——. (2002) “Kant im Kontext: Der naturrechtliche Diskurs um 1800.” In L. Gall (ed.) Jarhbuch des Historischen Kollegs 2001. Munich: Oldebourg.

Korsgaard, C. M. (1996a) Creating the Kingdom of Ends. Cambridge: Cambridge University Press.

——. (1996b) The Sources of Normativity. Cambridge: Cambridge University Press.

Koskenniemi, M. (2002) The Gentle Civilizer of Nations: The Rise and Fall of International Law 1870–1960. Cambridge: Cambridge University Press.

——. (2007) “On the Idea and Practice for Universal History with a Cosmopolitan Intent.” In B. Puri and H. Sievers (eds.) Terror, Peace, and Universalism: Essays on the Philosophy of Immanuel Kant. New Delhi: Oxford University Press, 122–151.

Kühnel, M. (2001) Das politische Denken von Christian Thomasius: Staat, Gesellschaft, Bürger. Berlin: Duncker & Humblot.

Landau, P. (2000) “Carpzov, das Protestantische Kirchenrecht und die frühneuzeitliche Gesellschaft.” In G. Jerouschek, W. Schild, and W. Gropp (eds.) Benedict Carpzov: Neue Perspektiven zu einem umstrittenen sächsischen Juristen. Tübingen: Diskord, 227–256.

Lehmann-Brauns, S. (2004) Weisheit in der Weltgeschichte: Philosophiegeschichte zwischen Barok und Aufklärung. Tübingen: Niemeyer.

Lestition, S. (1989) “The Teaching and Practice of Jurisprudence in 18th Century East Prussia: Königsberg’s First Chancellor, R. F. von Sahme (1682–1753).” Ius Commune 16: 27–80.

Lieberwirth, R. (1953) “Christian Thomasius’ Leipziger Streitigkeiten.” Wissenschaftliche Zeitschrift der Martin-Luther-Universität Halle-Wittenberg (Gesellschafts-und sprachwissenschaftliche Reihe) 3: 155–159.

Lück, H. (2000) “Benedict Carpzov (1595–1666) und der Leipziger Schöffenstuhl.” In G. Jerouschek, W. Schild, and W. Gropp (eds.) Benedict Carpzov: Neue Perspektiven zu einem umstrittenen sächsischen Juristen. Tübingen: Diskord, p. 55–72.

Luig, K. (1996) “Von Samuel Pufendorf zu Christian Thomasius.” In F. Palladini and G. Hartung (eds.) Samuel Pufendorf und die europäische Frühaufklärung: Werk und Einfluß eines deutschen Bürgers der Gelehrtenrepublik nach 300 Jahren (1694–1994). Berlin: Akademie Verlag, 137–146.

Malcolm, N. (1991) “Hobbes and Spinoza.” In J. H. Burns and M. Goldie (eds.) The Cambridge History of Political Thought 1450–1700. Cambridge: Cambridge University Press, 530–557.

Moser, J. J. (1766) Neues teutsches Staatsrecht, v. 1: Von Teutschland und dessen Staats-Verfassung überhaupt. Stuttgart: Mezler.

Nischan, B. (1994) Prince, People, and Confession: The Second Reformation in Brandenburg. Philadelphia: University of Pennsylvania Press.

Oestreich, G. (1982) Neostoicism and the Early Modern State. D. McLintock (trans.). Cambridge: Cambridge University Press.

O’Neill, O. (2000) Bounds of Justice. Cambridge: Cambridge University Press.

Othmer, S. C. (1970) Berlin und die Verbreitung des Naturrechts in Europa: Kultur- und sozialgeschichtliche Studien zu Jean Barbeyracs Pufendorf – Ubersetzung und eine Analyse seiner Leserschaft. Berlin: Walter de Gruyter.

Palladini, F. (1990) Samuel Pufendorf discepolo di Hobbes: Per una reinterpretazione del giusnaturalismo moderno. Bologna: Il Mulino.

——. (2008) “Pufendorf Disciple of Hobbes: The Nature of Man and the State of Nature – The Doctrine of Socialitas.” History of European Ideas 34: 26–60.

Pocock, J. G. A. (2007) “Perceptions of Modernity in Early Modern Historical Thinking.” Intellectual History Review 17 (1): 79–92.

Pufendorf, S. (1672) The Law of Nature and of Nations in Eight Books. 2 v. C. H. Oldfather and W. A. Oldfather (trans.). Oxford: Clarendon Press, 1934.

Reinhard, W. (1983) “Zwang zur Konfessionalisierung? Prolegomena zu einer Theorie des konfessionellen Zeitalters.” Zeitschrift für Historische Forschung 10: 257–277.

——. (1996) Power Elites and State Building. W. Reinhard (ed.). Oxford: Clarendon Press.

Röd, W. (1970) Geometrischer Geist und Naturrecht: Methodengeschichtliche Untersuchungen zur Staatsphilosophie im 17. und 18. Jahrhundert. Munich: Bayerischen Akademie der Wissenschaften.

Rudolph, H. (1981) “Oeffentliche Religion und Toleranz: Zur Parallelität preußischer Religionspolitik und josephinischer Reform im Lichte der Aufklärung.” In P. F. Barton (ed.) Im Zeichen der Toleranz: Aufsätze zur Toleranzgesetzgebung des 18. Jahrhunderts in den Reichen  Joseph II., ihren Voraussetzungen und ihren Folgen. Vienna: Institute for Protestant Church History, 221–249.

Rüping, H. (1968) Die Naturrechtslehre des Christian Thomasius und ihre Fortbildung in der Thomasius-Schule. Bonn: Ludwig Röhrscheid.

——. (1989) “Theorie und Praxis bei Christian Thomasius.” In W. Schneiders (ed.) Christian Thomasius 1655–1728: Interpretationen zu Werk und Wirkung, mit einer Bibliographie der neueren Thomasius-Literatur. Hamburg: Felix Meiner, 137–147.

Scattola, M. (2001) “Models in History of Natural Law.” Ius Commune 28: 91–160.

——. (2009) “Scientia Iuris and Ius Naturae: The Jurisprudence of the Holy Roman Empire in the Seventeenth and Eighteenth Centuries.” In D. Canale, P. Grossi, and H. Hofmann (eds.) A History of the Philosophy of Law in the Civil Law World, 1600–1900. Dordrecht: Springer, 1–45.

Schilling, H. (1988) “Die Konfessionalisierung im Reich: Religiöser und gesellschaftlicher Wandel in Deutschland zwischen 1555 und 1620.” Historische Zeitschrift 246: 1–45.

——. (1995) “Confessional Europe.” In T. A. J. Brady, H. A. Oberman, and J. D. Tracy (eds.) Handbook of European History 1400–1600: Latin Middle Ages, Renaissance and Reformation, v. 2: Visions, Programs and Outcomes. Leiden: E. J. Brill, 641–682.

Schmauß, J. J. (ed.) (1720) Corpus juris publici. Leipzig: Gleditsch.

——. (ed.) (1730) Corpus juris gentium academicum. Leipzig: Gleditsch.

——. (1754) Neues Systema des Rechts der Natur. Reprint, Goldbach: Keip, 1999.

Schmidt-Biggemann, W. (1988) Theodizee und Tatsachen: Das philosophische Profil der deutschen Aufklärung. Frankfurt: Suhrkamp.

Schmitt, C. (2006) The Nomos of the Earth in the International Law of the Jus Publicum Europaeum. G. L. Ulmen (trans.). New York: Telos Press.

Schmucker, J. (1961) Die Ursprünge der Ethik Kants in seinen vorkritischen Schriften und Reflektionen. Meisenheim am Glan: Anton Hain.

Schneewind, J. B. (1993) “Kant and Natural Law Ethics.” Ethics 104: 53–74.

——. (1996) “Barbeyrac and Leibniz on Pufendorf.” In F. Palladini and G. Hartung (eds.) Samuel Pufendorf und die europäische Frühaufklärung: Werk und Einfluß eines deutschen Bürgers der Gelehrtenrepublik nach 300 Jahren (1694–1994). Berlin: Akademie Verlag, 181–189.

Schneider, H.-P. (1967) Justitia Universalis. Quellenstudien zur Geschichte des “Christlichen Naturrechts” bei Gottfried Wilhelm Leibniz. Frankfurt am Main: Klostermann.

——. (2001) “Christliches Naturrecht.” In H. Holzhey and W. Schmidt-Biggemann (eds.) Die Philosophie des 17. Jahrhunderts, v. 4: Das heilige Römische Reich deutscher Nation, Nord- und Ostmitteleuropa. Basel: Schwabe, 813–835.

Schneiders, W. (1986) “Deus est philosophus absolute summus: Über Christian Wolffs Philosophie und Philosophiebegriff.” In W. Schneiders (ed.) Christian Wolff 1679–1754: Interpretationen zu seiner Philosophie und deren Wirkung, mit einer Bibliographie der Wolff-Literatur. Hamburg: Felix Meiner, 9–30.

——. (1992) “Aufklärungsphilosphien.” In S. Jüttner and J. Schlobach (eds.) Europäische Aufklärung(en): Einheit und nationale Vielfalt. Hamburg: Felix Meiner, 1–25.

Schröder, J. (2006) “Politische Aspekte des Naturrechts in der zweiten Hälfte des 17. Jahrhunderts: Die Begrundung des staatlichen Rechtserzeugungsmonopols.” In D. Klippel and E. Müller-Luckner (eds.) Naturrecht und Staat: Politische Funktionen des europäischen Naturrechts (17.–19. Jahrhundert). Munich: Oldenbourg, 19–34.

Schröder, J., and Pielemeier, I. (1995) “Naturrecht als Lehrfach an den deutschen Universitäten des 18. und 19. Jahrhunderts.” In O. Dann and D. Klippel (eds.) Naturrecht-Spätaufklärung-Revolution. Hamburg: Felix Meiner, 255–269.

Schröder, P. (1997) “Thomas Hobbes, Christian Thomasius and the Seventeenth Century Debate on the Church and State.” History of European Ideas 23: 59–79.

Schwab, D. (2006) “Der Staat im Naturrecht der Scholastik.” In D. Klippel and E. Müller-Luckner (eds.) Naturrecht und Staat: Politische Funktionen des europäischen Naturrechts (17.–19. Jahrhundert). Munich: Oldenbourg, 1–18.

Schwartz, P. (1935) “Die Verhandlungen der Stände 1665 und 1668 über die Religionsedikte.” Jarhrbuch für brandenburgische Kirchengeschichte 30: 88–115.

Seidler, M. J. (2002) “Samuel Pufendorf.” In A. C. Kors (ed.) Encyclopedia of the Enlightenment. New York: Oxford University Press, 378–381.

Semler, J. S. (1788) Verteidigung des Königl.[iches] Ediktes vom 9. Jul. 1788 wider die freimüthigen Betrachtungen eines Ungenannten. Halle.

Skinner, Q. (1978) The Foundations of Modern Political Thought, v. 2: The Age of Reformation. Cambridge: Cambridge University Press.

Sofer, S. (2005) “Guardians of the Practitioners’ Virtue: Diplomats at the Warriors’ Den.” Diplomacy & Statecraft 16 (1): 1–12.

Steinberg, G. (2005) Christian Thomasius als Naturrechtslehrer. Cologne: Carl Heymann.

——. (2006) “Praxis und Theorie: Positives Recht im Naturrecht von Christian Thomasius.” In H. Lück (ed.) Christian Thomasius (1655–1728): Wegbereiter moderner Rechtskultur und Juristenausbildung. Hildesheim: Georg Olms, 353–368.

Stolleis, M. (1998) Geschichte des öffentlichen Rechts in Deutschland, v. 1: Reichspublizistik und Policeywissenschaft 1600–1800. Munich: C. H. Beck.

——. (2008) “The Legitimation of Law through God, Tradition, Will, Nature and Constitution.” In L. Daston and M. Stolleis (eds.) Natural Law and Laws of Nature in Early Modern Europe: Jurisprudence, Theology, Moral and Natural Philosophy. Farnham: Ashgate, 45–56.

Suárez, F. (1944) Selections from Three Works. G. Williams (trans.). Oxford: Clarendon Press.

Thomann, M. (1979) “Die Bedeutung der Rechtsphilosophie Christian Wolffs in der juristischen und politischen Praxis des 18. Jahrhunderts.” In H. Thieme (ed.) Humanismus und Naturrecht in Berlin-Brandenburg-Preussen. Berlin: Walter de Gruyter, 121–132.

Thomasius, C. (1688) Institutiones jurisprudentiae divinae. Halle and Leipzig.

——. (1695) De jure principis circa adiaphora [The Right of Protestant Princes regarding Indifferent Matters or Adiaphora]. In I. Hunter, T. Ahnert, and F. Grunert (eds. and trans.) Christian Thomasius: Essays on Church, State, and Politics. Indianapolis: Liberty Fund, 2007, 49–127.

——. (1697) An haeresis sit crimen? [Is Heresy a Punishable Crime?] In I. Hunter, T. Ahnert, and F. Grunert (eds. and trans.). Christian Thomasius: Essays on Church, State, and Politics. Indianapolis: Liberty Fund, 2007, 148–206.

——. (1701a) De crimine magiae [On the Crime of Sorcery]. In I. Hunter, T. Ahnert, and F. Grunert (eds. and trans.) Christian Thomasius: Essays on Church, State, and Politics. Indianapolis: Liberty Fund, 2007, 207–254.

——. (1701b) “Wie ein junger Mensch zu informieren sei (1689).” In Kleine Teutsche Schriften. Halle, 233–270.

——. (1705) Fundamenta juris naturae et gentium ex sensu communi deducta. Halle: C. Salfeld.

——. (1707) Von der Historie des Rechts der Natur bis auf Grotium [On the History of Natural Law Until Grotius]. In I. Hunter, T. Ahnert, and F. Grunert (eds. and trans.). Christian Thomasius: Essays on Church, State, and Politics. Indianapolis: Liberty Fund, 2007, 1–48.

——. (1709a) Drey Bücher der Göttlichen Rechtsgelahrtheit. J. G. Zeidler (trans.). Halle: Rengerischen Buchandlung.

——. (1709b) Grundlehren des Natur- und Völcker-Rechts, nach dem sinnlichen Begriff aller Menschen vorgestellet. Halle.

——. (1710) Einleitung zur Hof-Philosophie. Frankfurt and Leipzig.

——. (1713) “Cautelen zur Erlernung der Rechtsgelehrtheit.” In W. Schneiders (ed.) Christian Thomasius Ausgewählte Werke, v. 20. Halle.

Thomasius, C., and Brenneisen, E. R. (1696) Das Recht evangelischer Fürsten in theologischen Streitigkeiten. Halle: Salfeld.

Tuck, R. (1987) “The ‘Modern’ Theory of Natural Law.” In A. Pagden (ed.) The Languages of Political Theory in Early-Modern Europe. Cambridge: Cambridge University Press, 99–122.

——. (1999) The Rights of War and Peace: Political Thought and the International Order from Grotius to Kant. Oxford: Oxford University Press.

Vattel, E. de (1758) Les droits des gens ou principes de la loi naturelle. In B. Kapossy and R. Whatmore (eds.) The Law of Nations, Or, Principles of the Law of Nature, Applied to the Conduct and Affairs of Nations and Sovereigns. Indianapolis: Liberty Fund, 2008.

Walker, M. (1981) Johann Jakob Moser and the Holy Roman Empire of the German Nation. Chapel Hill: University of North Carolina Press.

Wolff, C. (1740–1748) Jus naturae methodo scientifica pertractatum. 8 v. Leipzig.

——. (1749) Jus gentium methodo scientifica pertractum. J. H. Drake (trans.) The Law of Nations Treated according to a Scientific Method. Oxford: Clarendon Press, 1934.

Wyduckel, D. (1998) “The Imperial Constitution and the Imperial Doctrine of Public Law: Facing the Institutional Challenge of the Peace of Westphalia.” In K. Bussmann and H. Schilling (eds.) 1648: War and Peace in Europe, v. 1. Munich: Veranstaltungsgesellschaft 350 Jahre Westfälischer Friede, 77–83.



Further reading



R. von Friedeburg and M. J. Seidler, “The Holy Roman Empire of the German Nation,” in H. A. Lloyd, G. Burgess, and S. Hodson (eds.) European Political Thought 1450–1700: Religion, Law and Philosophy (New Haven: Yale University Press, 2008), 102–172; K. Haakonssen, “Christian Thomasius,” in E. Craig (ed.) The Routledge Encyclopedia of Philosophy (London: Routledge, 1997), v. 9: 376b–380b; “German Natural Law,” in M. Goldie and R. Wokler (eds.) The Cambridge History of Eighteenth-Century Political Thought (Cambridge: Cambridge University Press, 2006), 251–290; I. Hunter, “Kant’s Religion and Prussian Religious Policy,” Modern Intellectual History 2 (2005): 1–27; N. Malcolm, “Hobbes and Spinoza,” in J. H. Burns and M. Goldie (eds.) The Cambridge History of Political Thought 1450–1700 (Cambridge: Cambridge University Press, 1991), 530–557; F. Palladini, “Pufendorf Disciple of Hobbes: The Nature of Man and the State of Nature – The Doctrine of Socialitas,” History of European Ideas 34 (2008): 26–60; H. Schilling, “Confessional Europe,” in T. A. J. Brady, H. A. Oberman, and J. D. Tracy (eds.) Handbook of European History 1400–1600: Latin Middle Ages, Renaissance and Reformation, v. 2: Visions, Programs and Outcomes (Leiden: E. J. Brill, 1995), 641–682; M. Stolleis, “The Legitimation of Law through God, Tradition, Will, Nature and Constitution,” in L. Daston and M. Stolleis (eds.) Natural Law and Laws of Nature in Early Modern Europe: Jurisprudence, Theology, Moral and Natural Philosophy (Farnham: Ashgate, 2008), 45–56.


24

NATIONS, NATIONALISM AND NATIONAL CHARACTERS

Silvia Sebastiani

 

If universalism is “one of the quintessential characteristics of the Enlightenment” (Israel 2011: 5) then attention to diverse national paths in human history is the other side of the same discourse. Nations and national characters – the meanings of which will need to be defined – are central topics in the new science of man taking shape in the eighteenth century. What I will argue in what follows is that the Enlightenment is characterized by an unresolved tension between uniformity and diversity, regularity and singularity: in the new philosophical histories, the common features of humankind are always confronted with specific national histories and characters. I will suggest that such a tension is constitutive of the Enlightenment itself. Philosophes cannot, therefore, be reduced to proponents of what Isaiah Berlin called “monism,” in opposition to “pluralism” and relativism, advocated by “Counter-Enlightenment” figures such as Giambattista Vico or Johann Gottfried Herder, long considered to be the theoreticians of nationalism (Berlin 1981 and 2000). As historiography has repeatedly contended in recent years, Herder can be properly understood only within the broader context of the European Enlightenment (see Zammito et al. 2010), and conversely the Enlightenment does not express a unique and linear rationalism: it is precisely its universal scope that prompts philosophes to examine humanity in its multiple expressions across cultures and through history. In other words, nations and national characters are central topics in a rich and evolving philosophical history that aspires to universalism.

It is “print language,” and “not a particular language per se” that “invents nationalism” – Benedict Anderson argues in what is now seen as a standard and authoritative work (Anderson 1983). The British case well illustrates this point, as Britain experienced an impressive growth and circulation of information all along the eighteenth century (Colley 1992; Bayly 1996). It went through a parallel and successful process of nation-state formation (as a composite state) and empire-building (Armitage 2000), through radical changes in its administrative, fiscal and military structures. According to John Brewer, officials and clerks, copyists and record-keepers played a central role in British ascent as a major international power (Brewer 1989).

Montesquieu’s De l’esprit des lois (Spirit of the Laws), published in 1748, will be the starting point of this chapter. It was the first systematic attempt to describe the functional connection between different aspects of societies, such as customs, laws, system of government, religion and mode of subsistence, and to derive the “infinite diversity” between nations from common principles, by means of comparison. Montesquieu’s definition of national characters was discussed all over Europe. In a close dialogue with the French Enlightenment, the main Scottish literati – from David Hume to Adam Smith, from Lord Kames to John Millar – oppose climate theory and historicize human diversity: in their philosophical histories, nations become, first of all, the products of civilization. Despite their dissimilar evaluations of society, their historical approach brings together various scales of analysis, moving from the micro to the macro: from relationships within the family to those within and among states, up to empires, also dealing with Europe, regarded by William Robertson as the outcome of interaction between modern nations. In connection with medicine, the development of an anthropological approach toward the understanding of humankind enriches the current debate: the study of the anatomy and psychology of human species intersects with that of human history, further complicating matters.1 From a polygenetic perspective, which presumes an original fragmentation of humankind in distinct species/races, national characters could be identified with a natural heritage; by contrast, the monogenetic view represents them as different cultural patrimonies, so to shape modern nations. Anthropology and philosophical history intersect in Rousseau’s and Herder’s writings, reshaping the analytical framework in order to think about the unity of civilization and the diversity of nations together.

Fluctuating meanings

Nations, nationalism and national characters share the same linguistic roots, but need to be distinguished. “Nationalism” is a neologism of the last decades of the eighteenth century, commonly attributed to Herder: it is a political doctrine, built on the values and interests of a nation, and its major claim is an immemorial antiquity. It had a precarious, if not marginal, existence in the Enlightenment period, appearing in lexicographies only at the end of the following century (Kidd 1999: 5, and 2006: 5–44). The word “nation,” and likewise the expression “national characters,” were, instead, commonly used in eighteenth-century political, philosophical and historical discourse, though with multiple and unstable meanings.

The idea that nations – here as synonymous of people – possess unique characteristics, which distinguish them from any other, stretches back to the Hippocratic medicine of humors, and was variously reassessed during the period of the crisis of European consciousness (Hazard 1961; Derathé 1969: 69–84; Godechot 1971: 481–501). Character, from its Greek etymology, means impression, graving, coining: “a mark, a stamp, a representation,” in the first definition provided by Samuel Johnsons’s Dictionary (Johnson 1755b: 364). It is a malleable word which acquired a variety of connotations, when “transposed” from its proper and literal sense to a metaphorical and figurative one, according to Denis Diderot’s article on the “Caractère d’imprimerie” in the Encyclopédie (Diderot and D’Alembert 1751–72: II, 650). When applied to humankind – as the entry on “Caractères des nations,” attributed to D’Alembert, clarifies – it denotes a trace, a mark impressed in the soul, “a certain propensity of the soul more commonly found in certain nations than in others,” though it is not equally impressed in all members of a nation. The Encyclopédie’s definition gives great emphasis to the role of climate in shaping national characters, seen as more stable and influential than the form of government, which changes continuously over time (ibid.: II, 666).2 The source of this view, as we will see, is Montesquieu. By contrast, in his Dictionnaire philosophique (1764) and Questions sur Vencyclopédie (1770–74) Voltaire links national characters to manners, culture, forms of government and history: “Every thing changes, both in bodies and minds, by the time,” as the entry “Climat” demonstrates. “The sky of London is as cloudy now as it was then,” but the English were no longer a barbarous people, incapable of philosophy, as Cicero considered them; similarly, with no changes in climate, the Egyptian and Greek heroes of antiquity gave way to modern slaves; and it is possible that in a close future the Americans will “cross the sea to instruct Europeans in the arts” (Voltaire 1764: II, 234). However, at a more profound level, Voltaire associates national characters with nature itself. Like the body, the character is given by nature (or providence) to humankind. So it cannot be destroyed, obliterated or erased, but only ameliorated, softened or concealed (ibid.: 132). Voltaire seems to find a confirmation of his principles in the most widespread taxonomy of Enlightenment Europe: Linnaeus’s Systema naturae. Linnaeus divides the species “Homo sapiens” into four main “varieties,” distinguished both by their physiognomy and character: in his fixed scheme, the American appears choleric and governed by customs, whereas the sanguine European is ruled by laws, the melancholic Asiatic by opinions, and the phlegmatic African by caprice.3 At the apex of racial theorization in the mid-nineteenth century, the Scottish anatomist Robert Knox would totally conflate character with race, which “stamps the man” (Knox 1850: 6).

In another sense, equally central to the Enlightenment debate, the expression “national characters” was related to the various ranks and occupations within advanced societies. That different professions, ranks and occupations lead to different national characters is the starting point in David Hume’s reflection on the subject in 1748 and becomes a central argument in Adam Ferguson’s Essay on the History of Civil Society, first published in 1767 (Hume 1748: 1.21.4; and Ferguson 1767: 189). According to Ferguson, in advanced societies “humours, tempers, and apprehensions of men,” differently employed because of the division of labor, shape “a motley assemblage of different characters” even within the same nation (Ferguson 1767: 189; see also A. Smith 1762–63: 348). However, national characters could also go beyond nations. Hume and Adam Smith, for instance, refer to the peculiar, and opposite, characteristics of priests and soldiers, which were maintained all over the world (Hume 1748: 1.21.4–8; A. Smith 1759: 202–3).

Nation is also an ambiguous and fluctuating word. Its Latin etymology nasci/natio, to be born, belonging together by birth, or place of birth, stresses its original meaning of lineage, extraction and stock. In the Encyclopédie’s article, nation consists of three elements: a considerable quantity of people, living in a limited territory, and under the same government. Following Samuel Johnson’s definition, a nation is “a people distinguished from another people; generally by their language, original, or government…. A nation properly signifies a great number of families, derived from the same blood, born in the same country, and living under the same government and civil constitution” (Johnson 1755b: II, 176). Its original proximity to race – defined by the same source as “a family ascendency,” “a family discendency,” “a generation,” “a collective family,” “a particular breed” (ibid.: II, 176) – has been stressed by Nicholas Hudson, in an article that traces the changing meanings of these two words and concepts all through the eighteenth century (Hudson 1996). According to Hudson, nation gradually becomes a historical and cultural category, associated with a heritage of social customs and beliefs, linked to political units. It is in the second half of the eighteenth century, then, that nation acquired the linguistic and cultural sense of “imagined communities” (Anderson 1983). However, the previous connotation of nation as synonymous with people was maintained throughout the century and beyond. For example, in 1789, in the pamphlet Qu’est-ce que le tiers état (What Is the Third Estate)? the Abbé Sieyès identified the tiers état – the non-aristocracy and non-clergy – with the “true nation.”

These plural meanings of nation coexist and often overlap even in the same authors, well beyond the eighteenth century. Sometimes they are differentiated. In his monumental Histoire naturelle, which began to appear in 1749, Buffon distinguishes nation from peuple: whereas the latter designates a group of human beings linked together by customs, nation indicates a more advanced and stable society, governed by laws, ruled by a master, sharing mutual interests and goals, and having a common language (Buffon 1749: 296). Adam Ferguson, in his polemic against commercial policies, deplores the impoverishment and aridity of the modern significance of nation, which denotes no longer a people but a territory:


In rude ages, under the appellations of a community, a people, or a nation, was understood a number of men; and the state, while its members remained, was accounted entire…. Athens survived the devastations of Xerxes; and Rome, in its rude state, those of the Gauls. With polished and mercantile states, the case is sometime reversed. The nation is a territory, cultivated and improved by its owners; destroy the possession, even while the master remains, the state is undone.

(Ferguson 1767: 288)



In Ferguson’s view, the welfare of humankind is only assured by the national character and not by the “wealth of nations.”4 To “dismember the human character” is the main risk of the age of separations characterizing advanced societies in eighteenth-century Europe (Ferguson 1767: 353; see Sebastiani 2011).

Comparing nations, debating climate

De l’esprit des lois, published in 1748, marks a turning point in European thinking about diversity (see Landucci 1972: 74–75). The novelty of this work does not lie in a specific new conception of the influence of climate or of political factors and manners, and not even in the systematic use of comparativism, which Montesquieu had employed since his Lettres persanes (Persian Letters) in 1721. It is the frame, more than the picture, that makes the difference. By treating human laws as physical laws, Montesquieu proposes a general explanation and evaluation of different societies, which dismisses any attempt to trace the genealogies of peoples: in this way, he offers a “comprehensive vision of politics” (Romani 2002: 19–62).

The Esprit des lois proposes a theory of the singularity of nations (Terrier 2011: 45–54), which Montesquieu labels as “esprit général,” “esprit de la nation” or “caractère d’un peuple.” The best form of government (that is, the closest to nature) is the one that reflects the disposition and character of the people for whom it is established. So, it rarely suits any other. The code of laws relates to the way in which peoples subsist: complex and tightly structured in commercial societies, it is extremely simple among savages. Montesquieu explains the contrast between barbarity and civilization, highlighted by seventeenth-century philosophy, in functional terms, through the articulation of sociological categories: the word “savage” comes to be associated with hunting peoples, few in number, and at the bottom of the scale of complexity of the political system, while “barbarian” denotes a more advanced herding society (Montesquieu 1748: 18.8 and 18.13). Within this framework, the general spirit depends on a mosaic of conditions: “climate, religion, laws, the maxims of the government, examples of past things, mores, and manners” (ibid.: 19.4, 310). To the extent that one of these elements acts with more force, the others have less impact. The climate is sovereign among savages, whereas the form of government and the system of laws influence every aspect of social and cultural behavior in advanced societies.

However, in order to explain the immobility of Asiatic despotism, Montesquieu emphasizes the role of climate on national characters. Drawing on a long philosophical tradition dating back to Hippocrates, Aristotle and Galen, but with direct precedents such as Jean-Baptiste Du Bos and the Scottish physician John Arbuthnot, Montesquieu transfers the physiological reflection about the influence of climate into the ambit of the laws regulating societies (see Glacken 1967: ch. 12; Borghero 2003: 137–201; Kra 2002: 1–6). The cold, shrinking the body’s fibers, permits a better circulation of the blood, so making people stronger and more supple; whereas the heat, in relaxing and stretching the fibers, reduces their strength and suppleness. Consequently, the character, spirit and passions of peoples change in different climates, which leads to other variations in political and legal systems: the populations of cold and temperate countries are, then, brave, frank, resistant to pain, and eager for freedom, whereas the inhabitants of torrid zones are cowardly, easily tempted by sensual pleasures, and with a predisposition for servitude. The absence of temperate climes in the great Asiatic expanses deprives people of the stimulus to change, condemning them to permanent immobility and to the yoke of despotism.

The radical consequence that could be derived from such reasoning is that not all climates produce liberty, which is thus beyond some peoples. In the Esprit des lois, however, the physical and moral effects of climate are contingent and reversible, and not inherent to nations: the peoples of the North, when they move to the South, never manage to attain achievements equal to the ones they have been capable of in their own climate; likewise, the courage of the children of Europeans living in India is much feebler than that of their fathers (Montesquieu 1748: 14.2–3, 19.2).

The concept of climate in the Esprit des lois is very broad. In contrast to the current meaning that linked climate to “a space upon the surface of the earth” (Johnson 1755b: I, 395), Montesquieu included the modes of life and social conditioning as well: different climates create different needs, which peoples deal with in various ways, depending on the kind of society they live in, how they procure their food, what their religion and laws are like, and the type of government they have (Montesquieu 1748: 14.10, 239–40).5 Some space is also granted to the human agency in building the social environment and forming the general spirit: the explicit task of a legislator is to resist the vices of climate, and not to yield to them, as the clever Chinese has accomplished in contrast to the obtuse Indian, who has, thus, condemned India to immobility. The legislator has not to be a spectateur tranquille: his action has considerable consequences on national characters. However, any modification of manners should be undertaken with much prudence, as “it is a very bad policy to change by laws what should be changed by manners” (Montesquieu 1748: 19.14, 315; see also 14.5 and 14.11; Borghero 2003).

By means of mediation between man and nature, consisting of needs, Montesquieu reaffirms a sort of relativism, through which climate theory itself might dissolve (see Markovits-Pessel 1997: 31–74; Minuti 1998: 139–63). Moral causes, which acquire growing strength with the development of societies and education, could also act upon the human body and modify it.

Almost all the philosophes of the time engage with climate theory. Buffon makes all human beings derive from the same species, defined as “a constant succession of individuals endowed with the power of reproduction.” The climate, however, is considered as the major cause of racial differentiation.6 Because of its persistence, the human species degenerates from its original prototype, identified by Buffon as the white European (Buffon 1749–67: IV, 215–16; see Sloan 1973: 293–321). This idea of degeneration immediately causes a “retard à l’histoire” (Crépon 1996: 46; see also Blanckaert 1993: 13–50), by condemning non-white people to a preliminary regression, and so to a delay which has to be bridged over the course of history. Buffon’s definition of nation expresses this gap, by referring exclusively to more advanced societies.

Voltaire, who puts the spirit of nations at the core of his Essai sur les moeurs (Essay on Customs) (1756), attacks climate theory head-on in the name of history and moral causes; while the Philosophie de l’histoire, which in 1769 became the preamble to the Essai, draws on polygenesis to root the different historical paths of peoples in nature. Helvétius strongly opposes any influence of climate in both De l’esprit (1758) and De l’homme (1772), advocating the importance of education. Other philosophes are more nuanced (see Duchet 1971; Vyverberg 1989; Crépon 1996; Romani 2002). At the beginning of the following century, Germaine de Staël, who points to the diversity of national characters producing distinct literature and philosophy, reassesses Montesquieu’s argument. While stating that national characters are shaped by many factors, she stresses the importance of climate in mapping the unequal cultural productions of nations: speculative philosophy is produced in cold countries only, while the warm ones are unsuited to metaphysical speculations. But beyond all these differentiations, de Staël invokes, like Montesquieu, the common features of humankind, thus confirming a tendency towards cosmopolitanism: however singular a nation is, it still responds to universal principles (de Staël 1800 and 1810–13; see Romani 2002: 63–92; Terrier 2011: 45–53; on cosmopolitanism as an Enlightenment feature, Kidd 2003: 40–61).

An attentive reader of L’Esprit des lois, like Anne Robert Jacques Turgot, clearly shows that climate theory could be criticized along the lines traced by Montesquieu himself. He deployed this argument in a project for integrating history, geography and the theory of politics, also written in 1748, but which remained in manuscript form (Turgot 1913: I, 140). According to Turgot, the attempt to explain the diversity of nations through the influence of climate has produced only paradoxes, even in the “finest genius of our century,” i.e. Montesquieu. The climatic explanation has to be countered by the “real causes” of these effects: moral causes (ibid.: I, 255–74). This reasoning holds true for the Orient as well. Physical and climatic causes act only indirectly, creating different environmental contexts for the development of human societies, or, at the most, influencing the hidden principles contributing to the formation of the spirit and character of nations. The influence of physical causes has to be examined only if moral causes prove insufficient to explain the facts. Turgot bases his criticism on a piece of work that he translated into French, dealing with the meaning of moral and physical causes: the passage in question is the beginning of Hume’s essay “Of National Characters” (ibid.: I, 338–39).

Scottish Enlightenment against climate: historical characters and race

David Hume is the central architect of the notion of characters as products of natural passions and dispositions. In “Of National Characters” published only a few months after the Esprit des lois, Hume asserts the primacy of moral causes, systematically redefining the key terms. By physical causes, he intends “those qualities of the air and climate which are supposed to work insensibly on the temper, by altering the tone and habit of the body and giving a particular complexion.” By moral causes he means those “circumstances” which “work on the mind as motives or reasons, and which render a peculiar set of manners habitual to us”: different forms of government, the wealth or poverty of states, the economy and revolutions of public affairs develop distinct manners, laws and languages. Hume’s essay aims to demonstrate that men do not “owe anything of their temper or genius to the air, food or climate” (Hume 1748: 1.21.2). The criticism of climatic discourse pivots on the universal concept of sympathy and on historical change.

Hume’s conception of national characters lays bare the fundamental limit of the Esprit de lois, which, in relating the investigation of human diversity to society, has missed its essentially historic nature. By contrast, Hume reshapes the difference in culture and society as a historical distance. His Treatise of Human Nature, published in 1739–40, already emphasized that the character of people changes radically over time (Hume 1739–40: 2.1.11.2; SBN 316–17). While passions are universal and constant in humankind, they assume various social forms and expressions in different epochs and countries. This is borne out by history: the ancient Greeks differ greatly from the modern Greeks, likewise the Bretons from the English. Presenting an argument very close to Voltaire’s, Hume affirms that the invariability of soil and climate is not sufficient to preserve the national characters of peoples even for a century (Hume 1748: 1.21.17). His historical understanding of human nature is fully articulated in “A Dialogue,” conceived as an echo of the Lettres persanes and published in 1751 as an appendix to the Enquiry concerning the Principles of Morals. The relationship between uniformity and diversity in humankind is compared to the opposite courses of two rivers, springing from “the same mountain” and responding to “the same principle of gravity,” but with their own particular courses (Hume 1751: “A Dialogue,” 18–41; SBN 330–37; see Carey 1997: 275–96, and 2006: ch. 5).

However, in Hume’s reasoning, moral causes seem to act against a background of natural diversity. “Of National Characters” states that though “temper and understanding” are to be considered as common ingredients of all humankind, “nature” has distributed them in different portions, conferring a specific “tincture to the national character” (Hume 1748: 1.21.9; see Forbes 1975: 111). In a footnote, inserted in the 1753–54 edition, Hume explains the major differences setting Whites apart from the other “species” of men, Blacks especially, by pointing to an original and natural distinction between them. Here again Hume seems to be on the same wavelength as Voltaire, one of the major champions of polygenesis in the Enlightenment (Popkin 1973: 245–62; Gliozzi 1979: 1–31; Duchet 1971; Garrett 2006). He claims that “there never was a civilized nation of any other complexion than white, nor even any individual eminent either in action or speculation. No ingenious manufactures amongst them, no arts, no sciences.” Ancient Germans and modern Tartars, “the most rude and barbarous of the whites,” display signs of genius together with some forms of government; and the “low people” in Europe are distinguished by their ability and expertise in any profession. Negroes, by contrast, have never shown, and probably never will, “any symptoms of ingenuity” (Hume 1748: 1.21.10).7 They are uniformly incapable of attaining the sophisticated faculties of the human mind, which give rise to the highest expressions of civilized society, such as manufacturing, arts and science. Hume’s conclusion is: “Such a uniform and constant difference could not happen in so many countries and ages, if nature had not made an original distinction betwixt these breeds of men” (ibid.: 630).8

The footnote is placed at the end of the paragraph contrasting the character of northern and southern peoples – a central argument of Montesquieu’s Esprit des lois –where Hume seems to admit the force of climate, by stating that nations close to the poles and to the tropics are unable to attain the highest expression of the human mind. The footnote, however, clarifies that this is not the case. Its position suggests that Hume is here responding to Montesquieu (ibid.: 207).9 While the essay broadly uses “nation” for describing the variety of European characters emerging from history, non-White species are condemned by nature to perpetual savagery, and to being a “race without history” (Olender 2009).

Within this framework, climate theory could be an antidote to racial speculations. Hume liberates humankind from the prison of climate where Montesquieu and Buffon had confined some peoples. However, he evokes an undercurrent of natural diversity, which logically precedes any sociological explanation, siding de facto with the supporters of polygenesis. He conflates and confuses the terms species, kinds, breeds and races, once again similarly to Voltaire, who indifferently labels the albinos as a nation or as a race, a term that he also uses for the Chinese, Americans, Laplanders, as well as for the “White race”; the latter, however, is divided into nations, here intended not in its anthropological but political meaning (Crépon 1996: 51–52).

This terminological confusion, which might be seen as a sharp criticism of Buffon’s new definition of species, is at the heart of the Sketches of the History of Man by the Scottish judge Henry Home, Lord Kames. The history of the singular and universal “Man” in the title of the book conflicts with the plural human origins and paths advocated in the “Preliminary Discourse,” which closely corresponds to Voltaire’s Philosophie de l’histoire and which can be read as a comprehensive and assenting commentary of Hume’s footnote. According to Kames, people have multiple and specific national characters: fixed and original characters, racial characters. What he means is that both inner behavior and physical features are not the products of culture, but necessarily have a “constant and invariable cause.” By almost paraphrasing Hume, Kames claims that “the character of that greater part can have no foundation but nature” (Kames 1774: I, 1, 39–40). So, his “History of the Species, in its progress from the savage state to its highest civilisation and improvement” begins as a divided history: “Some nations, stimulated by their own nature, or by their climate, have made a rapid progress; some have proceeded more slowly; and some continue savages” (ibid.: I, 1, 39–40). The oneness of human nature is here expressed in a plurality of natures: races as well as nations.

Kames claims that the distinct feature of the love of liberty and of courage “is indeed applicable to many savage tribes, our European forefathers in particular, but not to all” (ibid.: I, 1, 45) – not to the American Indians, above all. Their society is not merely savage. It is a society that has not developed and has remained savage. The “North-American tribes” are therefore both an example of the primordial state of peoples, and a significant exception to the theory of progressive development: they “are remarkable with respect to one branch of their history, that, instead of advancing, like other nations, toward the maturity of society and government, they continue to this hour in their original state of hunting and fishing” (ibid.: III, 2, 144–45). Americans display specific physical marks: no beard, no hair on their bodies, so that males resemble females, and a uniform red copper color, notwithstanding the diversity of climates under which they live. Their method of waging war is based on ambush and betrayal, seen as signs of cowardice, in contrast to the direct and open battles preferred by the ancient peoples of Europe. Finally, they lack active courage yet are capable of enduring the most terrible tortures. The physical and the moral, therefore, come together to construct an “effeminate race,” similar to the one spread by Cornelius de Pauw in his Recherches philosophiques sur les Amériquains (Philosophical Researches on the Americans) in 1768–69 (see Gerbi 1955; Cañizares-Esguerra 2001: ch. 1; Pocock 2005: 205–26). In the vast literature on the imperfect humanity of the Americans one finds a recurrent ethnological connotation – suggested by Lafitau, advocated by Buffon and de Pauw, indulged by William Robertson – which is particularly relevant to Kames: feeble male sexuality, which causes the demographic stagnancy of the New World, and the lack of American progress.10 At the opposite side of the spectrum, Kames places the specular image of the Caledonians, ancient inhabitants of Scotland narrated by Ossian: despite the fact that they were still a society of hunters, their manners were “so pure and refined as scarce to be paralleled in the most cultivated nations.” Sensibility, “humanity blended with courage,” an extremely high consideration of women and a power of contemplation were the ingredients of this “miracle” in human history, which could be explained by nature only (Kames 1774: I, 1, 421–93). Whereas the character of civil Europeans is opposed to that of savage Americans, the extraordinary genius of Caledonians, extended to the Celts in general, fragmentize Europe itself, delineating a Nordic and pure race (see Sebastiani 2005: 75–96).

On the grounds of Hume’s critique of Montesquieu’s climate theory, it was possible to move from nature to history. Kames, nonetheless, followed the inverse trajectory: from history and society back to nature. He established the difference ab origine between the diverse groups of human beings, by attributing to God a multiplicity of creative acts, like Voltaire. But, in contrast to the French philosophe, Kames intended to reconcile polygenesis with Christianity. Voltaire’s remarks about the correspondence of physical and intellectual capacity became in Kames a systematic and general reasoning: the moral differences are as strong as the physical, and equally evident. Kames developed a radical criticism of Buffon’s anthropology in the name of common sense. Combining physical differences to moral characteristics of peoples, he articulated the connection between national character and progress around the “evidence” of race (Sebastiani 2013a: ch. 3).

Adam Smith developed Hume’s legacy in a very different way from Kames. Endorsing Montesquieu’s comparative approach and stressing, like Hume, the superiority of moral causes, Smith’s evaluation of societies is totally historical. History is the natural and necessary locus for the analysis of national characters, and men and women, in their full humanity, appear as historical products. So do nations. In his lectures on jurisprudence in Glasgow in the 1750s, Smith formulated an idea of human progress through stages, which became a common framework for the Scottish Enlightenment (Meek 1976). The social nature of humanity is the necessary prerequisite of such a historical process, to the point that, as Adam Ferguson would later say, if deprived of society, “the human personage and the human character cease to exist” (Ferguson 1767: 16–19). The savage contains the civil man in embryo, and both, savage and civil, are on the same path in historical time.11

In his Theory of Moral Sentiments (1759), Smith explains national characters as the results of “the different situations of different ages and countries.” He argues that “the style of manners which takes place in any nation” corresponds to that which is “most suitable to its situation”: “hardiness is the character most suitable to the circumstances of a savage; sensibility to those of one who lives in a very civilized society” (A. Smith 1759: 199–204). Irrespective of the different standards of taste and manners prevailing among various nations, it is possible to find universal moral sentiments, which “cannot be entirely perverted,” as they are “founded on the strongest and most vigorous passions of human nature.” In his view, as in Hume’s, history provides a certain degree of regularity and order. The harsh life of the hunter, faced with uncertainty and perils, renders him indifferent, controlled and heroic, while “the virtues which are founded upon humanity” are reserved for the civilized states (ibid.: 202–9). The wealth of nations is primarily due to the division of labor and differentiation of characters, which are instead uniform in the former stages. “The difference of employment occasions the difference of genius,” Smith states in his Glasgow lectures, “and we see accordingly that amongst savages, where there is very little diversity of employment, there is hardly any diversity of temper or genius” (A. Smith 1762–63: 348, and 1770: I, 2). Smith opens up a historical trajectory from the insensibility of the savage and the rudeness of the warrior to the sensibility and sociability of a refined people, from uniformity to variety.

In the introduction to The Origin of the Distinction of Ranks (1771), John Millar sums up the significance of the Scottish historical and social studies which developed from Smith’s impulse: the conceptual and behavioral models of different countries originate with the different situations in which they are formed. In a passage which seems to paraphrase Montesquieu but ends with a skeptical note about the influence of climate on national characters, Millar states that general conditions – such as fertility, production, mode of subsistence, populousness, crafts and relationships – orient the tendencies and occupations of “the great body of people,” by changing “habits, dispositions and ways of thinking.” This is how national characters are formed. No legislator shapes them. As Hume had indicated, the science of man is based on the uniformity of human nature – a uniformity of wants, faculties and dispositions – which produces a very similar progression: “the character and genius of a nation may, perhaps, be considered as nearly the same with that of every other in similar circumstances” (Millar 1771: 83–91). The process appears to Millar as a constant and gradual emancipation from the savage stage to the commercial society, from ignorance to knowledge, from resemblance to diversity, and from a state of necessity to “feelings of humanity.” It is an expansive movement of ideas, appetites, affections, desires and perspectives, so universal as to involve every aspect of social life (see Berry 1997: 64).

Nation as modernity

While elaborating (European) civilization as opposed to barbarism, the Scottish philosophers and historians also had to address contradictions emerging from their own observations of Europe itself. Throughout the eighteenth century, the intensification of voyages around the world went together with travels within European “peripheries.” Faced with an increasing amount of travelogues, mirroring the expectations of a growing and wider readership around Europe, Enlightenment historians and philosophers were highly critical of these sources, considered as potential forgeries. This is the case of Hume in An Enquiry concerning Human Understanding, also published in 1748:


Should a traveller, returning from a far country, bring us an account of men, wholly different from any, with whom we were acquainted; men, who were entirely divested of avarice, ambition or spirit; who knew no pleasure but friendship, generosity and public spirit; we should immediately, from these circumstances, detected the falsehood, and prove him a liar, with the same certainty as if he had stuffed his narration with stories of centaurs and dragons, miracles and prodigies. And if we would explode any forgery in history, we cannot make use of a more convincing argument, than to prove, that the actions, ascribed to any person, are directly contrary to the course of nature, and that no human motives, in such circumstances, could ever induce him to such a conduct.

(Hume 1748: 8.1.8; SBN 84)12



On the other hand, these same scholars pleaded for “philosophical travels,” in the new tradition of Johann Reinhold and Georg Forster, or La Condamine, as Rousseau famously did (Rousseau 1755: OC III, 213; 210–11, n. 10). Philosophers’ voyages, unlike those of sailors, soldiers and missionaries, would unfold “the great map of humankind,”13 by exploring both the most distant lands and the closer peripheries of Europe. In the spring of 1748 Hume wrote a long letter to his brother in the form of “a sort of Journal of our Travels,” which describes his European tour across Holland, Germany, Austria and Italy. From Styria to Tyrol, Hume records a shocking change of landscape and human types: both were “Germans subject to the House of Austria,” but the inhabitants of Styria, whose “Dress is scarce European” and whose “Figure is scarce human,” are “savage & deform’d & monstrous in their Appearance,” in a sharp contrast with the handsome neighbors of the more inhospitable Tyrol. Hume aims to account for this bizarre phenomenon by overcoming the partial views of the “naturalist” and of the “politician” (Hume 1932: I, 114–32).14

On a European scale, travel is at the basis of the observation of another discontinuity. Taking place in Britain itself, Samuel Johnson’s A Journey to the Western Islands is first of all a reflection on national characters. With no necessity to appeal to the expertise of the naturalist, it emphasizes the disparity of civilization between England and Scotland, the Lowlands and the Highlands. It is travel itself that makes it possible to grasp the particularity of each nation: “He that would travel for the entertainment of others should remember that the great object of remark is human life. Every nation has something particular in its manufacture, its works of genius, its medicines, its agriculture, its customs, and its policy.” The state of a nation corresponds to “the state of common life”; its character is formed by those people, “collectively considered,” which the traveler finds “in the streets, and the villages, in the shops and farms,” rather than the educated and the rich (Johnson 1755a: 16–17).

Johnson’s Journey in Scotland, together with the Journal of a Tour of the Hebrides (1785) by his traveling companion, James Boswell, might be read as a trip within the “interior Indies,” a reflection about the “local savage,” the image of whom nourishes and overlaps with that of the external one. In Boswell’s words, the Highlanders “seemed so like wild Indians, that a very little imagination was necessary to give one an impression of being upon an American river” (Boswell 1785: 315 and 157–58; see Wheeler 2000: 176–233). The relationship with and the contrast to the internal and external otherness is crucial in the process of shaping a collective consciousness, of imagining communities. Despite Johnson’s criticism of the destruction of the American world, conquest is a crucial means of shaping civil nations, as both ancient and modern histories teach: “What the Romans did to other nations, was in a great degree done by Cromwell to the Scots; he civilized them by conquest, and introduced by useful violence the arts of peace” (Johnson 1755a: 51).

At the time when Great Britain was developing into both an empire and a nation state, the attention paid to the internal “process of civilization,” which forms a crucial argument for the justification of conquest and war, paved the way towards a parallel line of analysis focusing on the colonies across the Atlantic. The contradictions raised by the experience of diversity within Europe deepen as soon as European history is at stake, as paradigmatically shown by the historical works of William Robertson, Principal of the University of Edinburgh and leader of the Church of Scotland. His contribution consists of four main histories, moving out from Scotland (1759) to Europe (1769), and then to the Western (1777) and Eastern Indies (1790–91), so providing a sweeping narrative of the rise of the Western European nation states towards global domination (see Brown 1997).

Like the other Scottish literati, Robertson reaffirms the regularity of a universal course of historical development, based on the materialistic assumption that “the disposition and manner of men are formed by their situation, and arise from the state of society in which they live. The moment that begins to vary, the character of a people must change.” The historian is therefore able to trace the entire “career” of humankind, “from the rude simplicity of savage life, until … the elegance of polished society” (Robertson 1777: II, 4, 30–31).15 Robertson moves from the observation, already commonplace in the mid-1770s, that savagery is principally characterized by uniform and similar manners, customs and behaviors. The Histoire des deux Indes (History of the East and West Indies) had authoritatively recorded that “the farther men depart from Nature, the less must they resemble one another. The multiplicity of civil and political institutions necessarily throws into the moral character and into the natural habits, shades, which are unknown to societies less complicated” (Raynal 1770: III, 133). Robertson goes a step further, by outlining the general rules and method by which philosophical history has to abide. In the account of America, it is “highly improper” to illustrate the precise condition of each little community and “to investigate every minute circumstance which contributes to form the character of its members.” These “details of immeasurable and tiresome extent” are to be avoided. The historian, instead, is called upon to paint larger pictures, embracing in one broad gaze all the Americans from Canada to Cape Horn: “the qualities belonging to the people of all the different tribes have such a near resemblance, that they may be painted with the same features” (Robertson 1777: II, 4, 52). In short, they constitute a “race” (see Hudson 1996: 250).

In America, according to Robertson, “the word nation is not of the same import as in other parts of the globe. It is applied to small societies, not exceeding, perhaps, two or three hundred persons, but occupying provinces larger than some kingdoms in Europe” (Robertson 1777: II, 4, 129). The method has to change when the static condition of savagery gives way to dynamism, singularity and variety, and the object of study is the history of Europe. At the core of A View of the Progress of Society in Europe, which introduces The History of the Reign of the Emperor Charles V, are the main steps through which European societies progress and refine.


We … can trace a succession of causes and events which contributed, some with a nearer and more conspicuous, others with a more remote and less perceptible influence, to abolish confusion and barbarism, and to introduce order, singularity and refinement.

(Robertson 1769: 21–22, emphasis added)



The “causes and events” that Robertson mentions as responsible for the refinement of Europe do not depend on any plan or calculation of individuals, but are “unintended consequences” that the historian-philosopher has to identify and disclose (see Hamowy 1987; C. Smith 2009: 9–28). In his careful use of rhetoric, Robertson emphasizes an asymmetry with the past which is worth noting: whereas “order” is opposed to “confusion,” and “refinement” counters “barbarism,” a third factor emerges, which does not find any correspondence in ancient times. “Singularity” comes out of history. It is the specific characteristic of modernity, a dynamic element that is set against the uniformity of savagery. What then has to be understood is which kinds of societies achieve civilization and are so able to distinguish themselves, and how and when peoples express their peculiar character. The historical concept of nation emerges within the context of the search for individuality (Sebastiani 2011: 196–98).

The historian of Europe, in contrast to the historian of America, has therefore to look for those causes that render European nations singular and unique. Robertson begins his narrative with the fragmentation subsequent to the fall of the Roman Empire: Europe was then composed of small and isolated states, which hardly communicated with one another during the long Middle Ages. But he focuses on those events that reunited them again and, first of all, the revival of the “spirit of commerce.” Commerce, chivalry and Christianity, by intimately connecting peoples and molding their moderate and compassionate spirits through emulation, are the main factors “in polishing the manners of the European nations” and in “leading them to order, equal laws and humanity” (Robertson 1769: 76). The age of Charles V constituted a fracture in European history, because it is then that “one great political system” was established (ibid.: x). In their similar route from barbarism to refinement, European nations also developed “peculiar modes of government, which have produced such variety in the character and genius of nations” (ibid.: 123).

The tension between the uniform process the nations of Europe had passed through and their national singularities emerges in all its strength. History has to encompass these two aspects: while contemplating the general course of things, it has to be acquainted with specifics. The universal influence of the same causes and events accounts for “surprising resemblance among nations of Europe in their interior police, and foreign operations.” However, “without a distinct knowledge of the peculiar form and genius of their civil government, a great part of their transactions must appear altogether mysterious and inexplicable” (ibid.: 123). This is what characterizes the modern nation.

Robertson again uses the lens of the nation in his late study on ancient India. In contrast to the uniform savagery of America, India displayed the marks of civility and modernity from its earliest antiquity. It appears as a commercial society, based on intensive agriculture and a sophisticated division of labor, ensured by the system of caste. By a fixed division of ranks, castes provide India with stability and harmony; if they enchain the lowest ranks to a miserable condition, they seem perfectly adapted to the needs of order of modern commercial nations.16 The parallel with the new working class of the Industrial Revolution in Britain is inescapable (Sebastiani 2013b).

The development of the system of subordination of social ranks becomes, in this perspective, a crucial element of modernity. Ferguson devotes an entire section of his Essay on the History of Civil Society to the “History of Subordination,”17 where he outlines the rise of political authority along with the distinguishing of ranks. According to him, “some mode of subordination is as necessary to men as society itself; and this, not only to attain the ends of government, but to comply with an order established by nature” (Ferguson 1767: 64). In both Ferguson’s and Robertson’s views, the historical process leading to the concentration of power and the division of ranks is the firmest assurance of modern political order. Like the other Scottish literati, Ferguson recognizes that “wealth, commerce, extent of territory, and knowledge of arts, are, when properly employed, the means of preservation, and the foundations of power” (ibid.: 58). But he adds an important limitation: “if they fail in part, the nation is weakened; if they were entirely with-held, the race would perish; their tendency is to maintain numbers of men, but not constitute happiness” (ibid.). Splitting the citizen from the statesman and from the soldier will inevitably “destroy the very arts we mean to improve,” and “dismember the human character” (ibid.: 353; see Kettler 2005: 187–99). Yet Ferguson perceives another danger in commercial societies. Globalization and commerce, by dissolving animosity and conflict – a process that Hume, Smith and Robertson see as a positive feature of modernity – erase particularity and suppress both individual and national characters (Ferguson 1767: 16–25; see Hont 2005; Sebastiani 2011).

Against modern uniformity: national consciousness

The singularity of nations and the specificity of national characters are articulated along a new line of enquiry by Rousseau. Rousseau enriched the debate with a new attention towards the legal dimension of governments and constitutions, which enables him to develop one of the central topics of his thought, namely patriotism. In the Discours sur Vorigine de l’inégalité (Discourse on the Origin of Inequality) (1755), Rousseau opposed what he ironically calls a “fine adage of ethics,” which pretends that “men are everywhere the same,” as “everywhere they have the same passions and the same vices,” with the consequence that it becomes “useless to seek to characterize different Peoples” (Rousseau 1755: OC III, 212; 210, n. 10). Such reasoning, so widespread among philosophes, depended on a lack of philosophical observation of other peoples. It had nothing to do with the nature of humankind, which varies from one place to another and differs radically in physiognomy, customs and degree of civilization. Rousseau accepts Buffon’s definition of species, but he makes it implode, by multiplying the differences between human types indefinitely. In this way, he creates, within the human species, the theoretical space for apes – and, with this, for pre-social men – since there was no firm evidence that the union between men and orangutans could not generate fertile offspring (ibid.: OC III, 208–14; 204–11, n. 10). He also and primarily rejects the idea of the prototype to which Buffon reduced all human types. What Rousseau wishes to distinguish as truly essential to the human species was the propensity for perfection, as foreign to the physical aspect as it is to the social nature of man. Rousseau invents the notion of perfectibilité because – as Michèle Duchet has noted – he does not accept that the species generates man and that everything occurs under the sign of necessity. Thus, the history of civilization could be the individual’s path through perfection and at the same time lead to the corruption of the species (see Duchet 1971: 332–33; Wokler 1993: 221–38; Garrett 2006).

Rousseau follows Montesquieu in stressing the influence of local situations, especially climate, on the character and spirit of nations, but he also stresses the different principles and objects of attention (religion among Jews and Arabs; war for Spartans; virtue for Romans …). “In a word,” – Rousseau affirms in the Contrat social (Social Contract) – “besides the maxims common to all, there is within each People some cause which orders these maxims in a particular manner and makes its legislation suited to itself alone” (Rousseau 1762: 2.11, OC III, 392; 79).

National character is neither just a historical result, nor just a natural attribute.18 If absent, it has to be invented from scratch, as it is the first rule of any community: “each people has, or ought to have, a national character; if it did not, we should have to start by giving it one” (Rousseau 1765: OC III, 913; 293). Rousseau seems to suggest that not only does each society require an appropriate form of government but that, at the same time, a specific national character may be shaped for a specific form of government.19 In his Considérations sur le gouvernement de Pologne (Considerations on the Government of Poland) (1770/1771), Rousseau affirms that national institutions “shape the genius, the character, the tastes and the manners of a people, which give it an individuality of its own” (Rousseau 1770/1771: OC III, 960; 168). This is the core of any proposed constitution for societies. As a consequence, education becomes instrumental in giving “souls the national form” and in directing tastes and opinion towards patriotism. The legislator acquires a crucial role as an educator. It was Moses who molded the Jews, giving them their sense of national identity. The Poles were shaping their own “national physiognomy” – an expression synonymous with the “esprit général de la nation” or “caractère national” – and so were the Corsicans. In the Projet de constitution pour la Corse (Project for a Constitution for Corsica) (1765), the word nation is opposed to peuple and has the distinctive sense of a community of citizens, sharing customs, history and character (Rousseau 1765: OC III, 940–50; 97–118; see Crépon 1996: 97–98). Instead, by merely imitating the Germans or the English, Peter I failed to shape Russian character. “Peter … did not have true genius, the kind that creates and makes everything out of nothing. … He saw that his people was barbarous, he did not see that it lacked the maturity for political order; he wanted to civilize it when all it needed was to be made warlike.” As a consequence “the Russians will never be truly politically organized because they were politically organized too early” (Rousseau 1762: 2.8, OC III, 386; 73).

The legislator has to reach the hearts of citizens, which means that it is essential to address their manners, customs and, above all, opinions. These elements make up a distinctive system, unique to the nation. In the case of Poland, the people need to acquire a notion of the significance of its institutions. The reform of the country consequently has to start by “giving the Poles a great opinion of themselves and their fatherland” (Rousseau 1770/1771: OC III, 961; 169). Military training, games, ceremonies, civic education and especially transmission of collective memory are instrumental in bringing “patriotism and its attendant virtues to the highest possible degree of intensity.” National character defines the changing relationships between the original features of peoples and the sphere of civic virtue and patriotism (see Romani 2002: 19–46; Terrier 2011: 54–58). It was the loss of civic virtue that had led to a breakdown in the bonds of attachment and the sense of national belonging, condemning the peoples of Europe to uniformity and to resembling each other, in a not dissimilar way to Ferguson’s fears: “There are no more Frenchmen, Germans, Spaniards, even Englishmen, nowadays, regardless of what people may say: there are only Europeans. All have the same tastes, the same passions, the same morals, because none has been given a national form by a distinctive institution. All will do the same things under the same circumstances … they have no other ambition than for luxury, no other passion than for gold” (Rousseau 1765: OC III, 960; 168).

This same apprehension about the homogenization of political life and culture in Europe was strongly reassessed by Herder, who predicted the total “obliteration of national character,” while he cast European policy as an incurable patient, immersed in the opium dreams of death’s agony (Herder 1774: 213–14). Auch eine Philosophie zur Bildung der Geschichte der Menschheit (Yet Another Philosophy of History for the Education of Mankind) (1774) was conceived, starting from its title, as a parody of Enlightenment philosophy of history, which targets the works of Voltaire, Hume and Robertson. Herder mocks the arrogance and parochialism of charting a universal progress of humankind through history, seen “in a nice, straight line.” He also derides comparison as such, labeling it as “unprofitable.” The philosophes “play God” when they pretend to offer “a bird’s eye view in place of an arduously acquired knowledge of the real needs and conditions of the country; an overall picture, as on a map or a philosophical chart” (ibid.: 198 and 224). These kinds of large pictures lead to the classification and ranking of peoples on the basis of eighteenth-century European standards, presumptuously assumed to be the pinnacle of virtue and happiness. In the name of cosmopolitanism, they merely reassess the “fashionable prejudices of our own century” (ibid.: 184; see also 187, 212–14); or, at best, they produce empty generalizations. What is more, in his capacity as a Lutheran pastor, Herder criticizes the insolence of Enlightenment philosophers/historians who imagined they could dominate the universe, while he worries about abstraction and skepticism.

By contrast, according to Auch eine Philosophie zur Bildung der Geschichte, nations have different values, goals, as well as manners, corresponding to their local and situated circumstances, which cannot rest on standards belonging to other times and places. Each culture has to be understood on its own terms. This raises two main issues: the first is the question of the immutability of human nature, the assumption that, as Voltaire put it, “man in general has always been what he is” (Voltaire 1756: 260–62); the second is related to the incommensurability of moral judgment. On the first point, Herder claims that “human nature under diverse climates is never wholly the same,” whereas national character continuously changes over time, together with the practices, beliefs, literatures and institutions of peoples, so that “no two moments in the world were ever identical, and … therefore the Egyptians, the Romans and the Greeks have not stayed the same through all time” (Herder 1774: 182–83). Thus, it is simply absurd to speak about a fixed genius of nations. As Sankar Muthu puts it, Herder considers national character as an “evolving artifice” subject to transformation, rather than “a pregiven or intrinsic quality of a people” (Muthu 2003: 225–26). As for the second point, Herder deems absurd the pretension to survey “an ocean of entire peoples, times and countries” at one glance, without knowing their thoughts and deeds. This profound difference within humankind prevents any possibility of evaluation, as each man, each period, “each nation has its centre of happiness within itself, just as every sphere has its centre of gravity” (Herder 1774: 186; see also 34–37). Herder constantly oscillates between emphasis on the fragmentation of human characters in multiple distinguished individuals and portrayal of an identifiable character or set of characteristics at the level of the Volk – something that invites us to be cautious about his pretended nationalism (Muthu 2003: 210–58; for a quite different view, Sikka 2011).

Herder’s interest in the difference among nations does not mean, however, either a defense of tradition as such, or a praise of any historical period. Speaking about the Middle Ages, he explains that it is not his intention to “defend the perpetual migrations and devastation, the feudal wars and attacks, the armies of monks, the pilgrimages, the crusades.” His aim is rather “to explain them,” and “to show the spirit which breathed through it all, the fragmentation of human forces” (Herder 1774: 193).

In Ideen zur Philosophie der Geschichte der Menschheit (Ideas on the Philosophy of the History of Mankind), published between 1784 and 1791, Herder extended his enquiry across historical and even geological time, connecting “nature, the anthropological, and the history of humanity” (Adler 1994: 63; see also Zammito 2002). Herder claims that each nation embodies a unique culture and genius (Gypsies excepted) and is a unique expression of Humanität. The individual is nothing without his community, nation, or Volk, which provides him with the means for understanding the world, and even the sense of his own life. Any form of exile which separates the individual from the Volk becomes, then, a dramatic condition. Climate has some influence on nations, but the latter are shaped especially by common traditions and collective memory, which are grounded in a particular language. Language cements people within a specific community. “For every distinct community is a nation, having its own national culture as it has its own language. The climate, it is true, may imprint on each its peculiar stamp, or it may spread over it a slight veil, without destroying, however, its original national character” (Herder 1784–91: 284).

The premise of this assertion was that some philosophers “have thought fit to employ the term races for four or five divisions, according to regions of origin or complexion.” But there was “no reason for employing this term.” Race refers to a difference of origin, which does not exist. “In short” – Herder concludes his reasoning – “there are neither four or five races, nor exclusive varieties on this earth. Complexions run into each other.” These are but “different shades of the same great picture which extends through all ages and all parts of the earth” (ibid.: 284). Despite the immense diversity of human life, humankind is, then, seen as one and unique: its unity is based on the same biological origins, as well as on men’s common goals, passions and notions of truth and falsehood. It constitutes one single moral community, where the “American” and the “Negro” are linked to the European by bounds of fraternity. In a parallel and opposite path from that of his former professor, Immanuel Kant, Herder dismissed race, and instead focused on culture, language and tradition as sources for human differentiations. In so doing, he outlined the new concept of nation (see Hudson 1996: 257).20

The political arena of the world radically transformed the aftermaths of Rousseau’s and Herder’s contributions: the rise of the era of revolutions, starting in the New World with the American Revolution and the birth of the United States, soon followed by independence movements in the Spanish Empire, then epitomized in Europe by the French Revolution, projected national characters into the political debate about popular sovereignty. This new stage uncovered both the question of the education of people and the debate about history as a powerful means of investigating and shaping a shared consciousness. History thus became the sphere where a Mexican Creole like Francisco Xavier Clavijero, who lived the double exile from Mexico and from the Society of Jesus, could convey his patriotism: he claimed to have written his Historia antigua de México (History of Mexico) (1780–81) in order “to serve to the utmost of my power my native country, and to restore to their full light the truths so obscured by an incredible number of modern writers on America” (Clavigero 1780–81: ix). At the dawn of the nineteenth century, history had become the discipline which counseled nations, nationalism and the celebration of national characters, as expressed by the archaeological discovery of the antiquities of the New World.

Notes



  1 “Anthropologie” is defined in Diderot and D’Alembert’s Encyclopédie as: “In the animal economy; it is a treatise on man” (Diderot and D’Alembert 1751–72: I, 497). Samuel John-son defines “Anthropology” in his Dictionary as: “the doctrine of anatomy; the doctrine of the form and structure of the body man” (Johnson 1755b: I, 161). In 1775 Blumenbach calls anthropology the study of the differences between human races. For an erudite discussion of the early meanings of anthropology, especially focused on the French context, see Blanckaert 1989: 13–43; see also Gusdorf 1972; Wolff and Cipolloni 2007.

  2 However, the article recognizes that governments that last for long periods also help to determine the formation of national characters. See Hayman 1971: 1–17; Coleman 1979: 21–47; Kra 2002: 1–6; Rechniewski, 2003: 221–37.

  3 The Systema naturae, published for the first time in 1735, was continually revised and expanded up to the twelfth, three-volume edition of 1766–68. The Linnaean classification of man acquires its definitive form in the tenth edition (1758–59), when the concept of Homo sapiens is first coined. See Koerner 1999.

  4 On the contrast between Ferguson and Smith, see Oz-Salzberger 2001: 58–83, and 2002: 197–226; Geuna 2005: 177–95.

  5 See Mercier 1953: 17–37, 159–74; Shackleton 1955: 317–29; Ehrard 1963: 691–736; Moravia 1979: 163–74; Rotta 2002: 1–35; Courtois 2002: 139–56.

  6 “Le même homme … s’est verni de noir sous la zone torride, et … s’est tanné, rapetissé par le froid glacial de la sphère du pôle” (Buffon 1749–67: v. XIV [1766], 311–12; v. II [1749], 10–11; v. III [1749], 530; v. IV [1753], 385–86).

  7 The quotation is taken from the 1753–54 edition; for the definitive version of the footnote, changed in the posthumous edition in 1777, see Hume 1748: 208. In this last version, Hume polarizes the contrast between Whites and Blacks.

  8 Among the huge historiographical debates, see Popkin 1977–78 and 1992: 64–75; Immerwahr 1992: 481–86; Palter 1995: 3–23; Garrett 2004: 127–52; Mankin 2009: 75–99.

  9 Instead, there is no evidence that in 1748 Hume wrote his essay on “National Character” as an immediate response to Montesquieu’s L’Esprit des lois, despite Peter Chamley’s hypothesis; Chamley 1975: 274–309; for a revision of it, see Mazza 2002: 465–90. On the debate between Hume and Montesquieu in relation to the issue of race, see Sebastiani 2013a: ch. 1.

10 As Smith had thought in his Glasgow Lectures, without the growth of population, no new needs emerge, and so no necessity to change the mode of subsistence and to progress. See A. Smith 1762–63/1766: 14–16.

11 On the Scottish Enlightenment’s debt to Buffon’s definition of man, see Wood 1987 and 1989; Sebastiani 2013a: ch. 2.

12 For discussions of the experience of distance in the Enlightenment histories see Osterhammel 1989: 36–68; Koselleck 1979; Phillips 2013.

13 This expression is used by Edmund Burke to comment on William Robertson’s History of America. See Marshall and Williams 1982.

14 David Hume to John Home of Ninewells, Hague, 3 March 1748 – Turin, 16 June 1748. These observations are written precisely in the same period as the essay “Of national characters.”

15 For similar statements see: Ferguson 1767: 80; Millar 1771: 177.

16 As the real chances for the members of the lowest rank to improve their condition are anyway exceptional, they can be altogether ignored: “the arrangements of civil government are made, not for what is extraordinary, but for what is common; not for the few, but for the many,” and the caste system answered to the needs of the majority. See Robertson 1791: 232–34; Brown 2009. The consistency of the subordination of social ranks in Robertson’s social thought is stressed by Phillipson 1997: 72.

17 “History of Subordination” is the title of §2 in the third part, as it appears in the 1767 edition, renamed in later editions as “The History of Political Establishments.”

18 Among those who have seen Rousseau as a precursor of nationalism: Cobban 1934; Derathé 1969; Bernard 1983. For an opposite opinion, Todorov 1989: 171–91; Barberis 1993: 5–28.

19 See Kra 2001: 813–22. Jeffrey Smith rather stresses the ambiguity of Rousseau’s attitude on this point; see J. A. Smith 2006.

20 It is not surprising that Kant criticized Herder’s attitude sharply, for his “inadequate and unsympathetic treatment of race.” Kant reviewed the Ideen in the Allgemeine Literaturzeitung, on the 15 November 1785.
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CONSTITUTIONS AND SOCIAL CONTRACTS

Susanne Sreehar

 

The importance of constitutions and social contracts for eighteenth-century political philosophy cannot be overestimated. Since attempting to offer a comprehensive treatment within the scope of a single chapter risks breadth at the expense of depth, I will instead provide an overview of the topic by way of three interconnected discussions of issues that I take to be especially significant or revealing. Taken together, these discussions will give a sense of the intricacies and variations – as well as the promise and the limitations – of eighteenth-century theorizing about constitutions and social contracts.

In the following section, I explore the anachronisms that arise in attempting to reread contemporary notions of constitutionalism back into the eighteenth century. My goal is not simply to debunk such approaches, by showing that the familiar view of the eighteenth century as the origin of modern constitutionalism is mistaken and misleading. Instead, I aim to make the content and the complexities of the concept of a constitution in the eighteenth century clear, as well as to provide an idea of how much the concept developed over the course of the century. Then, I explore the role of absolutist political theorizing in the eighteenth century, focusing on the ways in which some eighteenth-century thinkers tried to improve or reform the absolutist doctrine from within, as it were, rather than rejecting it outright. Finally, I turn to the developments in non-absolutist political thought that led to the theoretical differences between the philosophical foundations for the Glorious Revolution in England at the end of the seventeenth century and those of the French and American Revolutions at the end of the eighteenth century. Here, I show how the former were fundamentally and massively transformed into (or maybe even replaced by) the latter by way of the development of a particular kind of political discourse – a universalistic discourse of human rights. Finally, I conclude by briefly addressing the limits of and contradictions in this new discourse, by considering its exclusion of women.

Constitutions and constitutionalism: some conceptual and historical issues

Though twenty-first-century political, legal, and philosophical theories face no shortage of debates about constitutionalism, there is general consensus regarding certain basic understandings of the concept and a generally accepted account of its history, in particular its roots in eighteenth-century political theory and practice. Consider an uncontroversial and representative working definition of the term constitutionalism in contemporary political philosophy: “Constitutionalism, generally understood,” C. L. Ten (1995: 394) explains, “usually refers to various constitutional devices and procedures, such as the separation of powers between the legislature, the executive and the judiciary, the independence of the judiciary, due process or fair hearings for those charged with criminal offences, and respect for individual rights, which are partly constitutive of a liberal democratic system of government.” As Ten’s definition makes clear, constitutionalism has come to be understood as a cluster of commitments, ranging from separation of powers to the rights of criminal defendants, all within the context of modern liberal democracy. Constitutions can be understood as a collection of provisions that stipulate how a particular government will be organized, the ends it is to pursue, and the means it may employ in pursuing those ends. More specifically, constitutions are the set of fundamental laws or principles that assign distinct powers to the various organs or branches of government and protect individual rights. If it does all of this in one authoritative text, we can speak of it as what James Bryce (1901: 200) called a “documentary Constitution” (which he opposes to the “old common law Constitution”). In present-day discourse, most allow that constitutions can also be unwritten, as in the cases of the United Kingdom, New Zealand, and Israel. However, written or unwritten, constitutions are most importantly understood to have supreme status vis-à-vis ordinary legislative acts of law-making. This is why it makes sense to think that a law or statute or act of government can be unconstitutional.

According to received wisdom, Western constitutional theorizing and constitution-making in the eighteenth century was a special moment in the development of this modern conception. For example, Frederick Whelan (2004: 123) notes that the eighteenth century is “sometimes called the golden age of constitutionalism in the English-speaking world, extending from [the Glorious Revolution in] 1689 … to the framing of the U.S. Constitution a century later,” representing the triumph of individuality, liberty, and the democratic consent of the governed over tyranny and despotism. It was the century in which constitutionalism was born – beginning with the Glorious Revolution in England and working its way to America (culminating in the American Revolution and the American Constitution) and moving east onto the European Continent (culminating in the French Revolution and the Declaration of the Rights of Man and of the Citizen). Non-specialist academics and educated citizens of contemporary Western democracies tend to recognize this glorification of the eighteenth century in the development of modern liberal constitutional democracies in the West. (This is not to say that Athens and Sparta, for example, did not have constitutions; but the Greek word politeia was not regularly translated as constitution until the nineteenth century.)

Many of the tenets of this working definition of constitutionalism reflect the core principles that have come to typify contemporary liberal democracy: the idea of individual persons as naturally free and equal, for example, which in turn leads to the need for governors to represent and acquire the consent of the governed, on the one hand, and to protect individual rights, on the other. These core principles are also recognizable tenets of social contract theory that developed in seventeenth- and eighteenth-century political thought.1 Given this connection, and the flurry of constitutional theorizing and constitution-making that took place during these same eras, it is hardly surprising that the eighteenth century is typically credited as providing the foundations for our understanding of the bases of modern liberal democratic government. Montesquieu and Madison are two of our most cherished constitutionalist heroes from history; Kant and Rousseau have a special place in the hearts of contemporary contractarians; and Locke does double duty in this regard.

It is thus tempting to highlight particular debts that modern constitutionalism and modern contract theory owe to their eighteenth-century forebearers – even at the expense of competing narratives. After all, there were many important philosophical and political developments that happened during that period, without which modern constitutionalism and contractarianism would not exist or at least would not exist in the forms familiar to us. But this temptation should be resisted, as it fails to do justice to the century on its own terms – as it impacted a wide swathe of countries, not simply Britain and America – and it obscures much of what is both distinctive and fascinating about the eighteenth century in this regard.

There are a number of problems with the received narrative. First, the issues preoccupying many of the eighteenth-century theorists for most of the century (that is, before the American and French Revolutions) were different from the issues we identify as important today. For example, during the eighteenth century, many theorists simply assumed that there would be a monarch in the government (even Jeremy Bentham was a monarchist when he wrote the works for which he is best known). The debates were about the role of that monarch vis-à-vis other bodies of government. Of course, one of the achievements of eighteenth-century political and philosophical movements was the ultimate decisive overthrow of absolute (as opposed to constitutional) monarchy. But throughout the first roughly three-quarters of the eighteenth century many argued for the supreme nature of kings, on the Continent but also in Britain with the Jacobites. So, while Ten and others associate modern constitutionalism with liberal democracy and offer up the eighteenth century as the origin of this concept, for most of the century, even those who advocated for incorporating a democratic element into government assumed that the democratic element would exist alongside a hereditary, non-elected king or queen. There were also heated debates about the proper place of the nobility or aristocracy in various regimes. These facts bring into stark relief one of the differences between the eighteenth-century discussions about constitutionalism and our own and so call our attention to the problems with the straightforward, uncomplicated origin story – the existence of a politically powerful, even if limited, hereditary monarch is utterly contrary to liberalism, as we see it today. The ideas that there would be a branch of government with real power that was a result of a hereditary line of succession or that representatives would represent the people without actually being elected by them offend our constitutional sensibilities.

The assumption of monarchy is perhaps the most obvious and telling example of how the majority of constitutional thinking in the eighteenth century differs from our own; but there are others. For instance, there were serious debates about what counted as properly constitutional. Some (for example, English jurists such as William Blackstone as well as the framers of the United States Constitution and the authors of the French Declaration of the Rights of Man and of the Citizen) incorporated the rights of the accused in their constitutional theories. Others, like Jean Louis Delolme, denied that issues concerning criminal justice (for example, the question of trial by juries) were properly speaking constitutional issues, though he admitted that they were importantly related.2 Notice that Ten lists the rights of criminal defendants as included in basic notions of constitutionalism, but one simply cannot take this for granted in the eighteenth century.

Similar issues arise around the question of the independence of the judiciary. An independent judicial branch is now often taken for granted, though in America it is at least recognized as originating most importantly in the 1803 US Supreme Court case Marbury v. Madison. But the status of the judiciary vis-à-vis the other branches of government was contested in the eighteenth century. Montesquieu’s argument that an independent judiciary is necessary for the establishment and maintenance of a free society is perhaps the most famous of the time, but Blackstone, Paley, and even Edmund Burke made the case for the independence of the judicial branch. Others disputed the claim. To give just one example, Thomas Rutherforth argued that “Judicial power was plainly nothing else but a branch of the executive power” (quoted in Lieberman 2006: 334). Finally, the idea of representation – that is, the idea that political rulers must represent the people they rule – was hotly contested during the eighteenth century: some thought representation could and should be virtual or indirect representation; others insisted that it must be actual and/or direct. While the former would not require elections, for example, the latter would.

There is an even deeper problem: the familiar story primarily addresses the American experience, not the story of the period as a whole. The eighteenth century was a period of transformation for the concept of constitution, as is evidenced by the fact that some people had been praising the English constitution for decades when some (most famously, the American revolutionaries) asserted that the English simply did not have a constitution at all. To make sense of this disagreement over the meaning of the term “constitution” and for the sake of conceptual clarity, we need to pay closer attention to the history of the usage of the term.

The development of the term or concept “constitution” is complicated, but it is clear that the meaning of the term has shifted massively over time. As historian Gerald Stourzh (1988) demonstrates, in the sixteenth and seventeenth centuries, constitution had numerous senses – it connoted the health or goodness of a particular government, for example, or the enactments, decrees, and regulations of a ruler or sovereign – but the sense of constitution familiar to us was not among them. Beginning in the eighteenth century, the term constitution was invoked more often in political theorizing, but often in a general or unspecified way. For example, there are many British and European discussions of the so-called “English Constitution.” We find the term used when, for example, in 1727 Roger Acherley, an English lawyer, expressed admiration for the “Britannic Constitution [because] it secures to Britons, their Private Property, Freedom and Liberty, by such Walls of Defence, as are not to be found in any other Parts of the Universe” (Acherley 1727: vi). In the introduction to his 1771 book entitled The Constitution of England, Delolme, originally from Geneva, heaped similar praise on his subject matter, referring to it as a “model of perfection” (Delolme 1771). Examples abound of people who extolled the virtues of the British system of government, some referring to the object of their praise as a constitution, others calling it by another word, others just praising Britain. Yet, that some praised the English model of government without using the word constitution suggests that constitutionalism in the modern sense was not taken for granted, and that the term constitution did not have to be used to describe this commonwealth.

Notable attempts to provide explicit definitions of the term, rather than simply invoking it in some general way, were given by Viscount Bolingbroke and Emmerich de Vattel. Distinguishing it from government, Bolingbroke (1733: II, letter 10; 88) defines a constitution as “that assemblages of laws, institutions and customs, derived from certain fixed principles of reason, directed to certain fixed objects of public good, that compose the general system, according to which the community hath agreed to be governed.” The English constitution, in other words, included both fundamental principles and rights and the existing arrangement of governmental laws, customs, and institutions. Bolingbroke’s definition seems descriptive; it suggests that constitution refers to how a given polity is ordered, whatever that might be, and however the polity and its institutions had evolved over time to assume their present form. But even this view was not intended to be without normative content. Bolingbroke goes on to say that a good government exists when the administration of affairs is wisely pursued “and with a strict conformity to the principles and objects of the constitution.” Vattel in 1758 says that a constitution of a state is “the fundamental settlement that determines the manner in which public authority shall be exercised” (quoted in Stourzh 1998: 35). Montesquieu distinguishes three forms of government (republics, monarchies, and despotisms), and uses the term “constitution” to refer to all three (while also using the term in other ways). Here again, we see the difference between how eighteenth-century theorists used the word and how we use it today. Put crudely, to say “democratic constitution” in modern parlance is simply redundant. Put more precisely, we could say that a constitution that is not democratic would now be seen as co-opting a democratic form in order to appear legitimate.3 Either way, the opposite was the case for the eighteenth-century theorists; even those who supported abolishing the monarchical element of government did not take this for granted.

The diversity of ways in which the term “constitutionalism” was used helps to explain the puzzle to which I alluded above. Many had praised the English constitution for decades – indeed, such praise was common parlance in many circles. Then, Paine, Madison, and others charged that England lacked a constitution. As Thomas Paine declared in the Rights of Man, “there is no constitution in England” (1791: 124). How can we explain this? Well, it is clear that Paine meant something different in making this claim than did those who praised England’s constitution. The English generally took a constitution to be the entirety of government, the whole complex of government or something like that – fundamental rights plus the way in which the government was constituted or put together (as opposed to one written document that served as the authoritative text specifying how government was to be organized or which liberties were to be protected). The Americans, by contrast, created their own meaning of constitution, holding in mind the written document that stood above ordinary law. The English constitution was not written,4 but also it was taken by some to be identical – or coextensive – with the legislative power, meaning that there was no separate or higher determination of it or checks on it. Blackstone, for example, famously professes a doctrine of parliamentary supremacy that makes this latter point explicit. For the American revolutionaries, a constitution was understood not to be a part of government at all. Instead, it was taken to be a written, founding document distinct from and superior to all the operations of government. It was, as Paine puts it, “a thing antecedent to a government, and a government is only the creature of a constitution.” Paine continues his definition saying, “It is the body of elements, to which you can refer, and quote article by article; and which contains the principles on which the government shall be established, the manner in which it shall be organized, the powers it shall have, the mode of elections, the duration of parliaments, or by what other name such bodies may be called; the powers which the executive part of the government shall have; and, in fine, every thing that relates to the compleat organization of a civil government, and the principles on which it shall act, and by which it shall be bound” (122). The constitution thus could never be an act of the legislature or of a government; it had to be the act of the people themselves. Paine, Madison, and others grounded this charge in large part on the basis of the Septennial Act of 1716 in which the English Parliament extended its own term limits. Since the Americans thought of a constitution as a deliberately framed agreement that was paramount to government, superior to ordinary legislative enactments, that imposed effective limits on the exercise of political power, they concluded that England lacked a constitution.

The point is simply that our current understanding of the term constitution is a product of the end of the eighteenth century; it does not characterize the century as a whole. The term was used more often and associated with the structure and principles of government in some general way as the eighteenth century wore on, though the health analogy can be found in the Federalist Papers. But it was not until the very last decades of the eighteenth century – with the framing and founding of the US Constitution – that the term took on a meaning recognizable to its current one. In other words, throughout the eighteenth century, even as the term constitution gained traction, no one understanding of the term was dominant, let alone uncontested (and certainly not our present understanding).

Careful engagement with eighteenth-century constitutional thinking thus requires that we suspend many of our preconceptions about what constitutional thinking entails and about what the notion of a social contract covers, includes, and excludes. The notion of a constitution as a written document that stood above government and enumerated the rights and powers of citizens and various branches of government, built in with a device to ensure that supremacy was “the great innovation and achievement” of the particular American experience (Stourzh 1988: 47). In order to understand the experience of a wider geographical territory – that is, Europe, not just England but also the Continent, and to understand the century as a whole – not just the narrow time period surrounding the American constitutional debates (1776–80), we need to be cautious, turning our attention to understanding the way in which constitutions, constitutional issues, and social contracts were discussed, debated, modified, and sometimes overthrown in the eighteenth century in its own terms.

The development of absolutist ideology and politics in the eighteenth century

Absolutism as a political philosophy enjoyed its heyday in the sixteenth and seventeenth centuries, most famously, in the work of Bodin, Hobbes, and Pufendorf. Though there were variations on it, the core commitments were to the existence of one all-powerful sovereign, the denial that sovereignty could be limited or divided, and the rejection of the idea that the sovereign could be in any way accountable to the people, such that the sovereign needed to be elected by them or they had rights that they could exercise against the sovereign. Virtually all of those who espoused absolutist principles were proponents of monarchy, though some acknowledged other forms of sovereignty as examples of absolutism.

Absolute monarchy would seem to represent, in the most fundamental ways, the antithesis of everything for which modern-day constitutionalism stands.5 Nonetheless, it is, I contend, essential to understanding the background and development of constitutionalism in Western political thought in the eighteenth century. To begin, notice that absolute monarchy can be understood as a kind of constitution or constitutional principle. If we understand constitution in its most “minimal” sense – that is, simply as the “set of rules or norms creating, structuring and defining the limits of, government power or authority” (Waluchow 2001) – then absolute monarchy clearly counts as a variant.6 The defining principle of this variant is something like the following: all political authority rests with an all-powerful monarch, who enjoys unlimited and undivided power. This is undoubtedly a position in logical space, i.e. a possible way of constituting government (though most people nowadays think of it as an undesirable way).

We need not worry about anachronism here because, during a period in which the meaning of “constitution” was both contested and in flux, absolute monarchy was among those structures that were commonly understood as a kind of constitution. First, in this “generic sense [of constitutions],” as Stourzh (1988: 44) refers to it, “of regulations and rules,” it appeared in several of the documents of the early British settlers in North America. Even in the earliest uses of the term in the early modern period we can find evidence that absolute monarchy was understood as a kind of constitution. For example, “the legal dictionary of John Cowell [1607] refers to ‘the nature and constitution of an absolute monarchy’ with ‘nature’ and ‘constitution’ meaning basically the same thing” (Stourzh 1988: 40). Further, though he was one of its harshest critics, Montesquieu (1989: 21) understood absolute monarchy, or what he called “despotism,” not simply as a position in logical space but as an actual description of past and present regimes. Montesquieu includes it in his typology of forms of governments and defines it as the unchecked rule by one person’s “will and caprice.” He characterizes despotic regimes – not to be confused with tyrannical regimes – as driven by fear and by the absence of fundamental laws and, consequently, of their repositories. Nonetheless, as loathsome as he found it, he treated despotism as one of the three “natural” forms of government.7 To put the point another way, for Montesquieu, absolute monarchy is (descriptively) a kind of constitution; it is just that it is (normatively) a bad one.

There are a number of ways in which absolute monarchy persisted on the political and philosophical stages throughout much of the eighteenth century. First, it remained in political form (that is, as a way of constituting government); France, Prussia, and Austria, purported to be constituted as absolute monarchies. Second, it was recognized as a valid contender for a plausible, even dominant, political theory, and royal absolutism in particular was theorized and retheorized in response to political and philosophical pressures. The divide that emerged among defenders of royal absolutism is an important example of this process. While one strain of thought tried to reformulate traditional notions of the patriarchal divine right of kings, another re-envisioned royal absolutism almost completely as “enlightened absolutism.” Nevertheless, from a contemporary vantage point, absolutism was the political and philosophical target that those figures who we now most often associate with constitutionalism took themselves to be opposing.

Absolutist, virtually absolutist, or claiming-to-be-absolutist politics and ideology constituted the reigning state of affairs in many European countries for much of the eighteenth century. Supreme royal power and prerogative were realized to some significant extent on much of the Continent. Intermediary institutions such as the French parlements had been effectively stripped of all their actual political power. The clergy had been subdued in Prussia and Austria.8 Moreover, actual kings claimed this kind of authority – for example, King James I and Charles I in early seventeenth-century England; the various King Louis (Louis XII–XVI) in France throughout the seventeenth and eighteenth centuries (until the demise of their dynasty in the French Revolution); Catherine the Great of Russia; Frederick the Great of Prussia; and Joseph II and Maria Theresa in Austria. Both divine right absolutism and enlightened absolutism were philosophical positions advanced by theorists; and both were also invoked by a number of these important monarchs.

The tradition of patriarchal divine right

In France, the kings claimed to rule as divinely ordained fathers of their subjects. This claim was part of French political genealogy, at least on one popular understanding of it. France’s Ancien Régime was imagined by many along Filmerian lines, where absolute sovereignty was granted to Adam to govern over the earth, Eve, and their offspring. Popular discourse reflected a reciprocal or reflexive understanding of the family as a monarchy and the monarchy as a family – in both cases the patriarch had all the power and was seen to rightly rule over those who were naturally and divinely ordained to be subordinate and subservient. Kings – and there were only kings in France because Salic law excluded females from inheriting the throne – were granted absolute prerogative from divine ordination rather than human convention or agreement, and so were accountable only to God. But kings were entrusted with such immense power ultimately in order to govern in a fatherly manner; the people were entrusted to their care as children are to their fathers. The family model of French monarchy served to invalidate claims to the contractual or conventional basis for government as well as attempts to assert that royal authority might be limited, divided, or properly resisted.

Jacques-Bénigne Bossuet, tutor to the Dauphin (the French Prince) from 1670 to 1681, in his 1709 treatise Politics Drawn from the Very Words of Holy Scripture (Politique tirée de l’Écriture sainte) provides a classic expression of the theory of the patriarchal divine right of kings and the earliest philosophical analysis of absolutism in the eighteenth century. Bossuet qualifies his glorification of the French king with a seemingly small but ultimately crucial caveat: the king must of course rule justly and well in the best interests of his subjects, lest he fear God’s wrath when he must account for his actions.

Bossuet offers a vision of “royal authority” saying “Behold an immense people united in a single person; behold this holy power, paternal and absolute; behold the secret cause which governs the whole body of the state, contained in a single head: you see the image of God in the king, and you have the idea of royal majesty” (Robinson and Beard 1908: 4–8). His grounds for believing that this is the correct conception of political authority involve two central claims: first, that “all power is of God”; and second, that rulers act as the ministers of God and as his lieutenants on earth – it is through them that God exercises his empire. His evidence here is the doctrine of St. Paul. The ruler, says St. Paul, “is the minister of God to thee for good. But if thou do that which is evil, be afraid; for he beareth not the sword in vain: for he is the minister of God, a revenger to execute wrath upon him that doeth evil.”

According to Bossuet, a number of tenets follow from these claims. First, the power of the king is unlimited and he is unaccountable to those he rules: “The royal power is absolute. … The prince need render account of his acts to no one.” Second, attacking the king is never legitimate, because “the person of the king is sacred, and … to attack him in any way is sacrilege.” This not only rules out regicide but also figurative attacks (for example, criticisms or disputing the king’s power). Any resistance at all to the exercise of royal authority is illegitimate: “the only protection of individuals against the public authority should be their innocence.”

The brief but important subtext in Bossuet’s analysis of royal power reminds the king that while he is not beholden to the people, he is beholden to God. He says, “But kings, although their power comes from on high, as has been said, should not regard themselves as masters of that power to use it at their pleasure … they must employ it with fear and self-restraint, as a thing coming from God and of which God will demand an account.” He uses this to administer a powerful admonishment to kings not to abuse their immense power: “O kings, exercise your power then boldly, for it is divine and salutary for human kind, but exercise it with humility. You are endowed with it from without. At bottom it leaves you feeble, it leaves you mortal, it leaves you sinners, and charges you before God with a very heavy account.” For Bossuet, the Crown comes not only with a heavy burden to bear, but also with a frightening one. “Kings should tremble then as they use the power God has granted them; and let them think how horrible is the sacrilege if they use for evil a power which comes from God. We behold kings seated upon the throne of the Lord, bearing in their hand the sword which God himself has given them. What profanation, what arrogance, for the unjust king to sit on God’s throne to render decrees contrary to his laws and to use the sword which God has put in his hand for deeds of violence and to slay his children!” Contemplating the eternal fate awaiting the king who uses his power unjustly is to inspire unimaginable dread, which serves as the only check on his power as he chooses to exercise it in his temporal lifetime. Not surprisingly, in many cases, this led to fraught relations with the clergy, who thought that God’s eternal check on divine power ought to be mirrored by a strong clerical presence in political institutions. In order to guarantee the absolutism of monarchical power, Bossuet argued that the government should be tightly knit and centralized, with local powers, especially the nobility, brought under the control of agents of the king. Many of Bossuet’s recommendations were applied largely successfully during the reign of Louis XIV in France.

There were varied reactions to this patriarchal divine right model of absolutism among those living under it. Some clearly accepted it. Some critics, such as Locke and Montesquieu, took the time to offer sustained arguments against it (though Montesquieu’s criticism of despotism is not limited to its patriarchal divine right formulation). Others simply rejected it outright. Those who did not even take it seriously enough to argue against it, or who were engaged in efforts to forge political theories based on fundamentally different premises, often simply ignored the case for it or dismissed it as not a viable position at the start. Others tried to provide alternative readings of French history in order to make the case that France had a tradition of some sort of limits on royal power. Arguably, Voltaire employs both of these last two strategies, though he eventually abandoned the latter in favor of the former.

The debate around absolute monarchist authority was complex, and cannot easily be divided into proponents and opponents. Some reformists accepted the theological and patriarchal discourse contained in the justification for absolute monarchy while reformulating it in order to advocate for social and political change, on both an institutional and a local level. For instance, the French parlementaires, who were recalled from exile in 1732 by Louis XV, issued a variety of remonstrances against the policies and practices of the French King. Historian Jeffrey Merrick (1991: 317–30) details the ways in which the French parlementaires employed traditional discourses of patriarchalism in order to advocate for local reforms (such as changes in grain policy) and institutional change (for example, regular meetings of the French parlements). The parlementaires drew on the familial analogy in two important ways. First, they used its language, appealing to the king’s “paternal tenderness for subjects whose affection makes you regard them as your children.” By appropriating the language of kingly fatherhood and the duties it implied, they emphasized the obligations of kings as well as the obedience of subjects. They pointed out that excessive taxation was causing destitution and appealed to the king’s fatherly concern to care for his people and provide them with the means of survival.

Perhaps most importantly, they tried to entrench a place or role for themselves as “intercessors and intermediaries” between the French people and the French Crown – necessary to convey information from the populace to the king, so he could perform his divinely ordained duty. In keeping with their role as “children,” the parlementaires’ remonstrances against royal policies were formulated to be “humble and respectful,” never opposing the king’s absolute claim to authority. They compared the “language of subjects to their sovereign and children to their father” and claimed that “filial respect is not at all opposed to legitimate complaint,” though tears “are the only arms that subjects may use against their sovereign.” Working within the traditional absolutist discourse of divinely ordained, patriarchal right, the parlementaires willingly granted that the king had “all the authority of a sovereign” (emphasis added), but they reminded him that he was also supposed to have “all the tenderness of a father” for his people. By implying that the king was neglecting his paternal duties, they were able to combine a professed submissiveness with aggressive criticism of tax policy, clergy, and so on. In so doing, they purported to demonstrate their value as “humble” intermediaries. As such, the parlementaires ultimately offered a dramatically new vision of the divinely ordained patriarchal nature and foundations for royal power.

This strategy did not work. The king ignored their remonstrances virtually all of the time. In what Merrick calls a “rhetorical tug-of-war” the king fought back, in part by reminding the parlementaires of their duty to set an example for the kingdom as a whole by being models of filial submission, and pointing out that their constant complaints gave the lie to that duty. This tug-of-war failed both to engender the intended reform and to resolve any of the disputes or conflicts over the constitutional nature of French royal absolutism. Yet, their example, even if unsuccessful on its own terms, serves to demonstrate just how far removed were eighteenth-century practices of patriarchal divine-right monarchy from the Filmerian vision of divine right in previous centuries. These developments are distinctive not only for their variety, but for the surprisingly transformative potential that reformists were able to find within a seemingly simple and oppressive framework.

The theory of enlightened absolutism

The other distinctive feature of absolutist thought in the eighteenth century occurred in the development of theories of “enlightened absolutism” (also called “enlightened despotism” or “benevolent despotism”). Before we can distinguish between the numerous variations on this theme that developed over the course of the eighteenth century, we must distinguish between those who argued for a strong monarch within a mixed constitution, such as Delolme, and those who advocated overarching monarchical power, even while refusing to grant that power some transcendental grounding (such as divine right). The latter, and not the former, are the focus of my discussion.

“Enlightened” and “enlightenment” had a number of meanings during the period, though they tended to coalesce around a couple of strands of thought – namely, the importance of rational and informed government, the need for reasoned understandings of the public good to take priority; and an overriding desire to separate politics and government from religion, superstition, and clerical influence. At the same time, enlightened absolutists were united in their distrust of both democracy and the figure of the common man. Thus, proponents of enlightened absolutism advocated a notion of overarching monarchical power that was not subject to externally imposed limitations or accountable to the people, even while eschewing any notions of naturally or divinely ordained absolute power. Reason and attention to the common good, rather than monarchical self-interest, were expected to provide both sufficient and appropriate checks on monarchical power and, at the same time, ensure the best possible outcomes for the polity as a whole. The rich variety within enlightened absolutism can be demonstrated best by considering the approaches of three of its most important advocates: Abbé de Saint-Pierre, Voltaire, and Beccaria. All three attempted to cast royal absolutism in a positive light, although, under that light, it bears little resemblance to the royal absolutism that had traditionally been practiced and that currently existed in France.

Abbé de Saint-Pierre was one of the first in the eighteenth century to offer this alternative kind of theory of absolutism. He simultaneously combined a consequentialist argument against divided government with the stipulation that the absolute sovereign must rule in a rational manner. Saint-Pierre insisted that effective government was necessarily despotic, but he added the stipulation that this despotism be enlightened – that is, that the unbridled power of the ruler be employed in a fully informed and rational manner. As he describes, “when power is united with reason, it cannot be too despotic for the greater utility of Society” (quoted in Kaiser 1983: 635).

Despite his suggestion that political power be as despotic as possible, Saint-Pierre’s intention was to rationalize French law and he insisted on numerous and drastic reforms, both in taxation schemes and in institutional structures. He argued for depersonalized, decentralized, and transparent governance, advocating that the king consult various representatives of the public and “seek always the greatest public utility” (quoted in Kaiser 1983: 637). But as liberal or progressive as Saint-Pierre’s proposed government might seem, he is ultimately best understood as part of the absolutist tradition. He had no faith at all in democracy, believing that the French people lacked the capacity for self-rule; rather his emphasis was on the reform of the monarchy. But his reformed monarchy was still not subject to external limits and he explicitly granted the king the power to revoke privileges to various magistrates at will. For this reason, he is rightfully characterized as a proponent of absolute monarchy.

Voltaire was perhaps the most famous of the proponents of enlightened absolutism. Voltaire thought the masses were ignorant, irrational, and superstitious. “The populace,” according to Voltaire, “are oxen who need a yoke, a goad, and hay.” He declared that he would prefer “to obey a fine lion much stronger than himself to two hundred rats of his own species!” (quoted in Artz 1968: 76). He believed in man, viewed in the abstract, provided man was educated and used his reason. The common man that Voltaire saw around him, though, fit neither criterion.

Voltaire preferred enlightened absolutism both to democracy and to the kind of limited monarchy that was supposed to exist in England and which Montesquieu and others praised at such great lengths. According to Voltaire, what we might describe as a rational, benevolent dictator was most desirable because such a ruler would be most effective at ruling well and at instituting the kinds of reforms Voltaire and others thought France so desperately needed. But there were limitations (of a sort) on this despot; after all, despotism was only justified if it was enlightened. Louis XV, under whom he lived, was the exact opposite of everything Voltaire endorsed. His government did not act according to the law, it passed bad laws, it was extravagant and spent too much money on wars and palaces; the taxation system was corrupt and unfair, and the church was abusing its power free from government interference. In these timely political critiques of existing kings, we can see how eighteenth-century proponents of absolutism seem to be moving away from their sixteenth- and seventeenth-century predecessors.

Voltaire is significant in the history of constitutional thought for a number of reasons. For our present purposes, however, it is important to note that he was part of the early eighteenth-century movement in political theory, which held that different conditions made different countries more suitable for one kind of government over another. Voltaire himself thought the French were too ignorant for republican democracy and that adopting the English model would only perpetuate feudalism and church abuses. So, Voltaire’s is not a principled defense of absolutism per se. He simply thought the other forms of government on offer would not work for France. Since he rejected utopianism, he did not present a political theory that would be good in general or provide a model for the organization of government as, say, Locke did. Monarchy or democracy would be good or bad depending on the circumstances. However, he did advocate for freedom of the press and religious toleration on principled grounds. Similarly, his arguments for civil rights (such as the right to a fair trial) and religious toleration were of a different kind – those things were always good and should be instituted no matter the form of government.

Finally, a third significant articulation of enlightened absolutism can be found in the work of Italian philosopher and politician, Cesare Beccaria. While he was attacking what he chose to describe as intermediate despotism, he was in fact recommending what would be called enlightened despotism or absolutism. In Dei delitti e delle pene (On Crimes and Punishments) (1764: 53), he said, “How happy humanity would be if laws were being given to it for the first time, now that we see beneficent monarchs on the thrones of Europe! They are rulers who love peaceful virtue, the sciences and the arts; they are fathers of their people, citizens who wear the crown …. enlightened citizens [should] desire more ardently the continued increase of their authority.” Like Voltaire, Beccaria recognized the potential for what he called “humane princes” to enact drastic and much needed reform. It is neither surprising that Beccaria’s writings were cited by Catherine II, who famously claimed that “the Sovereign is absolute, for no other than absolute Powers vested in one Person, can be suitable to the extent of so vast an Empire,” nor that he was given employment under the rule of Maria Theresa and Joseph II. In fact, it is the extent to which these rulers actually adopted Beccaria’s proposals for substantial changes to the criminal law that is most striking.

There are at least three lessons we can draw from this discussion of absolutism in the eighteenth century. First, absolute monarchy, often understood as an external foil or opponent to constitutionalism, can instead be read as a variant within it. Second, we cannot associate absolutism versus non-absolutism with good versus bad rule. Consideration of the corruption in England’s “mixed monarchy” – which was widely known and the subject of much complaint – and the admirable policies of at least some of the enlightened despots on the Continent, especially in terms of religious toleration, tax reform, provisions for the poor, and education, prohibit us from drawing any sort of neat evaluative dichotomy. Third, the so-called “enlightenment,” with its emphasis on the reason of mankind, did not come with an immediate commitment to democracy. The enlightened absolutists do not link ideas of enlightened reason and political reform with a commitment to democracy/popular sovereignty and constitutionally limited government. In fact, they link some of the most important principles we associate with liberal democracy (religious toleration, legal and penal reform) with a distrust of popular sovereignty and an endorsement of strong state power.

Additionally, it is worth noting the fate of these doctrines both philosophically and politically. In France, attempts to reform absolutist doctrines of patriarchal divine monarchical right and the idea of a beneficent dictator failed on the political level. That is, first, the attempts to reform systems that implemented or espoused these doctrines and the implementation of the reforms failed. Second, the doctrines themselves, especially in the case of patriarchal divine right, proved to be impervious to successful reformulation or improvement. It took the incredible and shattering events of the French Revolution to completely overhaul it, destroying not only monarchy in France, but also rejecting the idea of unlimited, unchecked government power in itself.

Absolutism, in the hands of theorists of enlightened despotism, took on a different meaning than the received understandings of the term at that time. These theorists had significant, lasting concerns about non-absolutist forms of government. But the grounds they provided for the superiority of royal absolutism were consequentialist or utilitarian, rather than divine, natural, or conceptual. Theirs was not a principled defense of absolute monarchy as such: absolute power was only legitimate if it was enlightened. Their justifications lay in the character of the individual rulers and their policies and not some legitimacy-granting mechanism for absolute rule by itself. To the extent that a particular despot was not enlightened, these theorists were often ferocious critics of the rule (or they provided the resources for ferocious criticisms, even if they themselves only inconstantly actually provided those criticisms at the time). But they all wanted to divorce the idea of despotism from the idea of rule by whim or caprice (that is, from Montesquieu’s definition of it).

Worries about absolutism per se (separate from its association with monarchy) remained in the debates in England over the role of Parliament. Indeed, Blackstone’s famous doctrine of parliamentary supremacy was criticized as a reinstantiation of absolutism, the very thing to which the post-Revolution English model was supposed to stand in opposition. Moreover, in England, commitments to absolute monarchy remained popular in some circles until the defeat of the Jacobites in the mid-eighteenth century. As Goldie (2006: 46–47) points out, even Filmerian patriarchalism and old monarchical theories of divine right popped up in the oppositions to the revolutions and at various points in England by the Jacobites. Even into the nineteenth century, Bentham made criticisms of divided government. We can even see remnants of the idea of the beneficent dictator in Bolingbroke’s mid-century notion of the perfectibility of princes. Neither Bentham nor Bolingbroke was a proponent of governments having completely absolute power, of course, yet their remarks reveal how insights drawn from pieces of absolute ideology lingered in England long after the abolition of a monarchy that could claim any significant power, let alone absolute power. Such insights included concerns over divided power, as well as the idea that monarchs, if they existed, should and could serve as a powerful force for good. Thus, various commitments associated with absolutist ideas persisted, though the doctrine as a whole never recovered from its decisive political defeats, first in England in the seventeenth century then in France at the end of the eighteenth century.

Though there is much more to be said, I hope both to have provided a sense of how multifaceted and intriguing the story of early modern absolutism is and to have given a sense of the complexities and importance of its legacy. As a philosophical theory of government, the model of royal absolutism undergoes a series of transformations as its (philosophical) advocates attempt to defend it from the increasingly prominent and powerful critics and alternatives. Some of these attempts are quite valiant, and deserve attention not only for the philosophical perseverance they so clearly demonstrate but because they represent a very real challenge to many of the fundamental tenets and assumptions underlying non-absolutist theories of government. Nonetheless, absolutism was ultimately defeated as decisively philosophically as it was politically in the West. Its primary legacy is as foil to the champions of constitutionalism, understood as precursor to the modern notion.

The end of the eighteenth century represents the defeat of absolutist monarchy as seen through the American and, most significantly, the French Revolution. This moment is significant not only for what ended, but for what took its place. At the beginning of the century, the only viable alternative to absolute monarchy was the English model. By the end of the century, the political geography of Europe looked very different. We can understand this change by tracing the fortunes of the political concepts of contract and consent, and their shifting role in the philosophical foundations offered for limited government.

The rights of “man” and men

There is no doubt that the eighteenth century saw a radical change in theorizing about constitutionalism and social contracts. One need only juxtapose the arguments for the Glorious Revolution in England at the end of the seventeenth century with those of the American and French Revolutions at the end of the eighteenth to see how the primary arguments shifted to a focus on a purportedly new, universalistic discourse of abstract principles, including human rights. While the English Bill of Rights of 1689 referred to the “ancient rights and liberties” established by English law and deriving from English history, by contrast, the American Declaration of Independence of 1776 insisted that “all men are created equal,” possessing “unalienable rights” and the French Declaration of the Rights of Man and of the Citizen of 1789 proclaimed that “Men are born and remain free and equal in rights.” These rights referred to in the latter two documents are universal, meaning, as historian Lynn Hunt explains, “[they apply to] not French men, not white men, not Catholics, but ‘men,’ which then as now means not just males but also persons, that is, members of the human race. In other words, sometime between 1689 and 1776 rights that had been viewed most often as the rights of a particular people – freeborn Englishmen, for example – were transformed into human rights, universal natural rights, what the French called les droits de l’homme or ‘the rights of man’” (Hunt 2007: 21–22). In this section I highlight some of the most important and radical changes that were brought about over the course of the eighteenth century, but I also call attention to an equally important continuity: the preservation of many systems of hierarchy and exclusion.

The story of eighteenth-century constitutionalism (in its non-absolutist form) begins in England. The constitutional regime in England resulted from a long process, but the key moment was the Glorious Revolution. This regime – at least as it existed in theory (what happened in practice is another story entirely) – was admired and praised by those inside and outside of England. In particular, admirers of the “English Constitution” noted the ways in which the abuse of government power had been thwarted, from certain institutional arrangements, such as a mixed or balanced constitution or the separation of powers, to the explicit protection of the rights and liberties of individuals. Despite continuing debates over how the system – and structure – might be reformed, the English regime remained both stable and admired.

Interestingly, as much as the English model was admired and as much as people in other countries emulated it and longed for similar institutional changes and specific reforms to be instituted in their own countries (France is the obvious example), the English model appeared to be virtually impossible to generalize. There are at least two main reasons for this: first, there was a specificity inherent in the genesis and development of this model; and second, there was the rejection and devastating critique of the philosophical foundations of this model, namely, its certain conception of the social contract, its perfectionist thinking about politics, and the corresponding shift to an empirical study of constitutions. Both made it nearly impossible for would-be reformers in other countries to agitate for the adoption of something like the English model and the limits on government power and protection for individual rights and liberties that they so wanted.

The English model was grounded in customs, conventions, and traditions that were specific to England. Both the common law and the various political documents – from the Magna Carta to the Petition of Right – provided for the protection of individual rights and liberties, but they provided for those protections to Englishmen qua Englishmen. And certain political events, such as various monarchs agreeing to limits on their power or acknowledging the power of other political bodies – such as Parliament – established limits on what the English government could legitimately do. The Englishman’s right to a fair trial was provided by the ongoing development and evolution of English common law and not, for example, a universal right to the same. Everything was specific and indexed to English history. These were not arguments that there was a universal right to, say, a fair trial, or that non-monarchical bodies in general should have real political power and are not beholden to the king no matter what. Thus, the French reformer who wanted the French government to change such that it looked more like the English government could not appeal to the Magna Carta, the Petition of Right, or the King-in-Parliament model.

These specificities alone might have been enough to explain the apparent singularity of the English example. But the Glorious Revolution was not only justified by appeal to the particularities of English history and custom. In fact, a whole complex philosophical apparatus was available for potential use by anyone arguing for limited government, etc. The social contract tradition (with its concomitant conceptions of natural law) as well as the utopianism and perfectionism of Harrington and More, provided more than enough resources for people to argue for drastic reform. Yet, in an ironic twist, some of the strongest admirers of the English model were precisely those whose critiques of contract undercut the philosophical foundations of that model, eschewing the philosophical resources for limited government, protection of individual liberties, and so on, that were on offer. We see this almost paradoxical turn most clearly in Montesquieu, Bentham, and Hume.

Though the idea of a social contract has always faced criticism, the eighteenth century witnessed an especially powerful and organized attack on its very foundations, an attack from which it would never entirely recover. The target of these attacks was not social contract theory in general (which, after all, had a history stretching back to ancient times) but that of the seventeenth century in particular: the contract theories of Grotius, Hobbes, Pufendorf, and primarily Locke – or at least the received or popularized versions of these theories. Despite their differences, these seventeenth-century theorists all held persons to be naturally free and equal, subject only to that political authority to which they consent. The elements that were seen as most salient were a cluster of ideas about contract and consent that followed from this basic tenet – the idea that government was founded or justified by a contract or that contractual considerations were at the heart of understanding politics, and so forth. The idea that a person’s obligation to obey the laws of the state was grounded in contract served to define and limit (or not) that obligation, establish the government’s duties to the subjects, and provide constitutional guidelines for the organization of (and possible limitations of) state power.

Of the eighteenth-century critics, Hume offered the most famous attack on social contract discourse, notorious in part for its devastating nature.9 In both his essay “Of the Original Contract” (1748) and in Book 3 of the Treatise of Human Nature (1739–40), Hume disparages the idea that political societies could be understood as originating in some sort of foundational contract. In a nutshell, Hume’s point was that the notion of an original contract was historically inaccurate, philosophically incoherent, and ultimately untenable. He claims that his arguments are based on appeals to history, reason, and experience. Hume points out that governments simply were not formed in the way Hobbes and Locke seem to describe – that is, by people living in a “state of nature” coming together to form a contract instituting a political society/government. The story is, of course, more complicated, and while some sort of consent might have come into play at some stage for some societies, to posit an original contract as the basis for government in general is both underdetermined (if not disproven) by the historical evidence and philosophically unwarranted. Hume does seem to admit that England has some sort of contract between rulers and ruled but takes England to be the exception. Moreover, Hume argues, even if tribal chiefs had exacted some sort of consent from each other or those over whom they held power, this would not be binding on future generations.

The idea that government originated in contract is not only historically inaccurate, Hume concludes, it is philosophically preposterous. Hume systematically dismantles Lockean notions of natural law and right and Hobbesian ideas about the contractual basis for promise-keeping. With regard to the latter, Hume endorses an argument given by Shaftsbury that it makes no sense to say that the duty to keep one’s promises is established by a contract – how could a contract have established such a duty if it did not already exist? (See Shaftesbury 1711: 51.) Rather, the best way to understand such things – to the extent that this is even a question worth asking – is in terms of utility and certain sentiments. Social and political institutions are grounded in, justified by, and sustained by their utility and the accompanying “sentiment of approbation” that is felt by people living under peaceful, stable governments.

Hume’s conclusions were convincing to and taken up by others as the century progressed. Bentham, at the end of the century, said in his critique of Sir William Blackstone’s use of the idea of an original contract: “As to the Original Contract … The stress laid on it formerly, and still, perhaps, by some, is such as renders it an object not undeserving of attention. I was in hopes, however, till I observed the notice taken of it by our author, that this chimera had been effectively demolished by Mr Hume. I think we hear not so much of it now as formerly. The indestructible prerogatives of mankind have no need to be supported upon the sandy foundation of a fiction” (Bentham 1776: 153–54). Bentham’s words are a testament to how persuasive Hume was to those who were amenable to the position.

Bentham also adopts Hume’s eagerness to demolish the idea that political obligation cannot be founded in contract but rather is a result of habit and utility. Because governments provide peace, security, and the possibility of commodious living, it is in our interests to give them our allegiance. It is their utility also that gives them legitimacy, not some notion that we “agreed” to be ruled. The origin of political societies does not emerge as the result of some sort of contract or promise, rather their origins must be cashed out in terms of what he calls “habits of obedience.” We can hear Hume’s voice when Bentham makes claims such as, “When a number of persons (whom we may style subjects) are supposed to be in the habit of paying obedience to a person, or an assemblage of persons, of a known and certain description (whom we may call governor or governors) such persons altogether (subjects and governors) are said to be in a state of political SOCIETY” (Bentham 1776: 137). Note that this quotation identifies two separate issues: the best explanation for the origin of political societies, on the one hand, and the philosophical or conceptual derivation of political obligation, on the other. Bentham and Hume reject both contractarian explanations for – and justifications of – the origin of political societies, political authority, and political obligation.

Though, as I will discuss shortly, social contract theory was resuscitated at several points over the course of the eighteenth century, newer versions were equally unable to satisfy their critics. Like Bentham, Burke also rejects the contractarian imagery but without the accompanying appeal to utility (see Reflections on the Revolution in France [1790]). Notice that being an outspoken critic of social contract theory was not correlated with the rest of one’s political theory or commitments. Bentham was a reformer while Burke, and to a lesser extent Hume, had more conservative leanings.

The philosophical attack on social contract theory was not unconnected to a methodological turn we find in the eighteenth century. Montesquieu and Hume were both engaged in what we might call a proto-sociological project – that is, in trying to account for the general causes of different kinds of societies. The perfectionism and utopianism embedded in the question that preoccupied many seventeenth-century theorists – namely, what was the ideal form of government? – gave way to a focus on questions about how certain kinds of governments arose and flourished in certain kinds of conditions, and not others. This was largely an empirical project, with discussion of population size, climate, soil conditions, and the like. Indeed, it is not insignificant that, while Hume takes it upon himself to argue explicitly and systematically against the contractarian-origin theory of government, Montesquieu simply ignores it – a telling omission.

This new found empirical preoccupation was not without a normative component. Montesquieu still thought that liberty was best protected under a system like that of England. That is, these new empirically minded theorists were not committed to – or trying to argue for – the claim that all regimes were created equal. A well-functioning monarchy was not just as good as a well-functioning republic; that is, they still wanted to make moral distinctions between kinds of regimes. So, although this new approach was not without a normative component (its proponents could distinguish between well or badly functioning monarchies, on the one hand, and better and worse republics, on the other) their analysis of extant regimes, both past and present, simply did not lend itself easily to calls for radical reform, let alone for revolution. For example, it did not lend itself to the French being able to argue for the institution of a more English-like model of separation of powers. The more contrasting one does between various differences in history, geography, etc., the less one will be inclined to say there is anything like a single model that is even generally applicable, let alone generalizably best.

Thus, there were three related reasons why the English model could not be adopted easily by those agitating for such reforms in other countries. First, it was based on an appeal to specifically English history, traditions, and conventions that by their very nature did not generalize. Second, the criticisms of social contract theory deprived people of the use of potentially generalizable notions linking consent and legitimacy. Third, it was followed by a move toward empirical/sociological study of governments and the corresponding rejection of utopian or perfectionist thinking of other potentially generalizable grounds for theorizing reform. It is hardly unreasonable to situate the differences between the philosophical foundations for the French and English Revolutions in terms of these three factors. And certainly, whatever the ultimate causes might be, there was a marked difference between the two. Given how thoroughly the concept of contract had been critiqued and demolished by attention to specificity (whether practically, in aborted attempts to generalize the English model, or philosophically, in the proto-sociology of Hume and Montesquieu), it is hardly surprising that, when contract theory enjoyed a brief revival, in the latter half of the century, the reborn contract focused not on the specific but on the universal. The “move to universalization” is evident both in the American and French revolutionary documents and in the revised social contract theory, especially as the latter was articulated by Kant – who, in turn, was influenced greatly by Rousseau.

While there were defenders of contractarianism in France before him, Rousseau unquestionably occupies the foreground in contract theory’s revival in the 1760s. He was the first to resuscitate and re-imagine the idea of a social contract in such a way as to form a new tradition of contractarianism. What is particularly striking about this new tradition is how easily the contract itself fades into the background, overtaken by the decidedly more abstract concepts it is intended to represent – namely, the natural freedom and equality of those who partake in the social contract. The concept of contracting was limited to the justification for political obligation in general, and not the structure and nature of particular institutions. Furthermore, Rousseau also introduced the notion of goodness alongside the concept of will, as philosophical foundation and justification for political legitimacy. Thus, political institutions were explained and justified in terms of political virtues, especially republicanism. Not surprisingly, given the complexity of Rousseau’s contractarianism – if, indeed, the term is appropriate, given the limited and secondary role assigned to contract – there remain debates about where (if anywhere) he belongs in the history of the contract tradition.

The universalism already evident in Rousseau becomes most striking in the political philosophy of Kant. For Kant, influenced by Rousseau, the social contract is “an ideal of reason.” Social contracts and the idea of general will are, for Kant, arguably nothing more than methods for capturing and illustrating abstract moral claims: respect for persons, and the idea of a kingdom of ends. Ultimately, it is the moral claims themselves that justify and legitimize a political regime, and from which rights are derived. (See Kuehn’s Chapter 35 on Kant and Hanley’s Chapter 34 on Rousseau, for a detailed examination of Kant’s and Rousseau’s views.)

Whether we want ultimately to describe the political philosophies of Kant and Rousseau as contractarian or not, there is no doubt that the eighteenth century saw a rise in a universalist discourse, one that banked on the idea that there were certain rights which human beings have as human beings. They held these rights by virtue of having reason or some other characteristic but the key is that it was not tied to their status as, say, Englishmen. Moreover, these rights served as a limitation on the justifiable use of state power and the motivation for certain reforms.

Given the importance of universal human rights discourse for the twentieth century, it is easy for contemporary eyes to see the changes wrought to constitutionalism and contract theory in the eighteenth century as an obvious improvement: patchwork particularist specificity replaced by strongly normative univeralist discourse. But to assume as much is to overlook an important way in which eighteenth-century univeralism is false universalism. It excluded women and other groups including Protestants, Jews, people of color, actors, executioners, and many non-property-owning white males from political membership, and this exclusion was noticed and met with charges of hypocrisy and calls for inclusion. A number of important themes emerge from a consideration of the various ways in which people (mostly women but some noteworthy men) argued for women’s equality or the improvement in the status of women.

Most notably, ideas about natural sex difference were retained by people making proto-feminist arguments. For example, in his 1790 essay, “Sur l’admission des femmes au droit au cité” (“On Giving Women the Right of Citizenship”) Condorcet famously champions the rights of women, even while he admits that they might not be as suitable as men to serve as elected officials. His argument for the latter claim rests on an appeal to what is “natural” for women. He says, “It is natural for a woman to nurse her children and for her to look after them when they are young. Forced by this to stay at home, and weaker than men, it is also natural that she lead a more secluded, more domestic life. Women therefore fall into the same category as men who need to work for several hours a day. This may be a reason not to elect them, but it cannot form the basis of a legal exclusion” (Condorcet 1790: 338).

Relatedly, there was a marked emphasis put on the effects of socialization and the corresponding demand for improvement in women’s education. Such claims had become relatively commonplace by the middle of the eighteenth century and they were advanced even by those who did not advocate for women’s emancipation. But notice how, for example, Condorcet links claims about women’s nature with a demand for her inclusion in political life:


It has been said that, despite being better than men, gentler, more sensitive and less subject to the vices of egoism and hard-heartedness, women have no real idea of justice and follow their feelings rather than their conscience. There is more truth in this observation, but it still proves nothing since this difference is caused, not by nature, but by education and society which accustom women, not to the idea of justice, but to that of decency. They have no experience of business, or of any matter which is decided by positive laws or rigorous principles of justice; the areas which concern them and where they are active are precisely those which are governed by feelings and natural decency. It is quite unfair to justify continuing to refuse women the enjoyment of their natural rights on grounds which are plausible only precisely because they do not enjoy these rights.

(Condorcet 1790: 337)



Even in the work of Olympe de Gouges, we see claims for equality alongside reaffirmation of difference. Outraged that the French Revolution did not lead to a recognition of women’s rights, de Gouges published the Déclaration des droits de la femme et de la citoyenne (Declaration of the Rights of Women and Citizens) in 1791. Modeled on the 1789 “Declaration of the Rights of Man and of the Citizen” ratified by the National Assembly, de Gouges’s Declaration echoed the same language and purposefully extended it to women. But while de Gouges asserted woman’s equal capacity for rationality and morality, she also invoked the feminine virtues of emotion and feeling and their role as mothers. The Declaration of the Rights of Women and Citizens follows the seventeen articles of the Declaration of the Rights of Man and of the Citizen and has been aptly described by Camille Naish as “almost a parody … of the original document” (1991: 137). The first article of the Declaration of the Rights of Man and of the Citizen proclaims that: “Men are born and remain free and equal in rights. Social distinctions may be based only on common utility.” The first article of Declaration of the Rights of Women and Citizens states that “Woman is born free and remains equal in rights to man. Social distinctions can be founded only on general utility.” De Gouges also points out that women were fully punishable under French law, yet denied equal legal rights, declaring in article 10 that, “Woman has the right to mount the scaffold; she should likewise have the right to speak in public” (Cohen and Fermon ed., de Gouges 1791: 357). Unfortunately, de Gouges was subject to the former fate and not the latter. She was arrested and sent to the guillotine in 1793. Women were not granted the rights she enumerated until the adoption of the 1946 Constitution of the French Fourth Republic.

Conclusion

The eighteenth century saw a number of important developments on the topic of constitutions and social contracts. For the first time, the term “constitution” gained real traction in political theorizing – though it was used equivocally, and only took on a meaning familiar to contemporary American theorists in the last quarter of the century. Over the course of the century, constitutional theorizing in Europe was transformed from an approach that emphasized the particularities and specificities of states to a universalistic discourse of human rights. The notion of a social contract underwent a similarly major transformation: it withered under the critical scrutiny of the first part of the eighteenth century, and was then resuscitated by the likes of Kant and Rousseau. But in its new guise, it embodied characteristics that were importantly different from the seventeenth-century idea of the social contract that it replaced. Even though the social contract discourse also headed toward universalistic rights discourse, arguably the universalistic rights discourse took the place of more traditionally contractualist language in determining the legitimacy of states.

The move toward universalism is one of the most distinctive features of the development of political thought in the eighteenth century. It is also arguably the most important part of its legacy. But while such ideas about universalism and abstract human rights carried the crucial promises of liberation and democracy, those promises remained unfulfilled (even within prominent articulations of the new universalism). The philosophies of Kant and Rousseau as well as the French and American constitutional doctrines promised an equality (Kant 1784, 1793, 1795, 1797; Rousseau 1755a, 1755b, 1762a, 1762b, 1770/1771) that they simultaneously denied. They professed ideals of equality and liberty for all, while at the same time excluding more than half the population. The inconsistencies, contradictions, and hypocrisies of this promising, but ultimately false, universalism were quickly noticed and exposed. Thus, the eighteenth century ended on a contradictory and even tragic note – at least in the case of events in France.

A modern-day universalist may well be discomforted by looking squarely at the origins of these admittedly powerful deeds: their original proponents appear unable – and indeed unwilling – to face the moral implications of what their theories had, so to speak, uncorked. But the genie could not be put back into the bottle, and the torch of expanding, universal rights was taken up in Britain (and eventually elsewhere), where it spawned a movement for full equality that continued for the next two centuries, and – insofar as full substantive equality for all persons as potential rights-bearers remains a distant horizon – still continues today in discourses of human rights, civil liberties, and feminism. But the developments of the eighteenth century get credit for setting those wheels in motion and ensuring that the subsequent fight for the fulfillment of the promise of liberty and equality for all would be undertaken with powerful and substantial conceptual resources. The uses to which these ideas and arguments have been put by subsequent generations, namely, to ensure that women and minorities in Western countries would enjoy the rights that we do today, would make de Gouges, Condorcet, and the like smile – even if, on the face of Kant (1784: Ak VIII, 35) and Rousseau, that smile might resemble a grimace.10

Notes



  1 As Patrick Riley (2006: 347) puts it: “it is generally agreed that the golden age of social contract theory was the period 1650–1800, beginning with Hobbes’s Leviathan (1651) and ending with Kant’s Rechtslehre (Metaphysics of Morals, 1797).” Notice how reminiscent this is of Whelan’s characterization of roughly the same time period with regard to constitutionalism; both even refer to the period as the “golden age.” However, the story is more complicated with social contract theory. Contemporary scholars who identify as contractarians – either in moral philosophy or in political philosophy (or both) – tend to be more careful about characterizing their historical heritage. There are a number of possible explanations for this. For example, contractarianism as a philosophical position is nowadays one among many competing theories of its kind, unlike constitutionalism, which is really the only game in town.

  2 As David Lieberman (2006: 342) explains, “Criminal justice, Delolme revealingly reported at the outset of three chapters devoted to the topic, was strictly not ‘part of the powers which are properly constitutional’; yet an area of law that so concerned ‘the security of individuals’ and ‘the power of the state’ had necessarily to be considered.”

  3 Thanks to Hugh Baxter for this point.

  4 In England in the 1640s and 50s, there were two shortlived codified documents – the “Instrument of Government” which was replaced by the “Humble Petition and Advice.” But neither was thought of as a “constitution” and Stourzh (1988: 43) makes it clear that it was not until the Glorious Revolution that “the golden age of the ‘British Constitution’ must be dated.”

  5 We can distinguish defenses of absolutism in general, as a theory of sovereignty, from defenses of a particular kind of absolutist government, namely, absolute monarchy. Because the debates over absolutism of the time virtually always focused on absolutism in its monarchical form (as opposed to absolutism as a general theory of sovereignty), my discussion here focuses on absolute monarchy.

  6 Understood in this way, of course, the idea of a constitutional regime is tautological; as Waluchow (2001) puts it “all states have constitutions.” He contrasts the minimal sense with the rich sense saying, “Constitutionalism in this richer sense of the term is the idea that government can/should be limited in its powers and that its authority depends on its observing these limitations.” Waluchow also draws on this distinction in his book, A Common Law Theory of Judicial Review: The Living Tree (2007). The distinction seems to have originated in Raz (1998: 153–54), who talks about the difference between a “thick” and a “thin” sense of the word.

  7 This should not be surprising coming from Montesquieu, given his project and methodological commitments. One of the distinctive things about the eighteenth century was the focus on empirical constitutions as the centerpiece of political theory – at least, or especially, in the first half of the century. That there existed absolute monarchies (or close to it) made it natural for Montesquieu to discuss them. He was interested in the sociological or explanatory project of providing an account of how and why different kinds of government arose and/or flourished in different kinds of circumstances. In this vein, he sought to explain how the various kinds or forms of rule could be improved or corrupted. I return to this issue in the third section.

  8 For an excellent overview of this, see Sommerville (1996).

  9 There were criticisms of social contract theory from many sides, camps, and directions – divine right theorists such as Sir Robert Filmer, of course, were virulent critics of social contract theory, especially the idea that people are born free and equal. And there were non-contractarian theories of government on offer – Adam Smith, for example, gives an account of politics that appeals to accord with the laws of commerce. Smith and others were not especially interested in explicitly arguing for the untenability of social contract theory; however, by providing a viable alternative, such theories could be understood as critical of social contract in some way.

10 For both critical and generous discussions of Rousseau and Kant from a feminist perspective, see the essays in Lange (2002) and Schott (1997).
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CIVIL SOCIETY

Neil McArthur

 

The term “civil society” has a different meaning to a modern reader than it did to readers of the eighteenth century. Modern philosophers define civil society as that sector of society, distinct from government and business, that is composed of those institutions generated by voluntary connections between citizens made with common goals in mind. Its elements include charities, religious organizations, labor unions and similar groups. In the eighteenth century, the phrase “civil society” was used to describe the totality of modern “civilized” society – government and business included – as distinct from the “natural” society of earlier times and of (what were perceived to be) more primitive contemporary cultures. The term “civil society” is rooted in two Latin terms: civitas, or state, and societas, association. To an eighteenth-century reader it connoted that form of collective life that is defined or ruled by the state. Locke titles one of the chapters of his Treatises on Government “Of Political or Civil Society,” an equation that people at the time took for granted. The term thus carried no suggestion of its modern meaning. Indeed, Jean Bodin, writing at the beginning of the seventeenth century, explicitly denies that the third sector plays any role in defining civil society. “Public affairs [res publica],” he says, “is the same as civil society [societas civilis] which can stand by itself without guilds and corporations …” (Bodin 1601: 511–12).

It was during the early nineteenth century that the philosopher G. W. F. Hegel popularized the term in something close to its modern sense – and indeed he is often given credit for first elaborating, within the context of political philosophy, the nature and importance of this distinctive third sector. We should not, however, conclude that any discussion of civil society in the modern sense would be anachronistic or inappropriate within the context of eighteenth-century philosophy. In fact, several Enlightenment philosophers recognized and discussed the role of intermediate organizations in accomplishing social goals, in giving the people a voice, and in providing a basis for resisting tyrannical or oppressive governments. And Jürgen Habermas has identified the eighteenth century as crucial to the emergence of the “public sphere” in which civil society operates. I thus propose to examine eighteenth-century discussions of civil society in both the modern and Enlightenment meanings of this phrase. To distinguish between the two, I will capitalize the term “Civil Society” when it is being used in the modern sense, as designating the third sector. This will provide an artificial but minimally intrusive means of avoiding any confusion between my two uses of the phrase.

Civil society as civilized society

During the summer of 1749, Jean-Jacques Rousseau took a walk to visit his friend Denis Diderot, who was then imprisoned in a chateau in Paris (the Bastille being full) for having written skeptically of the Christian religion. He picked up a newspaper on the way and, stopping under a tree to read it, saw the notice for an essay competition proposed by the Academy of Dijon, on the topic: Has the progress of the sciences and arts tended to purify morals? Rousseau claims to have had a sudden realization that not only had they not done so, but that modern society itself had corrupted the purity of our nature. “At the moment of that reading,” he says, “I saw another universe and I became another man” (Rousseau 1798: OC I, 351; 294).

At the outset of the eighteenth century, the most widely accepted view of civil society was one derived from Aristotle and Cicero. Aristotle’s writings on politics remained considerably more influential during the Enlightenment than his works on natural science, and he argues in his Politics that human beings are naturally social creatures who form civil associations inevitably and spontaneously, as an expression of this sociable nature (Aristotle 1984: bk. 1, ch. 2, 1252b28–1253a7). This view implies that there can be no pre-social “state of nature” since humans are always to be found in some sort of civil society, with some form of government an inevitable part of this arrangement. Cicero and the Stoic writers adopted this basic position, placing it within a framework of natural law. Cicero says that nature, acting through our innate faculty of reason, “prompts men to meet in companies, to form public assemblies and to take part in them themselves” (Cicero 1913: 1.12, 15). This view of civil society, as rooted in and expressing our universal human nature, was in turn taken over in the middle ages by thinkers such as St. Thomas Aquinas and in the seventeenth century by figures such as Hugo Grotius and Samuel Pufendorf.

This view of civil society was challenged by Thomas Hobbes. Hobbes, who provides the fullest explication of his views in his 1651 book Leviathan, argues that humans are naturally asocial and self-serving, and that a state of nature, prior to the establishment of civil society, is only too imaginable. It is a state of constant war, and our innate antisocial instincts make a return to such a state a perpetual possibility. Civil society is an invention, and a somewhat tenuous one, necessary to govern our inextinguishably violent and selfish passions. Early in the eighteenth century Bernard Mandeville provided his own version of the Hobbesian account of human nature and civil society, one that came to rival Leviathan in its notoriety.

Mandeville

Mandeville published his book The Fable of the Bees in 1714. It was written as a gloss on a short satirical poem he had published several years earlier, in 1705: “The Grumbling Hive: or, Knaves Turn’d Honest.” The poem depicts “A Spacious Hive well stockt with Bees, / That liv’d in Luxury and Ease” (Mandeville 1714: I, 17). Mandeville’s bees are amoral and, by any contemporary definition of virtue, corrupt. They unabashedly pursue self-gratification, and do not scruple to use deceit and other immoral means to achieve their ends. In all of this, they are transparent representations of human beings. Mandeville takes a cynical view of human nature, denying that people possess any innate moral instincts. “It is impossible,” he says, “that Man, mere fallen Man, should act with any other View but to please himself” (ibid.: I, 348). Even apparently altruistic acts such as saving a baby from a fire are done with a view to gratifying our desire for admiration.

For Mandeville, civil society is a blessing and, indeed, a necessity. Its mechanisms of coercion and deception make prosperity and, ultimately, survival possible. People can cooperate only under the “dexterous Management” of skilful politicians, who control and harness their selfish and turbulent passions. In this he agrees with Hobbes. Despite his many affinities with his predecessor, however, there is a fundamental difference between the two men’s views. Mandeville denies that people are sufficiently rational – even in their pursuit of self-interest – to ever have formed civil society through a deliberate act of contracting. For creatures like us, there is nothing simple or inevitable about forming societies; we are too selfish and capricious even for this. Civil society evolves only with “great Difficulty, and the Concurrence of many favorable Accidents,” and only over the course of “many generations” (ibid.: II, 200).

The process begins with people coming together to form families, then “Bands and Companies,” in order to gratify their wants and provide them with safety. Leaders emerge who see the advantage of cooperative behavior. To turn “savage” men and women in the direction of such pursuits, which requires “crossing [their] Appetites and subduing [their] dearest Inclinations,” these leaders develop mechanisms for discipline and coordination (ibid.: I, 51). It is these that “civilize Men, and establish them into a Body Politick” (ibid.: I, 208). The politicians’ primary tool is morality. Mandeville insists that the very notions of good and evil are creations of civil society, developed by the politicians to regulate citizens. On their own, however, moral precepts are insufficient to govern behavior, and must be supplemented by laws. Mandeville uses the institution of marriage as an example of how legislators guide men’s passions in useful directions. Marriage provides an outlet for sexual desire that avoids the “innumerable Mischiefs that would ensue” if we simply left sexual relations to the “caprice” and “unruly fancy” of individuals (Mandeville 1732: 29).

Mandeville, like Hobbes and Spinoza, became one of the era’s intellectual demons, with whom people tried to associate their opponents in order to discredit them. But his positive influence was considerable, even if almost never acknowledged. Most relevantly for our purposes, his evolutionary account of the state’s development appealed to those who found the contract account of its founding implausible, and as we shall see a number of philosophers later in the century worked to give this account greater depth.

Shaftesbury

In the shorter term, the egoism of Hobbes and Mandeville created a counter-reaction among philosophers, who refined and expanded upon the Aristotelian position that people were naturally sociable and that civil society results from and reflects this sociability. Anthony Cooper, the Third Earl of Shaftesbury, took up the defense of our innate sociability. He attacks all the “narrow-minded Philosophers” who seek to conquer “Nature in themselves” by reducing all motives to selfishness. For Shaftesbury, even that most basic selfish instinct, self-preservation (the desire for which, for Hobbes, provides the foundation for the social contract), should actually be seen as a desire to preserve humankind itself. Writing before Mandeville’s work was published, Shaftesbury takes Hobbes as his main target, although he also criticizes Locke and the natural lawyers for adopting a doctrine that Shaftesbury finds to be unacceptably Hobbesian (Rand 1900: 404). For Shaftesbury as for Aristotle, our innate sociability produces civil society naturally and inevitably. “How the Wit of Man,” he says, “shou’d so puzzle this Cause [i.e. of civil society – NM], as to make Civil Government and Society appear a kind of Invention, and Creature of Art, I know not” (Shaftesbury 1711: I, 111 [III §2]). He insists: “‘That it was [human beings’ – NM] natural state to live thus separately,’ can never without Absurdity be allowed” (ibid.: II, 230, “The Moralists” [IV §2]).

Though Shaftesbury thinks civil society is an inevitable product of our nature, he does not conclude that all societies are equally good. Some, he says, promote “unnatural affections” that turn people against one another. Such affections tend to be “peculiar to the more savage nations” (Shaftesbury 1711: 166 [II §3]). He promotes the ideal of a modern, polite and free society as that which best fosters our innate sociability. He celebrates the “justness of Thought and Style, Refinement in Manners, good Breeding, and Politeness of every kind” which he thinks characterizes the best of modern societies, and offers guidance to individuals in achieving the status of a polite, refined citizen (ibid.: 10). He worries equally, however, about the excessive refinement of many modern societies, and in particular the debauched, frivolous sociability of the court. His ideal of politeness is aimed at achieving a balance that avoids both modern corruption and primitive barbarism.

Hutcheson

Shaftesbury was an engaging and often inspired writer, but he did not finalize his thoughts in a systematic treatise. Francis Hutcheson took on the task of expressing his basic insights with greater philosophical rigor. Hutcheson made his most influential contribution to philosophy by taking up Shaftesbury’s suggestions about an innate sense of right and wrong present in all human beings, and developing from these comments a theory of the “moral sense.” He also developed Shaftebury’s views on civil society. Like Shaftesbury, Hutcheson insists that a pre-moral, pre-social state of nature is inconceivable. Hutcheson believes that people are innately suited for society as a result of “their curiosity, communicativeness, desire of action, their sense of honour, their compassion, benevolence, gaiety and the moral faculty,” all of which “could have little or no exercise in solitude” (Hutcheson 1755: I, 34).

Though Hutcheson acknowledges that “self-love” often motivates us to act viciously, and that coercive restraint is thus a necessary feature of modern civil society, he says that “’tis highly probable” that it was “not only the dread of injuries” but also our natural esteem for those wise and virtuous few who can best coordinate our activities, that “engaged men at first to form civil societies.” Hutcheson understands civil society as constituted by a formal political structure, and its appearance is coincident with the emergence of such a structure. (Except when he is talking about individuals, he invariably pairs the adjective “civil” with nouns such as “law,” “government” and “polity.”) Whatever the historical facts, people in modern civil society certainly look to government not only to protect them but also to help direct their actions. He says that when government is in the hands of men of “superior sagacity” it becomes “capable of contriving and inventing many things of consequence to the common utility of multitudes, and of pointing out more effectual methods for each one to promote his own interest.” He insists that under the direction of these wise men “all may obtain every sort of prosperity” (Hutcheson 1742/1747: 236). Hutcheson’s vision of civil society goes beyond the civilizing and polishing of Shaftesbury’s polite culture. He sees it instead as a system of mutual cooperation within which all may obtain benefits and prosperity – a necessary tool for achieving the greatest happiness for the greatest number (a formulation he helped popularize). Civil society, under the right direction, becomes a means to assist each individual to achieve his or her own fulfillment. For Hutcheson, the right direction meant that provided by a mixed government. Because we can never be sure that our leaders are the ones best suited to the task, we must balance their power to ensure multiple voices are heard.

Hume

When David Hume published his Treatise of Human Nature, he sent a copy to Hutcheson and sought the older man’s approval. Hutcheson kept his distance from Hume, however, and scholars have speculated as to why. One hypothesis is that he may have found the younger man’s work too Hobbesian for his taste. Hume rejects Hobbes’s (and Mandeville’s) view of human nature, which holds humans to be entirely self-interested. Contrary to this, Hume readily acknowledges genuine altruistic actions and motives, which he sees as rooted in what he calls “sympathy” – an instinctive, innate reaction to the pleasures and pains that we observe appear to be felt by others. However, we can see why someone might see an affinity between Hobbes and Hume. Hume thinks sympathy on its own is partial and unreliable, and thus our innate “natural virtues” could never, unaided by other mechanisms, be sufficient on their own to form the basis for a stable and durable scheme of social cooperation. Any such scheme requires what Hume calls the “artificial virtues,” such as justice, which are rooted in self-interest and, as instantiated in a system of laws, supported by negative sanctions. Because it is the product of these artificial virtues, we may fairly say that Hume considers civil society itself to be in some sense artificial.

As Hume tried to explain to Hutcheson, he does not mean to suggest that the “artificial” virtues are arbitrary or deceptive, as Mandeville thinks they are – and as Hutcheson may have understood Hume to be arguing. They are natural in the sense that they respond to perpetual and universal human needs – although their contents vary to some degree, according to the peculiar circumstances of individual societies. They are not, however, spontaneous products of any innate moral sense, and Hume does agree with Mandeville in adopting an evolutionary approach to the origins of civil society. Government, he says, “must be esteemed in a manner accidental, and the effect of many ages” (Hume 1739–40: 3.2.2; SBN 492). He says that the “chieftains” who act as the first magistrates likely often acquired their authority not by the choice of the people but “during the continuance of war.” When a ruler establishes himself in order to take command of the society’s military, he naturally assumes control of the civil power as well, and “the sensible utility” of his exertions of authority has the effect, over time, of producing “an habitual, and, if you please to call it so, a voluntary … acquiescence in the people” to his continued rule (Hume 1748: 2.12.5). Once civil government is thus established and operates successfully through time, Hume thinks people’s habitual obedience is re-enforced by our moral sentiments, which cause us to see acts of disobedience as “highly prejudicial to public interest” and therefore genuinely immoral (Hume 1739/1740: 3.2.8.7; SBN 545). It is further supported by education and by the “regard to birth, rank and station” that enhances the prestige of the magistrate, as well as by partisanship or outright indifference of the people (Hume 1777: 1.5.5). Hume sides with Hobbes against Mandeville in one respect: he thinks that people are capable of understanding the utility of civil society and its rules, and thus they do not need to be deceived by conniving politicians. The establishment of civil society is a consensual process, even if normally no explicit act of consenting takes place.

While Hume adopts Mandeville’s basic approach to the foundation of civil society, as the result of a gradual evolution, he develops this idea with much greater depth and sophistication than does his predecessor. Hume distinguishes between “barbarous” and “civilized” societies (see Sebastiani, Chapter 24 in this volume), a distinction he bases in an analysis of different forms of law and government as well as different stages of economic development. Civilized societies are open and commercial ones, and they depend for their operation on a reliable and equitable system of laws. Hume thinks that civilized societies do not just bring greater material prosperity to their inhabitants than do barbarous ones. He believes civil society rightly ordered can actually develop people’s moral propensities and lead to a society that is more genuinely virtuous. There is, he says, an “indissoluble chain” linking social development to the virtue of “humanity.” Defending modern “refinement,” he says: “as much as an industrious tradesman is both a better man and a better citizen than one of those idle retainers, who formerly depended on the great families; so much is the life of a modern nobleman more laudable than that of an ancient baron” (Hume 1754–61: III, 76).

This sort of social development is a long and uncertain process. Hume is keenly interested in the factors that determine what he calls “the rise and progress of the arts and sciences.” He became known during his own time as an historian, thanks to his monumental and best-selling History of England. But the History is heavily influenced by his philosophical concerns. The book does not quite trace the nation back to the state of nature, starting instead with Caesar’s invasion, at which point the Britons “had already … made the first and most requisite step toward a civil settlement” (ibid.: I, 4). Nevertheless, this was an age of primitive barbarism not all that distant from the natural state, and over the following six volumes, Hume traces the long and unsteady process by which Britain established a lasting civil society and progressed to become a “civilized” nation. He does not, either in the History or in his other writings, offer any grand theory to explain how this happens. Instead, he insists that the process depends on good fortune and the appearance of talented individuals. As Hume was writing his History, however, just such a grand theory was emerging simultaneously in both Scotland and France.

The four-stages theory

During the 1750s the French writer Turgot and Hume’s friend Adam Smith, both working independently, took up the question of how civil society develops from a state of primitive barbarism to one of modern civilization, and they both developed a unifying theory to help explain how it happened (see Turgot 1750: I). This theory, which may have originated in the work of Henry Home, Lord Kames, was ultimately adopted by a number of other “philosophical historians” – among them Helvétius and Goguet in France, and Adam Ferguson and John Millar in Scotland. Historians refer to it, for obvious reasons, as the “four-stages theory.” It holds that civil society develops through four successive stages: hunting, pastoral, agricultural and commercial. The four-stages theorists were indebted to Montesquieu, who pioneered the comparative study of society. However, he attributes differences in national character to differences in climate, and this provides for a static model of social diversity (see Sebastiani, Chapter 24 in this volume). The four-stages theorists sought a more dynamic principle of explanation, one that could account for historical as well as geographical differences.

The four-stages theory has sometimes been seen as a precursor to Marxist materialism. However, none of the “four stage” thinkers argue, just as Hume does not argue, that the determinants of historical change are exclusively material. Instead, the theory represents an attempt to account for the complex interactions between the processes of political, legal, social and material factors that determine the development of civil society – or its failure to develop. Like Hume, the four-stages theorists accept Mandeville’s premise that civil society emerges gradually and accidentally. They consider it the result of numerous individual decisions and actions, nearly all of them made with only short-term goals in mind. As Ferguson says:


Mankind in following the present state of their minds, in striving to remove inconveniences, or to gain apparent and contiguous advantages, arrive at ends which even their imagination cannot anticipate … Every step and every movement of the multitude, even in what are called enlightened ages, are made with equal blindness to the future, nations stumble upon establishments, which are indeed the result of human action but not the execution of human design.

(Ferguson 1767: 119)



From the perspective of Marxists and other later social theorists, this leaves an obvious weakness in the theory: it seems to lack any compelling account of the causal mechanisms that drive the transition between stages. However, this can just as easily appear to a modern reader as one of its great virtues. It calls on social scientists to study each society in all its particularity and pay careful attention to the unique circumstances surrounding its historical development.

The four-stages theory had a tremendous impact in America whose white residents thought they saw it confirmed all around them. Locke had commented that “in the beginning, all the world was America,” and Thomas Jefferson argues (in a letter from 1824) that one could actually see the progress of human society through the four stages as one moved across the American territory:


Let a philosophic observer commence a journey from the savages of the Rocky Mountains, eastward towards our sea-coast. These he would observe in the earliest stage of association living under no law but that of nature, subsisting and covering themselves with the flesh and skins of wild beasts. He would next find those on our frontiers in the pastoral state, raising domestic animals to supply the defects of hunting. Then succeed our own semi-barbarous citizens, the pioneers of the advance of civilization, and so in his progress he would reach the gradual shades of improving man until he would reach his, as yet, most improved state in our seaport towns. This is equivalent to a survey, in time, of the progress of man from the infancy of creation of the present day.

(Jefferson 1984: 1496–97)



It is not difficult to see how such thinking could provide the Americans with a ready justification for their displacement of the continent’s aboriginal people. Indeed, armed with the theory, the American leaders could, and did, often see their motives as humanitarian: by forcing the natives into permanent settlements, they were doing no more than aiding their progress to the next stage of society. (For the use of the four-stages theory in early America, see McCoy 1996: 13–47; see also Schabas, Chapter 30, and Sebastiani, Chapter 24, in this volume.)

Concerns

Theories of progressive social development, whether based on the four-stages principle or some other, do not preclude doubts about the current state of civil society. Jefferson loathed what he saw as the corrupt commercialism of Britain and, increasingly, of the states of New England, and he hoped to freeze America’s economic progress at the agricultural stage. The restrictive tariffs on manufacturing that he instituted while president had this end in mind (see Wood 2009: 735ff.). Jefferson was influenced by the classical republican idealization of the small yeoman farmer as the bastion of public virtue, immune to the corruptions of commerce or the court, a sentiment that the British radical Richard Price expressed in a letter to an American friend shortly after the revolution. Price told his friend, “your greatest happiness consists in avoiding luxury, in simple manners, and that best kind of opulence and independence which arise from the plenty produced by agriculture, from finding your resources within yourselves, and a well-guarded internal liberty” (Price 1993–94: III, 119).

Adam Ferguson’s Essay on the History of Civil Society develops these republican-inspired doubts about the progress from the agricultural to the commercial stage, a process that Hume had viewed with unqualified optimism. Hume encouraged Ferguson to write his Essay and helped find it a publisher. He was, however, bitterly disappointed by its final form – “I shoud,” he said, “concur in any Method to prevent or retard the Publication” – and Ferguson’s attacks on modern commercial society are arguably the most likely reason (Hume 1932: II, 12). Ferguson adopts an argument frequently made by writers in the civic republican tradition: that modern commercial societies were militarily weak because material comfort made people less willing to sacrifice themselves for the state. But more originally, he observes that an essential feature of commercial societies, the division of labor, has an inherent tendency to impede human fulfillment. While acknowledging that the division of labor is essential to social progress, he laments that Britain had become a “company of manufacturers, where each is confined to a particular branch, and sunk into the habits and peculiarities of his trade.” He says: “We furnish good work; but educate men, gross, sordid, void of sentiment and manners” (Ferguson 1756: 12). This stunting of people’s mental development was not merely a failing of the commercial system. It was in fact an essential component of it. “Many mechanical arts,” he says, “… require no capacity; they succeed best under a total suppression of sentiment and reason … Manufactures prosper most where the mind is least consulted, and where the workshop may … be considered as an engine, the parts of which are men” (Ferguson 1767: 174).

Marx later acknowledged Ferguson as the first to identify the concept of alienation. In point of fact, his originality here was (and is) disputed. Ferguson was first to print, in 1767, but Smith had already, in his university lectures during the previous decade, discussed the idea that the division of labor can have negative consequences for individual well-being. In The Wealth of Nations, which appeared in 1776, Smith expresses the concern that “the man whose whole life is spent in performing a few simple operations, of which the effects too are, perhaps, always the same, or very nearly the same, has no occasion to exert his understanding” (Smith 1776: II, 782). He says that as a result of the division of labor “all the nobler parts of the human character may be, in a great measure, obliterated and extinguished in the great body of the people” (ibid.: II, 783–84). He proposed a system of public education, modeled on Scotland’s parish school system, to address this problem by giving people the capacity to think beyond the demands of their own narrow occupation.

The two men likely developed their ideas independently, during the 1750s, and it is probably not accidental that this was the period when Rousseau’s work began to appear. They did not go so far as he did, however. While Ferguson is ambivalent about our progress from smaller, simpler societies, he nevertheless insists that “the state of society” itself is “a state to be valued from its effect in preserving the species, in ripening their talents, and exciting their virtues” (Ferguson 1767: 60). And Smith certainly concurs. Rousseau was the first major philosopher to go so far as to condemn civil society outright, and to argue that people were actually better off in the state of nature.

Rousseau

Rousseau’s contribution to the Dijon Academy’s competition, published as Discours sur les sciences et les arts (A Discourse on the Sciences and the Arts), won the Academy’s prize – and made the author famous. It was not a direct intervention in the debate about the nature of civil society. Rather, it addressed the so-called “quarrel between the ancients and the moderns,” which is to say the ongoing debate between those who believed that the moral virtues of the inhabitants of ancient Greece and Rome were superior to those possessed by modern Europeans, and those who believed the opposite. Rousseau argued that the more austere existence of the ancient republics, at least at the zenith of these republics, was indeed more virtuous and less corrupting than the luxurious lifestyle of his contemporaries. But his reflections on this question led him to consider the impact on human morality of civil society itself, and to adopt what he calls the “great principle” underlying all his works: that “nature made man happy and good but society depraves him and makes him miserable” (Rousseau 1780/1782: OC I, 934; 213).

In the debate over the virtuousness of the ancient republics, Rousseau had numerous predecessors. (The archbishop Fénelon was the one whose writings Rousseau himself cherished most.) But, as I have said, his condemnation of civil society itself was new and, when Rousseau fully developed it in his Discours sur l’origine et les fondements de l’inégalité (Discourse on the Origins of Inequality, his second Discourse), startling to his contemporaries. Rousseau credits himself as the first to discover the true “natural man,” who lives in an asocial and amoral state of pure happiness. “The philosophers who have examined the foundations of society,” he says:


have all felt the necessity of going back to the state of nature, but none of them has reached it. … Finally, all of them, continually speaking of need, greed, oppressions, desires, and pride, transferred to the state of Nature ideas they had taken from society: they spoke of Savage Man and depicted Civil man.

(Rousseau 1755: OC III, 132; 132)



Humans in the state of nature are largely solitary, and in their solitude lead peaceful, happy lives. Even as Rousseau denies that the state of nature is a Hobbesian war of all against all, he equally rejects the Aristotelian notion that humans are innately sociable. They do possess the passion of pity, which is “a natural repugnance to seeing any sentient Being, and especially any being like ourselves, perish or suffer” (ibid.: OC III, 125; 127). This is not on its own sufficient to lead to the origin of civil society, however. Society also results from the growth of what Rousseau calls “unnatural desires.” By uniting together and acquiring permanent settlements, humans allowed their needs to grow beyond those (food, sleep, sex) that could be immediately satisfied. Soon they came to want the sorts of comforts that can only come through cooperating with others. Rousseau says that the true fall of humanity comes at “the moment one man needed the help of another” (ibid.: OC III, 171; 167). Agriculture and metallurgy are developed, and a division of labor emerges. “As soon as men were needed to smelt and forge iron,” Rousseau says, “others were needed to feed them” (ibid.: OC III, 173; 169). As people began to depend on others, they also, fatally, began to care about their opinions. Self-love (“amour-propre”) appears, as we seek recognition of our superiority over our fellows. It is to this abiding vice, different from the benign “self-regard” (amour de soi) that ensures our survival in the natural state, that most of society’s corruption can be attributed. Laws and government are ultimately created to protect our artificial comforts and to institutionalize the inequalities that egoism has bred among us.

For Rousseau, our vices are the creation of civil society, which result from its generation of, and support for, an unnatural inequality between naturally free people. The foundation of civil society is for Rousseau “the moment in which right succeeding violence, nature was subjugated to law” and the people “purchase[d] an idea of repose at the price of real felicity” (Rousseau 1755: OC III, 132; 131). The progress of civil society from these origins is for Rousseau a descent into ever-greater corruption, as people’s wants increase and their egoism grows. He did, however, believe there was a possible remedy for this corruption – and that this remedy was rooted in the source of the corruption itself: our self-love. “This passage from the state of nature to the civil state,” he says:


produces a most remarkable change in man by substituting justice for instinct in his conduct and endowing his actions with a morality they previously lacked. Only then … does man … see himself forced to act on other principles [than physical impulse], and to consult his reason before listening to his inclinations.

(Rousseau 1762: OC III, 364 [I §8 (1)]; 53)



Rousseau thinks the state of nature, whereby each person lives for herself, is irretrievably lost. We have become social creatures, and thus must have civil society, even if it shackles our innate freedom. However, the faculty of reason, the product of civil society, can ultimately prove to be its salvation. Rousseau argues that society can to some degree be redeemed if it can be organized according to what he calls “the general will.” In a truly democratic and virtuous republic, each individual takes up the standpoint of a rational, disinterested citizen who acts only according to the public good, and then voluntarily submits herself to the decisions reached by her fellow citizens. Through this process we acquire a new kind of freedom, “moral freedom,” which comes from obedience “to the law one has prescribed to oneself” by means of the general will (ibid.: OC III, 365 [I §8 (3)]; 54).

Scholars continue to debate the significance of Rousseau’s doctrine of the general will: whether it implies democratic liberty or a form of totalitarianism, and whether it helped inspire the French Revolutionaries in attempting a radical transformation of their society (see Hanley’s Chapter 34 in this volume). Philosophers have often wondered whether it is an adequate response to the profound critique of civil society he himself articulates. Certainly, many of his readers, such as William Godwin, accepted his critique of civil society but rejected his program for its redemption, substituting very different ones of their own. (For Godwin’s ideas, see below.)

Civil Society as third sector

During the past several decades, philosophers have focused considerable attention on the notion of Civil Society as an intermediate or third sector in society, one composed of voluntary associations standing separate from, and potentially in resistance to, the state. While many philosophers have seen such associations as intrinsically valuable, they have more commonly focused on this sector’s contribution to the health of a liberal democracy, and on its value as a site of resistance where democracy is absent. (For the first, see Kateb 1998; for the second, see Barber 1998.)

In his influential book The Structural Transformation of the Public Sphere, Jürgen Habermas argues that this liberal-democratic Civil Society can be traced to eighteenth-century Europe, which witnessed a crucial shift from “courtly” to “public” culture. The novel network of taverns, salons and coffee houses that emerged during the Enlightenment period allowed people from a wide variety of backgrounds to meet and discuss public affairs in an open setting. This change was made possible, he claims, by the development of commercial capitalism, which helped expand the ranks of the educated, urbanized middle class, and which established broad networks of exchange and sociability among the members of this class. In the face of such trends, the society’s dominant institutions, the state and the church, could no longer regulate the flow of information and ideas, which followed the path created by the exchange of commercial goods. Democratic reform of the body politic followed in the wake of such broader social changes, albeit not rapidly or in any uniform progression (Habermas 1962).

While historians have not accepted all aspects of Habermas’s analysis, they readily acknowledge the prominence of associational culture during the Enlightenment. There can be little doubt that the eighteenth century was an era of clubs and societies, to a degree that went beyond anything seen in previous eras. Samuel Johnson coined the adjective “clubbable” to describe his friend James Boswell, but the term neatly captures the spirit of the age. “We have,” commented the Times in the 1780s, “numberless assemblies, clubs and societies in this kingdom” (quoted in Clark 2000: 90). Societies were formed to, among other purposes, reform the people’s manners, promote the spread of learning, and even (as in the case of the notorious Hellfire Club) to allow the members to debauch themselves in innovative ways. By 1800, there were more than two hundred formal societies active in Edinburgh alone, on top of the less formal (and the secret) ones the number of which cannot now be calculated.

This was by no means an exclusively British phenomenon. There emerged during the eighteenth century a European-wide intellectual and social culture that came to be known as the “republic of letters.” Its heart was the salons of Paris, many of which were presided over by wealthy and glamorous women, and which placed artists and philosophers in the company of aristocrats and men of influence. The term used at the time to describe these gatherings (“salon” was not yet used in this sense) was bureaux d’esprit. It was derived from “bel esprit,” meaning someone who was cultivated and open to conversation. Paris’s salons and societies drew together the leading philosophers in Europe, including Diderot, Voltaire, Montesquieu, Benjamin Franklin and David Hume. It was in these salons that the contributors to Diderot and D’Alembert’s Encyclopédie (twenty-eight volumes, 1751–75), one of the towering achievements of the European Enlightenment, met and debated their ideas. Berlin also developed a lively salon culture. Germany’s rigid gender and class hierarchies initially made the region unfertile ground for the republic of letters. However, the intellectual dynamism brought to Germany by glittering figures such as Moses Mendelssohn, Friedrich Nicolai and Gotthold Ephraim Lessing encouraged the discussion of art and ideas, and by the late eighteenth century a number of salons and societies had emerged, a number of them presided over by wealthy Jewish women.

For all the centrality of clubs, salons and societies to the philosophical life of the period, there was almost no philosophical discussion of their role in or importance to the society of the day. Locke observes, tangentially to his discussion of morality, that it is “in the several Societies, Tribes, and Clubs of Men in the World” that reputations are made or broken, and so virtue and vice is established in people’s minds (Locke 1689a: 2.28.10; 353).Most philosophers, however, remained committed to a traditional suspicion of all forms of association, which had long been condemned as equivalent to “factions.”

In the classical republican tradition, all factions present a threat to the unity of the body politic. They create dissension and division in the state by producing loyalties that are inherently opposed to the general interest. Machiavelli recognizes that divisions within the body politic can often be productive, as was the perpetual conflict between the people and the aristocrats in ancient Rome. However, he illustrates in his History of Florence how factional conflict and the actions of subordinate powers such as guilds can ultimately destroy the state. Shaftesbury was much influenced by this republican tradition, and he worries in his writings about the problem of factions. He notices that “the spirit to faction” is a product of our sociable nature – he calls it “the Abuse or Irregularity of that social Love, and common Affection, which is natural to Mankind” (Shaftesbury 1711: 53). The desire to form associations is in itself benign and indeed beneficial. Shaftesbury comments that it was in clubs that “we polish one another and rub off our corners and rough sides by a sort of amicable collision” (ibid.: 31). Problems arise when our loyalty to subsidiary groups comes to clash with our devotion to the public good – which happens primarily when the state fails sufficiently to foster a love for this general good. In such a state, various forms of voluntary associations emerge to fill the gap, with harmful results:


The associating Spirits, for want of Exercise, form new Movements, and seek a narrower Sphere of Activity, when they want Action in a greater. Thus we have Wheels within Wheels. … Nothing is so delightful as to incorporate. Distinctions of many kinds are invented. Religious Societys are form’d. Orders are erected; and their Interests espous’d, and serv’d, with the utmost Zeal and Passion. Founders and Patrons of this sort are never wanting. Wonders are perform’d, in this wrong social Spirit, by those Members of separate Societys. And the associating Genius of Man is never better prov’d, than in those very Societys, which are form’d in apposition to the general one of Mankind, and to the real Interest of the State.

(Ibid.: 53)



Despite Shaftesbury’s intention to condemn all such associations, formed as they are in the “wrong social spirit,” his ambivalence here is hard to miss. Thinking as he does that human sociability is an important and entirely laudable phenomenon, he transparently has trouble bringing himself to condemn its natural manifestations – despite being driven to do so by his adherence to traditional republican prejudices.

Rousseau arguably takes the republican devotion in a unitary public good to its logical conclusion with his theory of the general will. This theory seems to imply the eradication of all intermediate associations, or at least their elimination from the sphere of democratic action. While he acknowledges Machiavelli’s observations about the utility played by the conflict of Rome’s social orders, he insists in On the Government of Poland: “Corporate interests, because of their excessive weight, would upset the balance [of the body politic], and should not be included in it collectively. Each individual should have his voice [voix], no [corporate] body whatsoever should have one” (Rousseau 1771–72: OC III, 984; 206; translation slightly modified).

Montesquieu

Despite the traditional fear of faction, political philosophers had also long been concerned about unfettered central power. In his book De l’esprit des lois (The Spirit of the Laws), Montesquieu provided a powerful and influential defense of what he called “intermediate powers” within the state as a potential check on royal authority. For Montesquieu, a monarchy is distinguished from a despotism by the presence of such powers, which are essential to the preservation of liberty. They also enhance the stability of the social order. Montesquieu says: “In order to form a moderate government, one must combine powers, regulate them, temper them, make them act; one must give one power a ballast, so to speak, to put it in a position to resist another” (Montesquieu 1748: 1.14, 63).

Montesquieu was concerned primarily to defend the role of the aristocracy and its institutions (specifically the parlements). “The most natural intermediate, subordinate power is that of the nobility,” he says. “In a way, the nobility is of the essence of monarchy, whose fundamental maxim is: no monarch, no nobility: no nobility, no monarch; rather one has a despot” (ibid.: 2.4, 18). Though he also considers the clergy to have a crucial role, he does not, when he talks of “intermediate bodies,” have in mind the network of voluntary organizations that modern philosophers consider essential to Civil Society. Nevertheless, by identifying the crucial role intermediate bodies play in the body politic, he influenced later discussions on the issue, and indeed we can see the direct impact of his ideas on Edmund Burke, whose analysis of the third sector encompasses a broader range of groups and institutions.

Burke

As an active participant in the turbulent politics of his time, Burke was personally invested in the legitimacy of “party divisions,” which he calls “things inseparable from free government.” Burke complains of the prejudice against faction, which he thinks translates into a suspicion of all forms of voluntary association. He analyses the thinking behind it:


That connexion and faction are equivalent terms is an opinion which has been carefully inculcated at all times by unconstitutional statesmen. The reason is evident. Whilst men are linked together, they easily and speedily communicate the alarm of any evil design. They are enabled to fathom it with common counsel, and to oppose it with united strength. Whereas, when they lie dispersed, without concert, order, or discipline, communication is uncertain, counsel difficult, and resistance impracticable.

(Burke 1770: II, 314)



In claiming that it is those in power who most fear faction, Burke ignores the fact that anti-pluralist rhetoric was more a feature of opposition writings than of works by the defenders of central authority. Nevertheless, he provides an important insight here: that subordinate, voluntary organizations play a crucial role in establishing what Habermas calls a “public sphere,” in which matters of public importance can be debated freely, outside the reach of state control.

Burke agrees with Montesquieu’s view that intermediate bodies are essential for limiting royal power. And he also agrees that the strongest and most effective of such bodies are linked to the aristocracy. However, he is also moved to consider the role of voluntary and community organizations. His Reflections on the Revolution in France is dedicated to arguing that government is only one part of the much larger whole that is society, the customs and traditions of which have grown slowly and without planning over centuries. There he says that our attachment to the state is based first of all on the network of groups that make up this large whole. “To love the little platoon we belong to in society,” he says, “is the first principle (the germ as it were) of publick affections.” As he explains:


We begin our public affections in our families. No cold relation is a zealous citizen. We pass on to our neighbourhoods, and our habitual provincial connections. These are inns and resting-places. Such divisions of our country as have been formed by habit, and not by a sudden jerk of authority, were so many little images of the great country in which the heart found something which it could fill. The love to the whole is not extinguished by this subordinate partiality. Perhaps it is a sort of elemental training to those higher and more large regards.

(Burke 1790: VIII, 244)



In addition to preparing us to be citizens of the larger society, Burke also thinks that these “little platoons” can serve to protect the people’s liberty just as the aristocracy does. He says that the “diversity of members and interests” begets “that action and counteraction which, in the natural and in the political world, from the reciprocal struggle of discordant powers, draws out the harmony of the universe” (ibid.: VIII, 86). Less metaphysically, he calls them “the indirect restraints which mitigate despotism” (ibid.: VIII, 233). Burke’s hostile reaction to the French Revolution was driven in large part by his abhorrence of the democratic egalitarianism that he sees as the “fundamental dogma” of the Revolution (ibid.: VIII, 344). He thinks that a “perfect democracy” entails a leveling of all society’s intermediate powers, and that such a leveling is bound to be fatal to the society’s liberty. It provides either a narrow oligarchy or a dictator with the means to establish absolute power. No government, he says, can function with “all the middle parts being gone between the Sovereign and the Mob” (quoted in Lock 1998#x2013;2006: I, 248).

Paine and Godwin

Burke’s Reflections provoked a response from his one-time friend Thomas Paine, who wrote The Rights of Man to vindicate the French revolutionaries. Paine provides a very different account of Civil Society and its role, one rooted in the contract doctrine of Locke. Locke accepted Hobbes’s basic account of the founding of government through contract, but departed from it in one important way. Locke argued that modern society is the result not of a single contract, but of two. The first forms civil society, and the second establishes government within it. According to the terms of this second contract, magistrates are given their authority by the people on “trust,” and if this trust is violated, the contract can be dissolved without returning the people to a state of nature. Society continues to exist even if government does not, and the citizens are free to choose new rulers (Locke 1689b: 354, 406–8). Paine takes up this idea, arguing that a situation without government is nothing to be feared, and that therefore we should not be afraid to dissolve our government – not just, as Locke thinks, when it behaves tyrannically, but whenever we feel we are capable of producing one that is better.

For Burke, despite the essential role played by intermediary groups, it is inconceivable that anything deserving the name of society could actually exist apart from government, or survive its dissolution. He argues that a collapse of state authority leaves people “disconnected into the dust and powder of individuality, and at length dispersed to all the winds of heaven” (Burke 1790: VIII, 146). Paine rejects this. “A great part of that order which reigns among mankind is not the effect of government,” he says. “That order has its origin in the principles of society and the natural constitution of man. That order existed prior to government, and would continue to exist if the formality of government was abolished.” Paine draws a portrait of the free and spontaneous Civil Society that already exists, rooted in our natural sociability and independent of the state:


The mutual dependence and reciprocal interest which man has upon man, and all parts of a civilized community upon each other, create that great chain of connection which holds it together. The landholder, the farmer, the manufacturer, the merchant, the tradesman, and every occupation prospers by the aid which each receives from the other, and from the whole. Common interest regulates their concerns, and forms their laws; and the laws which common usage ordains, have a greater influence than the laws of government. In fine, society performs for itself almost every thing which is ascribed to government.

(Paine 1791–92: ch. 1; 165)



Government is not just unnecessary to the existence of Civil Society, it is actually harmful to it. As Paine puts it, “instead of consolidating society, [government] divided it; it deprived it of its natural cohesion, and engendered discontents and disorders, which otherwise would not have existed” (ibid.: 167). Given all this, we would in many cases be better off simply doing away with the regime under which we live. Nor need we fear that chaos would ensue. “The instant formal government is abolished,” he says, “society begins to act: a general association takes place, and common interest produces common security” (ibid.: 166). In the sense of these terms used in this article, Civil Society always has the power to become civil society, should the people desire it.

For Paine, the dissolution of government is an opportunity for the people to come together in a constitutional convention and reform government according to their own will. But while the absence of political authority is not to be feared, it is a temporary stage that lasts only till the state can be reformed along more democratic lines. William Godwin, however, takes this a step further. He credits Rousseau with being “the first to teach that the imperfections of government were the only perennial source of the vices of mankind that government, however formed, was little capable of affording solid benefit to mankind” (Godwin 1798: II, 129; my emphasis). This statement misrepresents Rousseau. As we have seen, he thinks government can indeed be reformed in such a way as to be beneficial, so long as private interests are subordinated to the general will. However, Godwin was unconvinced by Rousseau’s vision of a society redeemed by its submission to the general will. He argues instead that government should be dispensed with altogether and permanently – that a kind of state of nature, without an organized government, can become a lasting, and indeed a utopian, condition. “With what delight,” he says,


must every individual friend of mankind look forward to the auspicious period, the dissolution of political government, of that brute engine which has been the perennial cause of the vices or mankind, and which … has mischiefs of various sorts incorporated with its substance, and not otherwise removable than by its utter annihilation.

(Ibid.: II, 212)



Godwin believes that, once government is removed, “the instigations of reason alone” would be sufficient to induce people to cooperate and perform their duties to one another (ibid.: II, 439). He offers a vision of a society governed entirely by reason and debate:


A system of equality requires no restrictions or superintendence. … If you cannot bring over the hearts of the community to your party, expect no success from brute regulations. If you can, regulation is unnecessary. Such a system was well enough adapted to the military constitution of Sparta; but it is wholly unworthy of men enlifted in no cause but that of reason and justice. Beware of reducing men to the state of machines. Govern them through no medium but that of inclination and conviction.

(Ibid.: II, 497)



For Godwin as for Paine, Civil Society has the power to become civil society, though for Godwin such a society can be permanent and self-sustaining, relying on nothing but the dictates of natural reason. Along with the state, private property and monogamous marriage would, in Godwin’s ideal society, also disappear. Though Godwin provoked many strong rebuttals – notably, Malthus’s reaction to his utopianism helped shape his own, much darker vision, of a society perpetually plagued by overpopulation and famine – anarchism was to have considerable appeal to thinkers in the nineteenth century, and Godwin’s book became a text central to their movement.

Kant

I began this section with a discussion of Jürgen Habermas, who argues that the Enlightenment period saw the emergence of a “public sphere” in which political questions could be openly debated by citizens at large, outside the official venues of the royal courts and legislatures. For Habermas, and for many other modern thinkers, the existence of such an open public sphere, characterized by a free press and by other venues for debate about matters of politics, is just as essential to a healthy Civil Society as are voluntary organizations and other sub-state groups. Habermas readily acknowledges his debt to Kant, and indeed we find in Kant the first notable articulation and defense of such a public sphere. Kant distinguishes between people’s public and private roles, and he argues that corresponding to this are what he calls public and private uses of reason. A person who deploys her public reason appeals to maxims and principles that can be accepted by any rational member of her audience; it is the analogue, in politics, to the sort of reasoning Kant thinks we do (or should do) in matters of private morality, according to the categorical imperative. He thinks of the public use of reason as exercised primarily through writing. “By the public use of one’s own reason,” he says, “I mean that use which anyone may make of it as a man of learning addressing the entire reading public” (Kant 1784: Ak VIII, 36–37; Reiss trans., 55). This reading public is the “public in the truest sense of the word” (ibid.: Ak VIII, 37; Reiss trans., 56). For Kant, this ideal public is made up not just of the citizens of our nation but in fact of the entire community of human beings – he equates the “real public” with “the world at large.”

Kant advocates obedience to the established power when it comes to political action, with subjects possessing no right to resistance. But he thinks that the corollary of this is that the ruler must allow subjects the full use of their public reason. As Kant puts it: “the citizen must, with the approval of the ruler, be entitled to make public his opinion on whatever of the ruler’s measures seem to him to constitute an injustice against the commonwealth” (Kant 1793: Ak VIII, 304; Reiss trans., 84; the “ruler” here could equally be an elected assembly as a monarch). Kant’s public sphere is not the democratic, fully participatory realm of demonstrations, town halls and direct action that Habermas and others endorse. Instead, it is a limited, protected realm of debate, in which we can criticize the established powers for the benefit of an enlightened, educated audience. Though all are in principle members of the “real public,” Kant did not necessarily imagine that in practice the world of the educated reading public – who took an active role in politics and political debate – would grow to encompass the people as a whole, as it did over the course of the nineteenth century, first in America and then across all of Europe.

Conclusion

The nineteenth century produced two especially notable contributions to thinking about Civil Society: Hegel, who as I have said is the first to clearly distinguish it conceptually from the structures of the state, and Tocqueville, who chronicles Civil Society in action in his account of his travels through America. These remain the starting points for most historical discussions of the concept of Civil Society. The traditional philosophical hostility to Civil Society was also reformulated by Karl Marx, who advocates for a society in which subsidiary organizations are disbanded, leaving only the unitary socialist state – at least until the state itself dissolves as the society progresses to full communism. Notwithstanding the originality of these later thinkers, their debts to the philosophers of the eighteenth century are considerable. And as I have tried to show, the contribution of these philosophers remains of lasting interest and value.

References




Aristotle (1984) The Politics. In J. Barnes (ed.) Aristotle: Complete Works, v. 2. Princeton: Princeton University Press.

Barber, B. (1998) A Place for Us: How to Make Society Civil and Democracy Strong. New York: Hill & Wang.

Bodin, J. (1601) De republica libri sex. 4th ed. Ursel: Corneille Sutor.

Burke, E. (1770) Thoughts on the Cause of the Present Discontents. In P. Langford (ed.) The Writings and Speeches of Edmund Burke. Oxford: Clarendon Press, v. 2: 241–323.

——. (1790) Reflections on the Revolution in France. In P. Langford (ed.) The Writings and Speeches of Edmund Burke. Oxford: Clarendon Press, v. 8: 52–293.

Cicero (1913) On Duties. W. Miller (trans.). Loeb Classic Library. Cambridge, MA: Harvard University Press.

Clark, P. (2000) British Clubs and Societies, 1580–1800: The Origins of an Associational World. Oxford: Clarendon Press.

Ehrenberg, J. (1999) Civil Society: The Critical History of an Idea. New York: New York University Press.

Ferguson, A. (1756) Reflections Previous to the Establishment of a Militia. London: R. and J. Dodsley.

——. (1767) An Essay on the History of Civil Society. F. Oz-Salzberger (ed.). Cambridge: Cambridge University Press, 1996.

Godwin, W. (1798) Enquiry concerning Political Justice. 3rd ed. London: G. G. and J. Robinson.

Habermas, J. (1962) The Structural Transformation of the Public Sphere: An Inquiry into a Category of Bourgeois Society. T. Burger (trans.). Cambridge: Polity, 1989.

Hume, D. (1739–40) A Treatise of Human Nature. Oxford: Clarendon Press, 1978/2007.

——. (1748) “Of the Original Contract.” In Essays Moral, Political, and Literary. E. F. Miller (ed.). Indianapolis: Liberty Press, 1985.

——. (1754–61) The History of England. W. B. Todd (ed.). 6 v. Indianapolis: Liberty Fund, 1983.

——. (1777) “Of the Origin of Government.” In Essays Moral, Political, and Literary. E. F. Miller (ed.). Indianapolis: Liberty Press, 1985.

——. (1932) The Letters of David Hume. 2 v. J. Y. T. Greig (ed.). Oxford: Clarendon Press.

Hutcheson, F. (1742/1747) Philosophiae moralis institutio compendiaria with a Short Introduction to Moral Philosophy. L. Turco (ed.). Indianapolis: Liberty Fund, 2007.

——. (1755) A System of Moral Philosophy. Glasgow: R. and A. Foulis. Reprint, New York: Augustus M. Kelley, 1968.

Jefferson, T. (1984) Writings. M. D. Peterson (ed.). New York: Library of America.

Kant, I. (1784) “Beantwortung der Frage: Was ist Aufklärung?” [“An Answer to the Question: What Is Enlightenment?”]. Ak VIII, 35–42. In H. S. Reiss (ed. and trans.) Political Writings. Cambridge: Cambridge University Press, 1970, 54–60.

——. (1793) “Über den Gemeinspruch: Das mag in der Theorie richtig sein, taugt aber nicht für die Praxis” [“On the Common Saying: ‘This May Be True in Theory, but It Does Not Apply in Practice’”]. Ak VIII, 275–313. In H. S. Reiss (ed. and trans.) Political Writings. Cambridge: Cambridge University Press, 1970, 61–92.

Kateb, G. (1998) “The Value of Association.” In A. Gutmann (ed.) Freedom of Association. Princeton: Princeton University Press, 35–63.

Lock, F. P. (1998–2006) Edmund Burke. 2 v. Oxford: Oxford University Press.

Locke, J. (1689a) An Essay concerning Human Understanding. P. H. Nidditch (ed.). Oxford: Oxford University Press, 1975.

——. (1689b) Two Treatises of Government. P. Laslett (ed.). Cambridge: Cambridge University Press, 1988.

McCoy, D. (1996) The Elusive Republic: Political Economy in Jeffersonian America. Chapel Hill: University of North Carolina Press.

Mandeville, B. (1714) The Fable of the Bees. 2 v. F. B. Kaye (ed.). Oxford: Oxford University Press, 1924.

——. (1732) An Enquiry into the Origin of Honour. London: John Brotherton.

Montesquieu, C.-L. (1748) De l’esprit des lois [The Spirit of the Laws]. A. M. Cohler, B. C. Miller, and H. S. Stone (eds. and trans.). Cambridge: Cambridge University Press, 1989.

Oz-Salzberger, F. (2001) “Civil Society in the Scottish Enlightenment.” In S. Kaviraj and S. Khilnani (eds.) Civil Society: History and Possibilities. Cambridge: Cambridge University Press, 58–83.

Paine, T. (1791–92) The Rights of Man Being an Answer to Mr. Burke’s Attack on the French Revolution, pt. 1. In B. Kuklick (ed.) Political Writings. Cambridge: Cambridge University Press, 2000, 57–153.

Price, R. (1993–94) The Correspondence of Richard Price. 3 v. W. B. Peach and D. O. Thomas (ed.). Durham: Duke University Press.

Rand, B. (1900) The Life, Unpublished Letters and Philosophical Regimen of Anthony, Earl of Shaftesbury. London: Swan Sonnenschein.

Rousseau, J.-J. (1755) Discours sur l’origine et les fondements de l’inégalité parmi les hommes [Discourse on the Origin and Foundations of Inequality among Men]. In V. Gourevitch (trans. and ed.) “The Discourses” and Other Early Political Writings. Cambridge: Cambridge University Press, 1997, 247–299.

——. (1762). Du contrat social [On the Social Contract]. In V. Gourevitch (trans. and ed.) “The Social Contract” and Other Later Political Writings. Cambridge: Cambridge University Press, 1997.

——. (1771–72) Considérations sur le gouvernement de Pologne [Considerations on the Government of Poland]. In V. Gourevitch (trans. and ed.) “The Social Contract” and Other Later Political Writings. Cambridge: Cambridge University Press, 1997.

——. (1780/1782) Rousseau juge de Jean-Jacques [J.-J. Rousseau, Judge of Jean-Jacques]. In J. Bush, R. D. Masters, and C. Kelly (eds.) Dialogues, v. 1 of Collected Writings of Rousseau. Hanover: University Press of New England, 1990.

——. (1798) Confessions. In R. D. Masters and C. Kelly (eds.) Confessions and Correspondence, including the Letters to Malesherbes, v. 5 of Collected Writings of Rousseau. Hanover: University Press of New England, 1995.

Shaftesbury, A. A. Cooper, Third Earl (1711) Characteristics of Men, Manners, Opinions, Times. D. Den Uyl (ed.). Indianapolis: Liberty Fund, 2001.

Smith, A. (1776) An Inquiry into the Nature and Causes of the Wealth of Nations. R. H. Campbell and A. S. Skinner (eds.). Oxford: Oxford University Press, 1976.

Turgot, A. R. J. (1750) Tableau philosophique des progrès successifs de l’esprit humain [Philosophical sketch of the gradual progress of the human mind]. In G. Schelle (ed.) Œuvres de Turgot et documents le concernant. 5 v. Paris: Felix Alcan, 1913–23.

Wood, G. (2009) Empire of Liberty: A History of the Early Republic, 1789–1815. Oxford: Oxford University Press.



Further reading



M. Becker, The Emergence of Civil Society in the Eighteenth Century: A Privileged Moment in the History of England, Scotland, and France (Bloomington: Indiana University Press, 1994); J. Ehrenberg, Civil Society: The Critical History of an Idea (New York: New York University Press, 1999); D. Goodman, The Republic of Letters: A Cultural History of the French Enlightenment (Cambridge: Cambridge University Press, 1994); S. Kaviraj and S. Khilnani (eds.) Civil Society: History and Possibilities (Cambridge: Cambridge University Press, 2001).


27

LANGUAGE

Avi Lifschitz

 

When tackling the multifaceted problem of language, eighteenth-century authors tended to concentrate on two related topics: the cognitive role of signs in the human mind, and the joint evolution of language and all higher mental operations. The chapter will be focused on these two axes of inquiry and their interrelations, with a substantial emphasis on the latter. Due to the Enlightenment’s distinctive preoccupation with the emergence of civil society, the question of the cognitive and social roles of language was usually recast as a hypothetical narrative of the evolution of language and the human mind. The origin of language became a pressing philosophical question, since it was widely believed that linguistic signs had enabled human beings to forge both their material culture and their intellectual endeavors. The underlying assumption was that language played an active role in cognition, or that we could not think in a properly human way without linguistic signs. This thesis was endorsed in different manners by a gallery of diverse thinkers, from Hobbes and Leibniz to Condillac and Herder. Generally speaking, by the late 1750s the view of language as a necessary tool for human cognition had replaced an older theory of language as encoding or mirroring our thoughts. According to the traditional view, elaborated by authors from Aristotle to Descartes, we expressed in words our already existing ideas. Language functioned, according to the “encoding theory,” mainly as a communicative means to render our ready-made thoughts intelligible to others or to ourselves. This view of language was rejected by Enlightenment authors such as Condillac and Herder, who regarded the use of artificial signs as a prerequisite for all uniquely human mental operations.

This chapter cannot aspire to exhaustiveness, of course; Lifschitz 2012a.1 We begin with a brief tour of the mid-seventeenth to the early eighteenth century, focused on the Cartesian view of language, its later modification, and John Locke and George Berkeley’s views on the interrelations between language and thinking. Despite the innovative elements introduced by Locke and Berkeley, they still lamented the infelicities of language and its detrimental effects on human thought. The following section reviews the work of authors who rehabilitated precisely this cognitive role of language, which would be further celebrated throughout the eighteenth century. We shall see how different authors from Leibniz to Condillac emphasized the indispensability of artificial signs in most of the mental processes characteristic of the human mind. Finally, the longest section of the chapter will trace the vigorous philosophical debate over the evolution of language, civilization, and the human mind. Authors engaged in this fascinating discussion tackled such issues as ancient and modern naturalism, supernatural design and providence, and human agency and artifice. Of particular significance will be Condillac’s account of the emergence of language, Rousseau’s undermining of the naturalistic assumptions behind Condillac’s thesis, and Herder’s attempt to save the human invention of language by modifying the main tenets of the debate. Though many additional authors could have been mentioned in this respect, I have opted for a clearer exposition of the central authors and their works. By highlighting the theories of a select group of thinkers, this chapter should nevertheless shed some light on the more general avenues of the philosophical investigation of language in the eighteenth century.

Descartes, Locke, and some early developments

From the 1750s onwards, Enlightenment philosophers did not usually doubt the indispensable role that language played in human cognition. This view constituted a rejection of the theory of language as merely communicating ideas, which we shall now explore.

Crossing the epistemological divide between so-called rationalists and empiricists, this traditional stance was expounded in different ways by both Descartes and Locke. Within the Cartesian framework, material signs (expressible audibly or graphically) could not take part in immaterial mental processes. In his Discourse on the Method (Discours de la méthode, 1637), René Descartes used language as one of his proofs for the immateriality of the human mind. In a fascinating thought experiment, Descartes imagined artificial machines so skilfully constructed that they perfectly resembled animals and human beings. Based on his view of animals as living automatons, Descartes argued that in the case of machines shaped outwardly like monkeys, we would have no way of distinguishing between the actual animal and its mechanical version. We would, however, always be able to tell a real human being from its artificially designed version. The mechanical puppet would be able to respond to certain stimuli, such as pain, in similar ways to human beings; but it would not be able to manipulate its words and sentences in creative response to the developing contexts of a conversation, “as even the most dull-witted of men can do” (Descartes 1637: pt. 5, AT VI, 46). Descartes followed with a distinction between proper human language, characterized by this suppleness and creativity because it was directed by an immaterial mind, and “the natural movements that are signs of passions and can be imitated by machines as well as animals” (ibid.: AT VI, 47).

The intellect’s freedom from the intervention of signs was also emphasized in the debate over Descartes’s Meditations (1641). Responding to Descartes’s strict dualism, Thomas Hobbes suggested that reasoning might actually amount to nothing more than linking names to each other by means of the copula. According to Hobbes, reasoning depended on names; names, in turn, originated in the recollection of sense data by the imagination, a faculty consisting in physical motions within the brain.2 In his response to Hobbes’s objection, Descartes asserted that human beings could directly perceive objects through their mental acts; they had no need of mediating representations (Descartes and Hobbes 1641: AT VII, 181). For Descartes, this immediate perception did not require linguistic signs. The distinction between immaterial ideas and physical symbols was thus crucial for his dualism, which Descartes tried to demonstrate also by reference to the diversity of languages (Descartes and Hobbes 1641: AT VII, 179). Bestial cries and interjections occurred everywhere in the same manner, Descartes argued, whereas only human beings spoke in substantially different languages and had various names for the same object – a testimony of their free will. It is important to note that while Descartes saw language as “encoding” immaterial ideas rather than actively taking part in their formation, he nevertheless highlighted one point that would become central to Enlightenment thinkers: the difference between natural sounds denoting the passions, expressed by humans and animals alike, and the uniquely human or creative use of language.3 As we shall see, most eighteenth-century thinkers would stress precisely this “unnatural” aspect of human languages, or the artificiality of their signs.

The Cartesian theory of mind converged with a seventeenth-century reworking of the medieval theory of the “speculative grammarians” or Modistae, according to which grammatical categories represented ontological hierarchies: the subject reflected substance, and was thus prior to accidents such as verbs, adverbs, and objects (Bursill-Hall 1971: 35–42; Law 2003: chs. 6–8). This hierarchy was regarded as reflecting the innate reason common to all human minds, and expressed in a “general grammar” underlying all human tongues. One of the most renowned manifestations of this theory was the General and Reasoned Grammar (Grammaire générale et raisonnée, 1660) by Antoine Arnauld and Claude Lancelot. Yet at the same time, various Cartesians felt ill at ease with Descartes’s relegation of the expression of the passions to the level of bestial communication. In the second half of the seventeenth century Arnauld, Blaise Pascal, and Bernard Lamy, among others, contributed to a thorough reassessment of the role of the passions and the imagination in the human use of language. Their main point was that in daily life and for most purposes, one could not neglect the pragmatic aspects of speech and writing. When we talk and agree with one another or exhort and persuade our peers, we must exploit the rhetorical and non-semantic features of language (see Pascal 1658; Arnauld and Lancelot 1660; Lamy 1675; see also Ricken 1994). If for Descartes physical signs could not underlie immaterial cognitive processes, Arnauld and his colleagues at Port Royal, when discussing logic and grammar, downplayed the powers of the human intellect after the Fall and rehabilitated the use of the imagination and the passions in education and daily communication. The reassessment of the role of the imagination in cognition and social interaction would cast serious doubt in the following century on the general-grammar theory, and furthermore on any claim that particular languages or syntactic structures could adequately represent mental states.

John Locke became well acquainted with contemporary French works on eloquence, logic, and rhetoric during his sojourn in France from 1675 to 1679, and he continued to follow these discussions from England (Lough 1953: 229–58). Well aware of the pragmatic aspects of linguistic use, Locke paved the way towards the new theory of signs as active instruments in human thinking and the formation of concepts. Words, as Locke argued, were sometimes the only knots combining scattered ideas into general terms (Locke 1689: 3.3.9–11, 412–14).4 The place allocated to language within the overall structure of his Essay concerning Human Understanding (1689) is telling. Book 3 of the Essay, “Of Words,” stands in between Locke’s two main areas of inquiry: human perception or psychology in Books 1–2 (“Of Innate Notions” and “Of Ideas”) and epistemology in Book 4 (“Of Knowledge and Opinion”). Though Locke himself refrained from offering a theory of the evolution of language, his observation that abstract terms originated in words denoting physical items was a major point of reference for eighteenth-century philosophers.


And I doubt not, but if we could trace them to their sources, we should find, in all Languages, the names, which stand for Things that fall not under our Senses, to have had their first rise from sensible Ideas. By which we may give some kind of guess, what kind of Notions they were, and whence derived, which filled their Minds, who were the first Beginners of Languages; and how Nature, even in the naming of Things, unawares suggested to Men the Originals and Principles of all their knowledge …

(Locke 1689: 3.1.5, 403)



Yet despite the manifest links between language, epistemology, and psychology in the Essay, Locke was not a wholehearted participant in the Enlightenment’s celebration of the constructive, active role of language in cognition. His overall tone seemed to convey profound dismay at the dangers and instability inherent in all human tongues. Language, Locke argued, tended to mislead us by making us assume a connection between words and the reality or essence of things. Because words stood for nothing but ideas in a person’s mind, the instability of language also threatened successful communication in its common use.5 The immense power of language over our minds should be resisted as much as possible, until we came to see words as merely representative of ideas in our own minds.

A similar point was made by George Berkeley, who carried on the late seventeenth-century extension of linguistic use beyond the mere communication of ideas. In modern terminology, we might regard Berkeley as elaborating the point made by the Port Royal authors about the need to move from mere semantics to the pragmatics of language. In the introduction to his Treatise concerning the Principles of Human Knowledge (1710), where he questioned the reality of abstract ideas, Berkeley also blamed language for making us believe in the existence of such ideas separately from their particular instances. Language did not only represent, Berkeley argued; it was also used to arouse passions or put “the mind in some particular disposition,” for example in the case of promises or the intimation of danger (Berkeley 1710: I, §83). These pragmatic functions of language, beyond mere signification, led Berkeley to the observation that in our daily use of words we do not regularly exchange them for ideas. When speaking or thinking, we usually ignore the “encoding” or representative function of signs.


And a little attention will discover, that it is not necessary (even in the strictest reasonings) significant names which stand for ideas should, every time they are used, excite in the understanding the ideas they are made to stand for: in reading and discoursing, names being, for the most part, used as letters are in algebra, in which, though a particular quantity be marked by each letter, yet to proceed right it is not requisite that in every step each letter suggest to your thoughts that particular quantity it was appointed to stand for.

(Ibid.)



At first glance this insight seems similar to Hobbes’s objection to Descartes, according to which we conducted all mental discourse by means of signs rather than in non-verbal ideas. Yet Berkeley still regarded language, like Descartes and Locke in their different ways, as a threat to the proper understanding of the world. This seventeenth-century view could perhaps be traced back to Francis Bacon’s diatribe against words as “idols of the marketplace” which biased our knowledge (Bacon 1620: 54–55). In this vein, and despite his insights into the operation of words in the mind, Berkeley entreated his reader “to obtain a clear view of the ideas he would consider, separating from them all that dress and encumbrance of words which so much contribute to blind the judgment and divide the attention” (Berkeley 1710: I, §86). A more positive assessment of the permanent hold of signs on human cognition might be found in the work of Gottfried Wilhelm Leibniz.

Signs in the mind

The main source of Leibniz’s theory of symbolic cognition was his attempt to defend the Christian mysteries against their deist, atheist, and Socinian detractors. A particularly challenging problem in this regard was posed by Baruch Spinoza in his Tractatus Theologico-Politicus (1670). Spinoza criticized all calls to believe without proof in inaccessible truths that went beyond the simple and practical principles of Christianity. If human beings did not have access to clear demonstrations of certain propositions, their talk of such beliefs became no more “indicative of their mind than the words of a parrot or a puppet speaking without meaning or sense” (Spinoza 1670: 512). And since human beings lacked the appropriate criteria to assess the credibility of the traditional mysteries, Spinoza suggested they espouse mainly comprehensible religious elements such as ethical directives. Leibniz sensed, however, that nothing historically unique in Christianity would survive such an assault. He therefore tried to rehabilitate the very vagueness of the mysteries by vindicating the importance of clear but confused ideas, notions constituting a sort of knowledge while not amounting to distinct or intuitive understanding.6 In the case of the Christian mysteries, partial understanding would not only be sufficient but actually desirable, since the complete analysis of the mysteries would diminish their special status and appeal. Some visualized images or a general reliance on scripture would suffice in these matters even without a complete understanding of the concepts.

This stance led Leibniz to argue that most human knowledge never attained an adequate degree of certainty, not even in natural philosophy, where terms such as cause and finality were employed without clear and distinct definitions (Leibniz 1669–71?: AA VI.1, 551–52, 12–13). Whenever we can distinguish a thing from another, Leibniz argued, we have a clear idea of it, but such knowledge remains indistinct or confused as long as we are not able to analyze the idea into its most basic elements. In his “Meditations on Knowledge, Truth, and Ideas” (Meditationes de cognitione, veritate et ideis, 1684) Leibniz tried once again to refute Spinoza’s parrot argument.


Similarly, we see that painters and other artists correctly know what is done properly and what is done poorly, though they are often unable to explain their judgments and reply to questioning by saying that the things that displease them lack an unknown something. … Furthermore, what some maintain, that we cannot say anything about a thing and understand what we say unless we have an idea of it, is either false or at least ambiguous. For, often, we do understand in one way or another the words in question individually or remember that we understood them previously.

(Leibniz 1684: GP IV, 423 [AA VI.4.A, 586–88]; 24–25)7



Clear and distinct ideas were therefore suitable for intuitive perception (cognitio intuitive) such as God’s, who could directly penetrate the essence of things. But in our perception of most things we used blind or symbolic cognition (cognitio caeca/symbolica), except for situations of acute sensations such as pain, which we could perceive intuitively. Intuitive cognition did not require mediation through signs, while only symbolic reasoning allowed human beings to overcome the shortcomings of their understanding (Leibniz 1684: GP IV, 424 [AA VI.4.A, 588–89]; Beiser 2009: 31–44). Unlike Descartes, who had attributed to language the role of communicating already formed ideas, Leibniz ascribed here to signs a constitutive role in the human cognitive process.8

Christian Wolff adopted the main tenets of Leibniz’s distinction between different levels of human understanding: intuitive cognition (anschauende Erkenntnis), granting an unmediated vision of a whole concept, and symbolic cognition (figürliche Erkenntnis), indistinct knowledge facilitated by signs (Wolff 1751: §§292–95, 160–61; §316, 173–74; §839, 519; see also Ungeheuer 1983: 89–112). He argued that most of our notions were not intuitive but clear and indistinct, and signs must serve to distinguish between different ideas on that level. Wolff’s account of the symbolic understanding and its fundamental role in refining crude sense perceptions into clear (if confused) ideas implied that thinking depended on signs, since human beings had limited access to intuitive knowledge. Higher mental operations were set in motion by means of symbolic cognition, and signs enabled the mind to distinguish between initially indistinct ideas (Wolff 1751: §§866–77, 536–37). In both his Deutsche Metaphysik (1719) and Psychologia rationalis (1734) Wolff attempted to demonstrate the dependence of thought on signs by reference to feral children and deaf-mutes, whose inadequate mental skills could be attributed to the absence of a fully fledged human language (Wolff 1751: §868, 537; 1734: §461, 376–81).

It was precisely these examples of the indispensability of language in higher mental operations that Étienne Bonnot de Condillac quoted from Wolff’s works in his own attempt to elaborate the issue. In the Essai sur l’origine des connoissances humaines (Essay on the Origin of Human Knowledge) (1746), Condillac credited Wolff with understanding the operations of the mind better than the followers of Descartes and Malebranche, while still accusing him of not having recognized the “absolute necessity of signs” (Condillac 1746: 1.4.27). Condillac followed both Wolff and Locke in moving beyond the Cartesian view of language and ascribing an important cognitive function to signs. Moreover, like Wolff, Condillac called for the development of scientific vocabulary in the vernacular as a way of advancing knowledge, while recognizing the creative role of the imagination in human cognition. These similarities may, however, be misleading if one neglects the different place of symbolic cognition in the general design of their works: a seminal point in Condillac’s theory, contrary to a marginal position in Wolff’s system. Condillac’s main point was that man-made signs enabled the “connection of ideas”: it was by linking ideas to one another through artificial signs that human beings could bootstrap themselves out of an initial immersion in sense impressions, gain conscious control over their mind, and develop its operations further. The artificiality or arbitrariness of human signs was paramount in this account, for natural sounds could not have effectively performed the same task.

The view of language as an active instrument of human thought was particularly apparent in the question posed by the Berlin Academy of Sciences and Belles-Lettres for its prize contest of 1759: What is the reciprocal influence of language on opinions (understood as thought or thinking), and of opinions on language? This topic would have sounded unintelligible in the context of Cartesian dualism. If thinking was purely intellectual while signs were physical, there could be no interaction between these two strata. The prize laureate, Johann David Michaelis, was – like most contemporaries – not disturbed by the fact that language, as an indispensable cognitive tool, might generate errors of judgment. In an anti-Cartesian manner he actually applauded the artificial and impure nature of historically evolved languages: “This is how thousands of men contribute their contingency to the immense mass of truths and errors of which national languages are depositors” (Michaelis 1760: 6, 16–17; 1762: 11, 29–30). Since Michaelis saw language as a natural artifact crafted through common use, its master must be the entire speech community. Following Horace’s claim that usage is the supreme law of language, Michaelis went further and declared that “language is, in a word, a democracy, where the will of the majority determines usage” (Michaelis 1760: 5; 1762: 8; see also Horace 1970: 456–57). The right of creating new words or changing their common use belonged, according to Michaelis, to “the people who is the sovereign legislator,” and within it to two groups in particular: women and classic authors. Only poets and other creative writers could be counted as such classic authors, and here again it was the people, the “sovereign legislator,” who decided who was to become one. This approach to linguistic usage was very different from the definition of bon usage by Claude Vaugelas, perhaps the most renowned seventeenth-century prescriptive grammarian. According to Vaugelas, good and exemplary usage was to be found in the “best part of the court,” not in common patterns of speech (Vaugelas 1647: ii). Michaelis’s prize essay highlighted one of the implications of the constitutive role of language in cognition: the universality of the human capacity for linguistic representation entailed a quasi-egalitarian participation in the coining and exchange of words. This made language, in Michaelis’s eyes, a perfect democracy at a time when the term had very ambiguous or rather ominous connotations.

Origin, emergence, and evolution

Michaelis was careful to answer the exact question set by the Berlin Academy, about the constant link between language and cognition. He did note, however, that it was very difficult to separate this issue from the evolutionary problem: if language and our higher mental operations were necessary for one another, how did they originally emerge? Was there a prelinguistic time when human beings were speechless, or confined to the bestial expression of the passions by natural sounds? This evolutionary perspective was the second major axis around which revolved much reflection on language in the eighteenth century. Condillac’s Essai exemplified the way in which these two axes, the emergence of language and its constant interrelations with the human mind, were closely woven together. While its first part focused on the way in which signs enabled us to control the stream of sense impressions and develop all our higher mental operations, its second part started with a hypothetical account of how human language could have evolved from the rudimentary sounds available to two children stranded in the desert. Beyond their different metaphysical perspectives, this is perhaps the main distinction between Condillac’s work on language and Leibniz’s or Wolff’s. Though Leibniz investigated the historical growth of languages, his theoretical reflections on the role of signs in the mind were cast in a synchronic mode, as was Wolff’s theory of symbolic cognition.

By examining first the constant link between signs and cognition but then addressing these interrelations from an evolutionary perspective, Condillac related the discussion of language and mind to one of the most pressing questions in Enlightenment thought: how to explain the emergence of a peculiarly ordered human civilization on natural grounds without reference to divine design or intervention. Various contemporaries, irrespective of religious confession and conviction, tried to explain why and how eighteenth-century societies came to have their complex social, economic, and cultural forms of life. Their reply usually took the shape of a potential historical narrative; Dugald Stewart would later call such investigations “conjectural histories.” (He coined this term in reference to Adam Smith’s essay on the emergence of language [Stewart 1793: 292].9) In different domains, from government and social inequality to the arts and the sciences, a crucial transition was depicted from a rudimentary condition termed “nature” to a man-made sphere of “artifice,” crafted by human beings for themselves. The challenge was to clarify how such a qualitative change in all aspects of human existence could have occurred (Wokler 1995: 31–52; Pross 2006: 218–47). In their attempts to answer such questions, eighteenth-century authors tackled, modified or re-examined an ancient naturalistic account of the emergence of language and civilization: the narrative offered by Epicurus of Samos and its poetic version in Book 5 of Lucretius’s De rerum natura. In their accounts, human beings emerged accidentally out of the earth and forged all aspects of their material and intellectual culture on their own (Epicurus 1987: 97; Lucretius 1966: 412–17; see Lifschitz 2009: 207–26).

The perplexing shift from nature to artifice was most manifest in the emergence of language, for most authors agreed that natural or bestial sounds could not enable the uniquely human symbolic cognition. As we have seen, Enlightenment authors tended to highlight the fact that human language was characterized by the artificiality or arbitrariness of its signs. These notions are not coterminous, for arbitrariness implies the absence or impenetrability of a cause, while artificiality suggests a conscious agent who is usually aware of her or his actions even if not of their ultimate goal. Yet the point was to distinguish these arbitrary or artificial signs from the natural sounds used by man and animal alike (see Lifschitz 2012b). In his Essai, for example, Condillac distinguished between three classes of signs: natural signs instinctively expressing emotions such as joy and pain, accidental signs reviving unconsciously some ideas under particular circumstances, and instituted signs that have merely “an arbitrary relation to our ideas” (Condillac 1746: 1.2.35). Only such instituted signs could grant man self-consciousness and command of his cognitive faculties. The first instituted (or arbitrary) symbols were introduced on the basis of a gesticular “language of action,” the original means of communication by cries, gestures, and other expressive signs. Yet in the Essai Condillac had already identified the transition from nature to arbitrariness as a potential paradox: how could human beings use arbitrary signs if they had no command of the required mental capacities – which, in turn, depended on the conscious use of arbitrary signs (ibid.: 1.2.48–49)? Condillac’s solution was to be found in time and custom. Frequent repetition made the use of natural signs a habit even in the absence of the objects and circumstances that had initially accompanied them, so that human beings came to do by reflection what they had initially done by instinct (ibid.: 2.1.60–63; 114–15). However, instead of clarifying the shift from natural signs to arbitrary words, Condillac could be seen as merely projecting this transition onto a large temporal sweep. Indeed, he subsequently made another attempt to explain this transition in his Grammaire (1775), an instalment in the series of textbooks he wrote as tutor of the Prince of Parma. Here Condillac found it necessary to rechristen conventional signs as “artificial.” The modification of such signs from “arbitrary” (in 1746) to “artificial” (in 1775) was meant to address the apparent incommensurability between natural sounds on the one hand and manmade, instituted signs on the other. Condillac argued that complete arbitrariness was impossible in language, since words had to be understood by the primitive users of natural signs. Because of our step-by-step mental progression, human intelligence did not tolerate pure chance in this domain (Condillac 1746: 2.1.1–5).

Condillac’s account of the primordial language of action, comprised as it was mostly of natural sounds and physical actions, was heavily indebted to The Divine Legation of Moses (two volumes, 1738 and 1741) by William Warburton. Condillac, Rousseau, Voltaire, and authors of articles in the Encyclopédie all referred to Warburton’s work, exalting its account of the origin of language and the evolution of writing systems. Though The Divine Legation was conceived as a refutation of Spinoza and Toland, or a vindication of the exceptionality of Hebraic history, its French version was a translation of Book 4 of Warburton’s work. In this part Warburton sought to refute the hypothesis that the ancient Egyptians concealed esoteric wisdom in their hieroglyphs, arguing instead that the hieroglyphs were a primitive form of writing by images, intended for popular use and arising out of necessity. Warburton outlined a natural history of language and mind, where the shift from lively “speech by action” (gesture and mime) to articulate sounds corresponded to the modification of written forms from images (hieroglyphs) to analogy (Chinese characters) and later convention (phonetic alphabets) (Warburton 1742: II, bk. 4, 82–83).10 The first human beings used concrete images as their symbols just as they spoke in fables before moving on to similes and metaphors. This process was prompted by nature, custom, and practice. Only later, following the development of a phonetic alphabet, did Egyptian priests appropriate the old hieroglyphic script and attribute to it secret truths in order to dominate the people.11

A different version of human evolution from a quasi-bestial condition to civil society was offered by Giambattista Vico in his Scienza nuova (New Science) (three editions: 1725, 1730, 1744). Trying to reconcile scripture and a naturalistic account of the emergence of civilization, Vico placed long ages of barbarism after the Deluge, in order not to compromise Adam’s wisdom and perfect language. The uniqueness of revealed history was preserved also by the exclusion of the ancient Hebrews from the general dispersion and descent into bestial existence. For all other nations, the postdiluvian condition was the starting point of a quasi-Epicurean evolution. Human beings with an elementary understanding imagined their gods and simultaneously created language, ascribing divinely animate names to the most striking phenomena. According to Vico in the Scienza nuova, only Hebrew resembled Adam’s perfect language, bearing no traces of the polytheistic imagination and mythical thought (Vico 1744: 127–28).12

Among the very few authors who saw no need for a long transition from natural signs to artificial words was Julien Offray de La Mettrie, the notorious author of Machine-Man (L’Homme-machine, 1748). His frequent references to human and animal language in this work marked the extreme frontier where nearly all other thinkers feared to tread: La Mettrie explicitly argued that there was no qualitative distinction between human and animal language, and by extension between their mental capacities. This conviction underlay his claim that an ape could be taught to speak if only one applied oneself to the task with a proper scientific method. In the same vein, human beings with no command of language, such as feral children, were considered by La Mettrie human only in form rather than in mind. A speaking ape could become “a little man of the town” (un petit Homme de Ville), while a feral child was essentially a beast in human disguise. There was, therefore, no fixed point distinguishing the human from the bestial, as well as bare nature from human artifice. In effect, La Mettrie used language for exactly the opposite purpose of Descartes’s Discours de la méthode. For Descartes, the creativity of all human tongues demonstrated the immateriality of the mind and its transcendence of mere matter; La Mettrie referred to language as a proof that there was no strict difference between the human and bestial spheres. Articulate speech was, in his eyes, the result of education and conditioning from an early age. In La Mettrie’s framework, there was no need to ponder in detail a difficult transition form natural cries to artificial signs. They had always existed alongside each other, available to humans and to beasts properly instructed (La Mettrie 1748: esp. 75–87; trans. Thomson 1996: 11–13).

While no other major author blurred the boundaries between human language and animal communication to this extent, by the mid-eighteenth century the naturalistic account of the emergence of language had become the focus of increasing tensions and discontent. Among the main issues disquieting contemporaries was the fissure between our perception of reality and its representation in language. Sensations were deemed instantaneous and immediate: one saw a picture or felt extreme heat in their entirety and all at once. Yet when one wished to give oneself an account (mental or verbal) of such instantaneous sensations, one had to succeed in a linear manner. In this respect, the gesticular language of action was the best manner of representation, for its vitality and immediacy supposedly captured entire sensations. A single gesture, sometimes accompanied by emotive cries, could represent an agent’s throbbing pain or terrifying fear, as still witnessed in drama, pantomime, dance, and opera. Though sufficiently linear for intellectual endeavors, Greek and Latin were thought to be closer to this original means of representation as they could convey the meaning of an entire French sentence in a single inflected word. French, however, was considered very distant from the language of action, its sentences requiring a distinctly linear order. This view of ancient and modern languages undermined the earlier belief in the particular compatibility of French, or of the subject-verb-object order, with the structure of human cognition.

In his Lettre sur les sourds et muets à l’usage de ceux qui entendent et qui parlent (Letters on the Deaf and the Mute for the Use of Those who Can Hear and Speak) (1751), Denis Diderot turned the traditional distinction on its head, arguing that the so-called “natural order” of thought was closer to the primordial language of action rather than to modern French. From this vantage point, French suddenly seemed very distant from the natural way of thinking, even if it was more suitable for scientific reasoning. Diderot warned in the Lettre sur les sourds et muets that the modern linearity of discourse had been achieved at the expense of the emotional immediacy and pictorial wholeness of our perception (Diderot 1751: 161, 187). The shattered correspondence between immediate perception and analytic language paralleled another concern, namely that language represented only one’s own perception, endowing its users with no direct path to reality or to the minds of others. The epistemological and linguistic implications of Berkeley’s subjective immaterialism received increasing attention in France in the 1740s and the 1750s. Diderot alerted Condillac to the idealistic or solipsistic ramifications of reducing all reflection to “transformed sensation,” declaring Condillac to be a Berkeleian immaterialist malgré lui (Diderot 1749: 44–45; see Lifschitz 2004). The crisis of sensualist epistemology thus exacerbated the qualms about language following the demise of early modern attempts to reconstruct an Adamic or Platonic correspondence between words and things. No longer capable of representing the nature of things, language could also not be trusted to represent mental processes adequately.

Condillac’s awareness of the increasing distance between modern idioms and the primordial language of action, alongside Diderot’s worries about the linearity of human language, were taken seriously by Jean-Jacques Rousseau in his Discours sur l’origine et les fondemens de l’inégalité parmi les hommes (Discourse on the Origin and Foundations of Inequality among Men) (1755) and in the Essai sur l’origine des langues (Essay on the Origin of Languages), probably written in 1756–61 but published posthumously in 1781. In both works Rousseau seemed to lament the loss of an early, innocent immersion in the senses. This loss was brought about, to a considerable extent, by the emergence of language as described in the Epicurean tradition, especially by the gradual superimposition of analytic discourse over the first natural meanings. Criticizing Condillac for assuming social contact among the first human beings, Rousseau imagined man in the earliest ages as self-sufficient and solitary, hearing directly the voice of nature that spurred in him spontaneous feelings of self-love and pity. By placing an arbitrary language between nature and himself, man became deaf to nature and to moral sentiments, consequently in need of conventions and contracts (Starobinski 1988: 304–22; Wokler 1987). Influenced by Bernard Mandeville’s account of language as a means of dissimulation and control, Rousseau described how modern languages lost their vivid inflections, melody became dominated by harmony, and a “golden age” of social cohesion fell victim to fraud and deceit (Rousseau 1781: OC V, 428; 298–99: see Hundert 1987–88; Hobson 1992). The Essai sur l’origine des langues was read as an account of the gradual corruption and abuse of language. For Rousseau, the evolution of language triggered a double loss. Parallel to the sensualist problems of representation – an uncertain access to the outside world and the mistrusted reflection of mental states – language generated both external domination and an internal lack of authenticity.

Yet in contemporary discussions of language, Rousseau’s most noticeable contribution was the challenge he posed to the naturalistic thesis of the joint emergence of language and mind. In his Discours sur l’inégalité, Rousseau identified three problems in Condillac’s account of the evolution of language. First, the “immense distance” between the “pure state of nature” and a condition in which humans were in need of language, a problem which he set aside in order to consider what he saw as two greater difficulties: social consent and abstraction. The substitution of artificial sounds for natural interjections could have hardly occurred accidentally or as an unforeseen response to needs, as described by earlier authors from Lucretius to Condillac. The artificial character of human language would have required common consent, an all but impossible act in the absence of speech, especially as “this unanimous agreement must have been motivated” (Rousseau 1755: OC III, 148; 147). Finally, Rousseau wondered how human beings with no reflective reason could have invented artificial signs for abstract, non-physical notions. This could only be the result of thinking in general terms – for which, however, artificial signs would have already been required. Rousseau concluded his examination of the origin of language by admitting he was “frightened by the increasing difficulties and convinced of the almost demonstrated impossibility that Languages could have arisen and been established by purely human means” (ibid.: OC III, 151; 149).

Rousseau’s exasperation at the difficulties posed by the human invention of language became a rallying point for conservative authors such as Joseph de Maistre, who wished to undermine naturalistic theories of human evolution (de Maistre 1821: 1.116). For such critics of the Epicurean thesis, Rousseau not only exposed its Achilles heel – the impossibility of an independent transition from the natural to the artificial – but also demonstrated its capricious character by randomly ascribing to his man of nature some features rather than others. Condillac and fellow philosophes tried to repair the methodological damage wrought by Rousseau and to demonstrate that no recourse to supernatural intervention was required in order to explain the emergence of articulate language. Yet critics of the naturalistic account did capitalize to the fullest extent on its problematization in the Discours sur l’inégalité. Nicolas Beauzée, the prolific author of grammatical entries in the Encyclopédie, constructed his refutation of the natural emergence of language around Rousseau’s discussion, which he quoted at length. Given the conundrums identified by Rousseau at the core of the naturalistic thesis, Beauzée concluded that language must have been preprogrammed by God into human nature. Beauzée proceeded further, focusing on the shift from nature to artifice. If language and society must have conditioned one another, and if language could not have emerged “by purely human means,” Beauzeé asked Rousseau to admit that human society too must have been created by God (Beauzée 1751–65: 249–66 [252]).

Rousseau’s conundrums were amplified in Central Europe through the first translation of the Discours sur l’inégalité into German by Moses Mendelssohn, just months after the appearance of the original French edition. Perhaps unsurprisingly, one of the issues Mendelssohn found particularly disconcerting in Rousseau’s Discours was its gloss on the natural emergence of language. Mendelssohn appended an essay to his translation – “Sendschreiben an den Herrn Magister Lessing in Leipzig,” – in which he replied to Rousseau. At the outset, the translator tried to distinguish himself from the Franco-German choir of scornful critics by paying tribute to Rousseau’s “excellent mind.” As to Rousseau’s conundrums about the shift from natural cries to arbitrary signs, Mendelssohn grounded it in a theory of the association of ideas. Human beings had the natural capacity to connect ideas that had been perceived together due to proximity in space, time, or causal relations. This association of ideas could have been mastered by natural man (“a savage,” as Mendelssohn called him throughout his comments) and its limited traces could be found even in animals. In this way, man in the state of nature could have encountered a sheep surrounded by flowers in a meadow. The sound of bleating would initially be used to refer only to its source, the sheep, but in some people’s minds it might also summon the entire original setting. Gradually, they would leave out the middle link in this associative chain to refer by the sheep’s bleating directly to the flowers. As bleating had a merely arbitrary relation to flowers, depending on circumstances rather than inherent in nature, Mendelssohn argued that this process demonstrated how natural sounds could be transformed into arbitrary ones (Mendelssohn 1756: esp. 107–9; see also Lifschitz 2013). He did not, however, consider Rousseau’s second conundrum about the social and conventional aspect of linguistic evolution: while one person would associate the bleating with flowers, others could have equally linked it to the whole meadow, to the rain, or to a pressing feeling of hunger. Mendelssohn also tried to explain the shift from natural to artificial signs by referring to the large span of time during which cumulative change could have occurred. Yet Rousseau had already rejected the reduction of the transition between two incommensurable categories to a slow transition over time, wondering at which precise point the quantitative enlargement of vocabulary could have been qualitatively transformed into abstract signification. This was one of the main themes taken up by Johann Peter Süßmilch in a work that would be thoroughly criticized by Herder and other naturalists.

Süßmilch, a pastor and specialist in demographic statistics, directed his attack at the president of the Berlin Academy, the French natural philosopher Pierre Louis Moreau de Maupertuis. Alongside his works on physics, biological generation, and metaphysics, Maupertuis was also fascinated by the question of language in the mind. In 1756 he presented to the Academy his Dissertation sur les différents moyens dont les hommes se sont servis pour exprimer leurs idées (Dissertation on the Different Means Men Employ to Express Their Ideas), where he repeated Condillac’s distinction between two phases in the emergence of language: a primary, expressive language of action and an analytic idiom employing artificial signs (Maupertuis 1756a: 349–64).13 Süßmilch’s resolute reply was suitably entitled: Attempt at a Demonstration that the First Language Had Its Origin Not in Man but Only in God (Versuch eines Beweises, daß die erste Sprache ihren Ursprung nicht vom Menschen, sondern allein vom Schöpfer erhalten habe, 1766). Despite the theological connotations of the title, this was a shrewd attempt to present a philosophical proof “from the realm of nature” against the naturalistic-Epicurean theory of the emergence of language (Süßmilch 1766: 97).

Süßmilch incorporated into the printed edition of his lectures numerous references to Rousseau’s Discours and appended to it a response to Mendelssohn’s suggestions, in which he wished to vindicate Rousseau’s conundrums against the naturalistic party. Süßmilch’s main thesis may be seen as a version of Rousseau’s vicious circle concerning language and reason: on the one hand language was the sole means for the exercise of higher mental operations, while on the other its structure reflected deliberate design by a fully rational mind. Hence language could not have been formed by man, the only alternative being a superior entity whose intellect did not depend on the use of signs (ibid.: pref., 5r–v). Like Rousseau, Süßmilch was troubled by the transition between two incompatible categories, the shift from natural interjections to arbitrary words. He identified the tendency to stretch this transition over long millennia as an ineffective methodological device, observing that Lucretius and his followers ascribed to the primordial human beings too sharp an intellect for the communication of thoughts they could not have had in the state of nature (ibid.: 58–59). More elaborately than Rousseau, Süßmilch demonstrated that the interdependence of signs and thought could be reclaimed as a central weapon in the arsenal of the divine party. Drawing on Wolff’s link between language and human reason, Süßmilch argued that God must have either bestowed them on human beings upon their creation or not at all. In the latter case, they would have forever possessed rudimentary, bestial mental capacities. Authors who argued for a natural emergence faced the conundrum of primacy and had to decide what came first, reason or language, an impossible task according to Rousseau and Süßmilch.

Süßmilch’s attack highlighted the vulnerability of the naturalistic thesis. To Johann Gottfried Herder it was clear that if the human origin and character of language was to be vindicated, this thesis had to be substantially revised. The result of his modification of the question became perhaps the most famous statement of the immanent link between language and cognition. Though winning the prize of a contest devoted to the origin of language, Herder admitted he did not offer a diachronic account of its emergence. His Abhandlung über den Ursprung der Sprache (Treatise on the Origin of Language) (1772) argued instead that there had never been speechless human beings. Language, for Herder, was a natural capacity for representation, an aspect of mankind’s organic constitution. According to Herder, man should be seen in his entirety, as an integrated physical and intellectual being; his prize essay memorably began by claiming that “Already as an animal, the human being has language” (Herder 1772: 697; trans. Forster 2002: 65). This surprising proposition expressed at the outset of the Treatise one of its most pivotal theses. Even if the idiom shared by man and animal was not a full-fledged language, human beings did not evolve from a prelinguistic condition to one of speech and reason. Language has always been present in the human mind.

Part of Herder’s argument consisted in an appropriation of the then-widespread discussion of instincts and the physiological constitution of organisms. While taking on board Leibnizian notions of force (Kraft) and instincts, Herder placed a premium on the empirical study of “experiences concerning the difference between animals and human beings” (Herder 1772: 711; trans. Forster 2002: 77). He distilled observations made by Hermann Samuel Reimarus into his own “animal sphere” argument: the smaller a creature’s natural environment, the greater its skills and artful drives (Kunsttriebe) were, as attested by the intricate structure of beehives and spiders’ webs (Reimarus 1760). With the extension of habitat, animals had to relate to more factors over a larger territory, inevitably becoming less focused and skilful. Man was at the opposite end to insects on this natural scale: living all over the earth and engaging in myriad activities, he lacked any naturally concentrated artful drives. However, while Reimarus claimed that some forms of these artful drives could be found in human beings, Herder argued for a categorical difference between animal instincts and those of human beings. Only the latter possessed a unique power substituting for the lack of artful instincts: this was Besonnenheit, active reflection or awareness of the world. Herder emphasized that Besonnenheit was not an ethereal reason distinct from matter, but man’s organizing principle, directing body and mind alike and orientated towards the surrounding environment (Herder 1772: 82–87; trans. Forster 2002: 716–22). Against Rousseau’s postulation of reason as a dormant capacity in man (réflexion en puissance), Herder argued for the primacy of the real and the given over the logical and the possible. Latent but unrealized tendencies were thus a phantom, amounting to nothing in reality: habit and use could never have transformed mere potentiality into actual force (ibid.: 720; 86). Besonnenheit was always active and present in man, and human language was both coextensive and coexistent with Besonnenheit.

According to Herder, language was the active appropriation of the outer world within the human mind by means of distinguishing marks (Merkmale). Resorting to the common image of a man or a child engulfed by confused sensations, Herder argued that the simplest recognition of an object consisted in mentally marking it apart from the whole. Referring to the first hypothetical encounter between man and sheep, Herder argued that the sheep and its bleating, or the object and its distinguishing mark, were one and the same thing in the perceiving mind. In Herder’s Treatise there was no prelinguistic cognition: human beings did not consciously denote already existing ideas, for ideas were their own signs and vice versa.


The sheep comes again. White, soft, woolly – the soul sees, feels, takes awareness, seeks a characteristic mark – it bleats, and now the soul recognizes it again! “Aha! You are the bleating one!” the soul feels inwardly. This soul has recognized it in a human way, that is, with a characteristic mark.

(Herder 1772: 723; trans. Forster 2002: 88)



Though Herder repeatedly discussed the case of bleating sheep, the identity of sign and idea was not restricted to onomatopoeic markers, operating equally with artificial signs. In fact, the identity of words and mental signs tended to undermine the entire distinction between nature and artifice. If active reflection (Besonnenheit) and human language were natural to all human beings, self-motivated and man-made signification must have been present all along human evolution.

Herder’s equation of word and idea, of language and cognition, prompted a further attack on any attribution of the first words to the imitation of natural sounds, to the physiology of the vocal organs, or to social convention. His suggestion partly resembled the views of Hobbes, Leibniz, and Condillac, who saw language as an indispensable tool of human thought. Yet Herder may have gone beyond them by arguing not only for the linguistic character of our cognition but also for the cognitive nature of human language. One could not think without language, as various Enlightenment authors argued, but at the same time one could not properly speak without perceiving the world in a uniquely human way (Trabant 1990: 345–66, and 2009: 117–39; see also Herder 1784–91: 136–42 and 345–55). This was the crux of the difference between Herder’s suggestion and earlier naturalistic narratives. For Herder, human language involved from the outset a peculiar manner of self-orientation in the world. Consequently, it could have never emerged from the expressive idiom of nature or from rudimentary communication among beasts.

This point, in turn, may be viewed as a return to Leibniz and Wolff’s synchronic treatment of the interrelations between signs and the mind. By resorting to this perspective, Herder seems to have admitted that narratives of the gradual evolution of language and mind were unsustainable in the face of the challenges mounted by Rousseau and Süßmilch. To understand language properly, one had to view it as another facet of the whole entity that was the human being, together with physical organization and mental operations. One could not assume that a single feature of this entity existed without the others – and hence the futility of imagining human beings without language. This was, for Herder, a contradiction in terms: man would not be himself without language and active reflection, while language deserved its name only as a cognitive aspect of the entire human being.

Though there were parallel discussions to the ones we have followed, especially in the realms of rhetoric and logic, the epistemological and historical perspectives were most characteristic of eighteenth-century philosophy of language. Indeed, after the rise of comparative linguistics in the following century, philologists and linguists tended to view the Enlightenment debates on language with bewilderment if not ridicule (see, for example, Renan 1858: 75–88). The origin of language came to be seen as an unfathomable topic that went far beyond the remit of any positivistic science. Yet some of the objections to eighteenth-century conjectural histories missed the mark, as Enlightenment authors were fully aware of what they were trying to do. Rousseau, Condillac, Herder, and their contemporaries did not set out to offer an actual account of linguistic development. Their main aim was to investigate the crucial involvement of artificial signs in mental processes, or the extent to which language made us human. It is in this respect that the philosophical examination of language was an essential part of contemporary attempts to understand the operations of the human mind, the structure of civilization, and the relationship between man and nature.

Notes



  1 This overview draws substantially on material included in Lifschitz 2012a. For further reading in English see Aarsleff 1967, 1982; Land 1974; Formigari 1993; Ricken 1994; Losonsky 2006.

  2 On Hobbes and language see Isermann 1991; Biletzki 1997; Pettit 2008.

  3  Noam Chomsky traced the roots of his own generative grammar back to such early modern theories in Cartesian Linguistics (1966). For important criticism, see Miel 1969 and Aarsleff 1970.

  4 On Locke as a harbinger of Enlightenment theories of language, see Losonsky 2006: 1–21.

  5 See, in regard to general terms, Locke 1689: 3.2.4–8, 406–8. On the reflection of contemporary anxieties about the disjunction between language and reality in Locke’s Essay, see Dawson 2007.

  6 De judice controversiarum (1669–71?), in AA VI.1, 548–59, and Leibniz 1669–71?: 8–24. See also Dascal 1987: 93–124; Goldenbaum 2002: 551–75; Antognazza 2007: 50–59.

  7 Note also Leibniz’s reply to Locke’s different definition of clarity and confusion (Leibniz 1765: 3.1.4–5 [GP VI, 255–56]; 255).

  8 Berkeley made a similar argument about the comprehensibility of the mysteries despite their indistinct perception in the seventh dialogue of his Alciphron, or the Minute Philosopher (1732); see Berkeley 1732: 7.1–13. Yet as argued above, on the whole he saw language as an obstacle to human knowledge.

  9 Smith’s Considerations concerning the First Formation of Languages (1761) is rather curious in its almost exclusive focus on the parts of speech and its lack of attention to the methodological and philosophical implications of the origin of language among speechless human beings. See Smith 1761: 203–26; Dascal 2006: 79–111.

10 See also the influential French translation: William Warburthon [sic], Essai sur les hiéro-glyphes des Egyptiens (Warburton 1744: I, 48–52).

11 For further ancient and early modern sources of this theory, see Aarsleff’s introduction in Condillac, 1746: xxxi–xxxiv.

12 See Trabant 2004; on Vico’s Epicurean account of human nature, see Robertson 2005: 238–55.

13 Maupertuis had earlier written another essay on the topic, Réflexions philosophiques sur l’origine des langues et la signification des mots, composed in the 1740s but first published in 1752. See Maupertuis 1756b: I, 253–85; Beeson 1992; Terrall 2002.
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PHILOSOPHY AND THE PHYSICAL SCIENCES

Stephen Gaukroger

 

From the point of view of their philosophical significance, one of the most fundamental differences between the physical sciences as they emerged anew in the seventeenth and eighteenth centuries concerned the question of the relationship between mechanics and matter theory. “Natural philosophy”—which became increasingly referred to as science in the eighteenth century (although its practitioners were not referred to as scientists until the nineteenth century)—had traditionally been matter theory. That is to say, it was a theory about the nature of matter, whether this took the form of a theory of how the essences or “natures” of material substances determined their properties and behavior, or of a theory about how the microscopic constituents of matter determined the properties and the macroscopic behavior of bodies.

Natural philosophy was the discipline that was designed to reveal the ultimate structure of the physical world, and before the seventeenth century it consisted of matter theory. Matter theory explained the physical behavior of bodies in terms of their material constitution. During the same period, however, there had also been another set of disciplines, which in Aristotelian terms can be grouped under the generic title “practical mathematics” and which were not conceived to be physical disciplines as such, but which nevertheless did cover some aspects of the behavior of physical bodies. Among these practical-mathematical disciplines were mechanics and astronomy. Mechanists such as Descartes attempted to integrate mechanics and matter theory in a particular way, taking the distinctive claim of micro-corpuscularianism, namely that macroscopic behavior of bodies was to be explained by the behavior of the constituent micro-corpuscles, and mechanizing this micro-behaviour. That is, they argued that the behavior of micro-corpuscles could be characterized exclusively in terms of mechanical properties: speed, size, and direction of motion. Mechanism was, in short, an attempt to combine the resources of matter theory and mechanics into a single account. This account was considered to provide the grounds for a powerful unified research program in natural philosophy, one in which all physical behavior is the result of a single level of common causation, that of mechanically characterizable interactions between micro-corpuscles.

There were two developments in the second half of the seventeenth century that put the mechanist project into question (see Gaukroger 2006: ch. 10). The first turned on the questions of explanation and reductionism. In the 1660s, Boyle, in his investigation of the “spring of the air,” and Newton, in his account of spectral colors, discovered that in order to account for certain phenomena in a satisfactory way they had to suspend their commitment to micro-corpuscularian explanation. For the advocate of a systematic mechanism, ultimate explanations took the form of accounts in terms of underlying microscopic states, so that causation, and with it explanation, were always construed as vertical, as it were: causes and effects were not on the same level, because causes are always more fundamental. By contrast, Boyle and Newton postulated horizontal causal processes, those where cause and effect were on the same level, and where this was defended as a genuine and independent form of explanation. What is at stake here is explanation of phenomena in terms of their systematic relations with other phenomena, not in terms of some underlying reality. Opponents of this way of proceeding were completely nonplussed by the claims of experimental philosophy, construing it as at best a merely provisional stage on the road to explanation in terms of underlying principles. Leibniz and Spinoza both thought Boyle perverse in not offering a “systematic” account of his views, for example. Likewise, in criticizing Newton’s account of the production of a color spectrum with a series of prisms, Huygens demanded that a hypothesis be offered as to how differences in motion were connected with differences in color. But both Boyle and Newton saw the matter in a very different way. In effect, they rejected the idea that causes must be restricted to what underlies the phenomena, and in consequence that they must be located at a different level from the phenomena. Rather, their treatment implied that there is a way of understanding at least some phenomena that consists in exploring the causal connections between—as opposed to underlying—them. To proceed in this way is to undermine the explanatory point of micro-corpuscularianism, namely that all physical phenomena can be accounted for fully on the basis of an exceptionally economical set of perspicacious basic principles such as mass, position, and velocity.

The second development was the inability to account, mechanically, for what should have been one of these basic principles, the gravitational attraction manifested in gravitational mass. Gravitation was crucial to the unified terrestrial and celestial mechanics of Newton’s Principia, yet while the way in which bodies interacted grav-itationally was describable in a precise quantitative way, these interactions were at a phenomenal level, and the “nature” of gravity remained a complete mystery. Rather than assimilating mechanics to matter theory by fiat, as the mechanists had done, Newton rejected the mechanist route and bypassed matter theory in his mechanics, building up an account of the physical realm in terms of the forces acting on bodies, rather than in terms of their material constitution. Galileo provided the basic kinematics in his Two New Sciences, and Newton, using the different kinematic states (particularly inertial and non-inertial states) that Galileo separates out as a skeleton, proceeded to flesh this skeleton out with forces. The separation of mechanics from matter theory was immensely successful but Newton encountered an intractable problem, in that gravitation acts as a mechanical force but, unlike collision for example, resists any mechanical understanding. In particular, the Galilean model of starting from the behavior of an isolated body in a void, absolutely central to Newton’s Principia, breaks down completely when it comes to gravitation. Newton ultimately decided that gravity is a separate problem for matter theory, without being able to understand how it might be resolved. Here the idea that there is an essential and unproblematic unity of natural philosophy, resting on a micro-corpuscularian core ubiquitous in its effects, collapses.

Mechanism had been premised on the belief that all physical behavior is the result of a single level of common causation, that of mechanically characterizable interactions between micro-corpuscles. Descartes had extended this project into the life sciences, in his biomechanics, and Spinoza tried to reconcile mechanism, which he treated as the single legitimate way of explaining the natural world, with a general understanding of our place in the world which had the depth and richness to underpin questions of morality, culture, and civil and political values. But even leaving these especially ambitious extensions of the program to one side, mechanism had been stripped of much of its plausibility and was fighting an increasingly desperate rearguard action by the beginning of the eighteenth century. Its guiding principle of reductive explanation was quickly abandoned, as the precepts of a purely phenomenal form of enquiry came to dictate programs in chemistry and the study of electricity. At the same time, the separation of mechanics, which explains the behavior of bodies in terms of the physical forces acting on them, and matter theory, which explains the behavior of bodies in terms of their material constitution, undermined the easy association between the physical and the material, an association that had been constitutive of natural philosophy since antiquity, marginalizing the “practical mathematical” disciplines such as optics, mechanics, and positional astronomy because these did not deduce the phenomena with which they dealt from the material constitution of bodies.

Once mechanics and matter theory became separated, however, it was not as if natural philosophy split into two equal, and equally coherent, parts. In particular, the matter theory that emerges from the split has two features that distinguish it from the pre-mechanist versions of matter theory. First, the mechanization of matter theory, even though unsuccessful as a means of establishing a wholly general and comprehensive natural philosophy, had shaped matter theory: it was overwhelmingly reductionist rather than essentialist, it embraced quantification where possible (although, for obvious reasons, this tended to be arithmetical rather than geometrical), and in reaction to its association with mechanism, it emerged very much as an experimental, as opposed to a speculative, discipline. Second, the separation left it with all those physical phenomena that mechanics, still very much the dominant discipline at the beginning of the eighteenth century, had all but abandoned as intractable, such as chemical reactions, electrical activity, physiological processes, and gravitation. There was no question of any underlying intrinsic substantial unity in these disciplines, although at a general level they did foster a broadly experimental approach, by contrast with the typically axiomatic approach of mechanics.

Here we have the conceptual starting point for the eighteenth-century physical sciences. I shall concentrate mainly on three areas, in an attempt to bring into focus those issues that they raise that have clear philosophical consequences: mechanics, chemistry, and electricity.

Mechanics

In the first three decades of the eighteenth century in France, the doctrine of universal gravitation advocated in Newton’s Principiawas generally deemed unsatisfactory, and we witness what was in effect a bifurcation of physical enquiry into two different kinds of enterprise. The first—whose most significant early exponent was the French mathematician Pierre Varignon—simply ignored the theory of gravitation and worked on the geometrically formulated mechanics of Book 1, allowing centripetal force but not fleshing it out in physical terms. Rather, the aim was predominantly mathematical, applying newly developed analytical techniques, most notably infinitesimal calculus as developed by Leibniz and then the Bernoullis, to the problem of how a body acts under the influence of a central force, extending Newton’s account and reworking it in terms of more powerful mathematical resources (see Blay 1992). The second, by contrast, ignored the geometrically formulated mechanics of the Principia and instead focused on the physical mechanisms by which the planets were held in orbit around the sun. The preferred way of proceeding here was in terms of vortex theory, whereby the planetary orbits were held in place by means of a balance of centrifugal forces acting outwards from the sun and pressure acting inwards from the periphery (see Aiton 1972: ch. 5). Leibniz, for example, in his marginal notes on the Principia, had speculated on whether the gravitation/centripetal force/void account offered by Newton might not be translated into an elasticity/centrifugal force/fluid vortex account (see Bertoloni Meli 1993). The two streams only began to come together in the 1730s, when, on the one hand, Newtonianism as a physical theory came to be accepted over vortex theory, and, on the other, analytical mechanics triumphed over what was now regarded as the geometrical fossil that was the Principia, which was rewritten in analytical terms.

This rewriting culminated mid-century in the work of D’Alembert and Euler, who not only developed a powerful mathematical theory of dynamics, but also reflected on the foundations of physics, as they conceived it (see Gaukroger 2010: ch. 8). We can confine ourselves to the case of Euler, whose views were better developed. As far as the elaboration of the physical theory was concerned, Euler started from a comprehensive account of mass points, then considered various interactions between them, expanding his mathematical resources at every stage, to generate rigid bodies, then flexible bodies, then elastic bodies, and finally fluid bodies. His treatment starts with foundational questions, the aim of which is to establish mechanics on an a priori basis, so that it effectively comes to be on a par with geometry, considered as an axiomatic system.

Euler’s treatment of the foundations of mechanics would seem to be much more of a model for the subsequent attempts to provide metaphysical foundations for physics than the work of Leibniz in this regard, for the metaphysics that Leibniz used to ground physics was arcane and, in crucial respects, difficult to make sense of. By contrast, Euler’s account—which he would not have described as metaphysics, but simply as conceptual clarification—is by contrast straightforward. The key problem for Euler in his foundational treatment was accounting for the nature of force. His foundational aim was to reformulate Newtonian dynamics in such a way that its apodictic character was established. One of the main goals of the reformulation was the clarification of the idea of bodies acting upon one another and, in particular, the clarification of the notions of force and mass invoked to explain these actions. In setting out the conceptual foundations of mechanics, his focus is on the question of the source of forces, in an attempt to establish that forces derive from impenetrability and inertia. Having done this, Euler then goes on to compare the actions of forces (see Euler 1765: introd.).

The key distinction in his discussion is that between action due to internal factors and action due to external ones. Euler insists that we begin with an isolated body, since here the separation of internal and external factors is clearest. The workings of the “internal” principles are then investigated in terms of the conditions under which a body would have sufficient reason to deviate from its state of rest or motion. He defines inertia in terms of the perseverance of a body in its state of rest or uniform rectilinear motion, and argues that when we detect no forces acting on a body then the absolute state of the body can be gauged. If a body is in absolute rest or motion, the axioms for relative rest and motion also apply; conversely, because of inertia, bodies will persist not only in the same absolute state but also in the same relative state on the condition that the body by which the motion is measured is absolutely at rest or has uniform velocity (i.e. providing the reference frame is inertial).

“External” principles, by contrast, take the form of forces, which are defined as whatever changes the state of a body, and Euler invokes three foundational notions in accounting for the source and action of such forces: extension, impenetrability, and inertia. His account of impenetrability is the key innovation. Imagine two very small, perfectly hard (elastic) spherical bodies, both of which are initially in inertial states, colliding at a sufficiently large distance from any other bodies for these other bodies not to have any effect upon them. We know that bodies change state in collision, and Euler takes the generally accepted view that such changes of state must be instantaneous and hence discontinuous. It is also assumed that there are no forces acting on the bodies before or after collision, so that the motion of the bodies is inertial both immediately before and immediately after impact. Now since we also know, from the law of inertia, that any change of state must be due to forces acting on the bodies, then, since there is a change of state, there must be such forces acting. The question therefore arises as to the source of these forces.

Euler approaches this question by considering in the first instance what would happen if there were no forces acting. In such a situation, the bodies would continue in their inertial motion, but to do so they would have to penetrate one another. Mutual penetration is impossible, however, and it is this very impossibility that results in forces being exercised. We might consider that each of the bodies changes its own inertial state in order to avoid penetration, but a force is required for this, and there is nothing to provide such a force. What must happen, Euler argues, is that each body changes the other’s state. A body A changes the state of a body B that would penetrate it if it continued in its motion, and vice versa. Consequently, the change of state that B undergoes is not due to some force which it produces itself, but to a force which acts from outside, from A. This force is “external,” in the sense that its source is external to the body on which it acts.

When B comes into contact with A in impact, we can say that it experiences A’s internal principles as a force, a force which we would normally term A’s force of resistance to change of state. Note that the force is not in any sense in A: what is in A is its internal principle, which is not a force because it only maintains A’s state. But this internal principle is experienced by B as a force. There is, therefore, an external force acting on B and this force is not internal to A. Nor does it act at a distance, because it is a prior condition of there actually being a force that A and B be impenetrable and that they be in contact. Impenetrability and contact are therefore necessary conditions for this force, but they cannot be sufficient conditions since there would be no force, for example, acting on two stationary impenetrable bodies in contact. For the sufficient conditions to be realized there must be “fear of penetration” and this only occurs when the bodies cannot continue in their present states, that is, when one of the bodies is moving with respect to the other such that the two bodies come into contact. Impenetrability and contact as such cannot, therefore, give rise to any forces, nor can inertia as such. All three are required if there is to be a force.

Euler’s claim is that the action of all forces here has been explained on the one clear mechanical model: neither internal forces nor action at a distance have to be invoked. The relation of impenetrability to extension and inertia, which Euler also took as being primitive, was, however, not so straightforward. He made no attempt to deduce these from impenetrability and indeed it is difficult to see how something like inertia could possibly be derived from impenetrability. This leaves us with the problem of showing why bodies must necessarily be extended and inertial, as Euler claimed. He provided no explicit arguments in the case of extension but we can gain some idea of the kind of defense he probably had in mind from looking at how he dealt with impenetrability. Impenetrability was defended on the grounds that it is both necessary and self-evident that bodies be impenetrable. If we construe Euler’s reasoning in this way then the conclusion is that impenetrability and extension are necessary to body because we cannot conceive of a body being either penetrable or unextended; it is essential to what we mean by “body” that bodies be impenetrable and extended. It might be objected that this was just an exercise in definition. But there was more at stake than mere definition. Euler’s argument can be seen as specifying the necessary and sufficient conditions for something to be a body in the normal, generally accepted, sense of the term, and then proceeding to show that, given this intuitive and self-evident notion of body, we can build up a sophisticated quantitative mechanics without invoking any of the peculiar agencies that Newton had introduced.

Inertia was a problem in this respect, although Euler clearly thought it had the same primitive status as extension and impenetrability. The only justification for the principle of inertia that we are given is in terms of the principle of sufficient reason: a body will not change its state without sufficient reason, where the sufficient reason is specified in terms of external forces. But the proposed justification is clearly question begging. Aristotle, for example, had considered that every (terrestrial) motion must have an external cause, so that in the absence of this cause no body will maintain its motion, and such an account was not completely ruled out even in the eighteenth century. This view of inertia could just as easily be based on the principle of sufficient reason, but the law of inertia that would result would clearly be different from Euler’s. Everything depends on how, and under what conditions, we assign forces. Only given a particular characterization of forces does the law of inertia follow from the principle of sufficient reason. Because of the nature of the relation between a law of inertia and one’s characterization of force, any attempt to justify the one in terms of the other must be circular.

From mechanics to the philosophy of science

Kant took Newtonian mechanics as a model for the rest of knowledge, metaphysics included. In his work before the Critique of Pure Reason (1781), he attempted to reconcile Newton with what he took to be the three basic tenets of metaphysics: the purposive development of nature, the possibility of a morally relevant freedom, and the existence of God (see Schönfeld 2000: ch. 9). But on some occasions metaphysics is used to try and solve conceptual problems in mechanics. In his “Metaphysicae cum geometria iunctae usus in philosophia naturali, cuius specimen I. continet monadologiam physicam” (“Physical Monadology”) (Kant 1756: Ak I, 475–87) of 1756, for example, he offered what was effectively a metaphysical solution to the question of the nature of ether, a substance posited to fill tracts of empty space and facilitating the transmission of physical action over large distances. He posits the existence of physical monads, indivisible point centers of attractive and repulsive forces which are the ultimate physical components of material things. The attractive and repulsive forces act in such a way as to fix the boundaries of sensible bodies, but they also extend to infinity, following Newton’s law of universal gravitation in the case of attractive force, and some unspecified analogue of Newton’s law in the case of repulsive forces. Not only is the nature of the forces hazy—repulsive and resisting forces are not distinguished for example—but the detailed physics of the ether, which had a history of over a hundred years by this stage, is ignored. In particular, the single most pressing problem for ether theories had been the resistance an ether would offer to the motions of celestial bodies, and Kant’s theory simply does not address this.

With the Critique of Pure Reason, a different kind of project comes to center stage, one in which Kant explores what he considers to be the necessary conditions for any kind of understanding, and in establishing such conditions he presents an argument for the limits of reason, distinguishing what falls within the domain of theoretical reason, and what falls instead within the domain of practical reason. The argument was proposed as a rejection of the metaphysical tradition within which Kant had worked up to this point, namely that associated with Christian Wolff, whereby theoretical reason, in the form of metaphysics, exhausts all forms of understanding, and there is nothing that cannot be grasped by it.

Considerations bearing directly on science are involved here. Kant’s argument about the a priori nature of various physical concepts such as space and time draws on scientific considerations; it dictates, on what are in effect metaphysical grounds, which parts of the physical sciences are open to empirical investigation and which are not; and, finally, by moving various forms of understanding outside the domain of theoretical reason, it renders impossible not only any scientific understanding of them, but also any rational understanding of the kind that Enlightenment philosophers had been offering.

In the first place, there is a case to be made that Kant’s argument for space, time, and causation as “forms of the intuition” is indebted to his work on the nature of geometry. In a short pre-critical work from 1768, “Von dem ersten Grunde des Unterschiedes der Gegenden im Raume” (“Concerning the Ultimate Ground for the Differentiation of Directions in Space”) he presents a distinctive argument rejecting the Leibnizian conception of relative space and defending Newton’s idea of absolute space. In purely geometrical terms, a right-hand glove and a left-hand glove are identical: they have the same parts standing in the same geometrical relations to one another. Yet we know that the one is in fact different from the other (they are “incongruous counterparts” in Kantian terminology). There is something about spatial relations that goes beyond geometry, and this extra ingredient can only be captured intuitively, not in terms of some further extension of geometry. While the origins of the argument establishing space as a form of the intuition in the Critique of Pure Reason are obscure, the incongruity of counterparts does seem to be a direct connection between the arguments.1

Second, the argument treats phenomena—space, time, and causation—the nature of which would have been construed as empirical matters, at least in large part, as completely non-empirical. The question at issue is whether these are part of the world, or part of our conceptual structuring of the world. We can imagine a universe without motion, a universe in which bodies are stationary, and we can imagine a universe without matter in it, for example by imagining a universe in which the matter is gradually removed so there is none left. But, Kant noted, we cannot imagine a universe without space and time. We cannot think of a universe empty of matter and mentally remove space from it, because we simply cannot imagine a universe becoming spaceless. One thing this might mean is that space and time exist in a way that is more fundamental than matter: they are ontologically prior to matter. But Kant’s approach is different. The question is not one of metaphysics—what the constituents of the world are—but one of epistemology, what our access to the world is. His argument is that, if we cannot even imagine a universe without space and time, this tells us something about us, not something about the universe: it shows that we cannot think about physical events without thinking about them spatio-temporally, and this is a feature of our ability to think about physical events, not a feature of physical events themselves. The same considerations, he argues, hold for causality. Space, time, and causation are conditions of possibility of our being able to think about, perceive, and have beliefs about physical events in the first place. In his last unpublished writings, collected as the Opus postumum, the existence of a physical ether is added as being something that is also a condition of possibility of experience of the physical world.

Finally, Kant’s argument that reason has limits, beyond which only a form of practical grasp is possible, imposed significant constraints on the use of the physical sciences as a model for understanding human behavior, for example. This move, albeit in line with Rousseau’s rejection of the utility and legitimacy of the arts and sciences, was a major departure from French Enlightenment thought in particular. Yet if Kant believed he had established the illegitimacy of such models, this was not because he had a sharp eye for when such extrapolations from one area to another failed. Quite the contrary, his general argument effectively rests on an assumption that all physical enquiry was subsumable under mechanics, an area treated by its practitioners as aspiring to the certainty of mathematics because it was treated as a branch of mathematics. The inadequacy of such a model becomes immediately evident once we turn our attention to the two main areas of innovation in eighteenth-century physical theory: electricity and chemistry.

Electricity

Electricity was the most puzzling of all physical phenomena studied by eighteenth-century natural philosophers. There had been a number of accounts of triboelectricity— attraction and repulsion produced by rubbing—in the seventeenth century, although these were usually as an afterthought to accounts of the equally problematic phenomenon of magnetism (see Heilbron 1999). Since the electrical attraction was produced by rubbing, it was assumed, not just by mechanists but more widely, that the rubbing excited the micro-corpuscles in the attracting body, and all accounts of electricity in the seventeenth and early eighteenth centuries worked on this basis. Experimental work on electricity started from this assumption as a premise, rubbing a body so that it became an “electric” (that is, an electrified body) and moving other bodies around it, changing the environment, e.g. by carrying out the experiments in an evacuated tube, and observing the effects on various kinds of materials. The results of experiments confounded all expectations, however.

In his experiments at the Royal Society in 1706, for example, Hauksbee set up a tube connected to a pulley driven by a wheel which generated friction and, as a result, an electrical discharge. He had expected electricity to behave like a fluid, and indeed in the main this is what the results indicated, but in some respects the electrical effluvia behaved like a solid, pushing outwards, and in others like neither: it penetrated glass without difficulty, for example, yet was unable to penetrate a material as flimsy and porous as muslin. The question for matter theory was what kind of substance these electrical effluvia were. Electricity seemed to defy all conventional notions of material substances, yet its physical effects suggested that it was most likely a material substance of some kind. Even more perplexing was its relation to other phenomena such as light and gravity. If the problematic nature of these phenomena could somehow be shown to be shared, then this was a significant advance. Newton had hoped to draw analogies between electricity and optics, and electricity and gravitation, but the problems that electricity presented were novel. The tube in Hauksbee’s apparatus grew more luminous as it was evacuated, for example, but its electrical activity decreased with evacuation, undermining the idea that there might be any direct connection between light and electricity. Similarly with gravity: Hauksbee’s electrical threads were attracted to the center of the electric, suggesting an analogy with gravitation, but, as the experimenter stretched out his finger, the electrical threads—far from being attracted to another piece of matter—shrank back.

One possible explanation that was effectively ruled out by Hauksbee’s experimental set-up and the theory behind it was that electricity was not a property of bodies at all, and hence not something that fell within the domain of the kind of mechanized matter theory that had routinely been invoked to explain a range of macroscopic physical phenomena. There was no available plausible theoretical context in which such a possibility could be given substance, and there was no opportunity to follow up such a line of reasoning within the context of mechanism. When the move came, therefore, it was within a wholly experimental context, in the work of Stephen Gray.

Gray’s concern was with the phenomena in their own right, not as expressions of underlying micro-corpuscular activity. He does not treat attrition, through rubbing, of electrics as the key to understanding the generation of electricity, and he is explicit that the emission of a subtle effluvium by means of attrition is not a basic assumption of the whole experiment but a hypothesis. Generally, he does not talk in causal terms of attraction at all, confining himself rather to describing the motions relative to the electric. The contrast with Hauksbee’s approach is striking. Because Hauksbee had set out to investigate how electrics emit the effluvium that causes the electrical effects, the means of generation—attrition—was central to the experimental set-up, as was the position of the electric at the center of the experiment. Gray must have rubbed the glass to generate the effects in the first place, but he doesn’t even mention this, concerning himself instead exclusively with what happens once the electrical phenomena have been generated. In doing so, he effectively brackets off one set of causal questions. Moreover, Hauksbee had moved the electric around to test its effects on the various non-electrics in the experiment, because it was the electric that was the causal agent, the non-electrics being on a par with passive recipients—the hierarchy was fixed in advance, as it were. Here again, Gray brackets off questions of causality: just as an account of how the electric gains its potency is missing, so this potency also loses its guiding role in what is manipulated and how. Gray doesn’t set up the experiment around the electric, keeping non-electrics at rest and changing the setting of the electric, but keeps the electric fixed and devotes all his attention to the behavior of the non-electrics. A network of effects was now the focus of attention, an “electrical communication,” not a centrally produced electrical “vertue” which worked by means by attractions and repulsions. Gray had pared the discussion back to a very basic phenomenal level, not only discarding talk of causes, but also the Newtonian matter theory that had underlain the current theory of electricity (see Ben-Chaim 1990).

The real test for theories of electricity came with the discovery of the condenser or capacitor in 1745, which comprised a generator such as Hauksbee’s tube, a glass jar of water, and a wire connecting the two. If the jar was uninsulated, it delivered an electric shock—enough to electrify a line of 180 soldiers!—and accounting for the behavior of the Leyden jar immediately became the most pressing topic among electrical experimenters. Attempting to account for this in terms of the action of corpuscular activity had little appeal, and it was the peculiar variety of action at a distance that puzzled most commentators.

In response, some attempted to revise the traditional understanding of matter. In Theoria philosophiae naturalis of 1758, for example, Boscovich, construed force as simply a matter of the propensity of masses to approach and recede (Boscovich 1758). The idea is that there must be repulsive forces associated with matter if resistance and impenetrability were to be explained, and he assumes that there are repulsive forces acting in the proximity of particles that are strong enough to repel other particles. But if this is the case, we do not need to assume material extension at all; we only need an unextended point which has a force associated with it. This is an understanding of matter to be found in Newton’s speculations in the unpublished and unknown De gravitatione, and in Leibniz, who was a source of inspiration to Boscovich. But Boscovich develops this conception much more extensively, in such a way that we can detect the beginnings of a radical rethinking of matter which goes beyond Newton and Leibniz. The corpuscularian view had been that matter cannot act beyond its boundaries, which rules out action at a distance. Alternatively, if we take gravitational attraction, for example, as given, then we can accommodate our understanding of matter to this by redefining the boundary as wherever the action of the body ceases. This has the consequence in the case of gravitational attraction, which extends to infinity, that the boundaries extend to infinity. On the face of it this is quite counter-intuitive, but we might think of it as substituting a physical for a material understanding of boundaries, and this was not something alien to mechanics, although it was of course wholly alien to matter theory. On Boscovich’s account, the single force that the point mass exercises is attractive or repulsive depending on the distance from the point center of the force. There is nothing more mysterious and inexplicable about long-range forces such as gravitation on this account than there is about contact forces. Moreover, there is no need to invoke an ether filling the spaces between material bodies: what Boscovich is offering is in fact still a form of corpus-cularianism, even if the corpuscles are themselves unextended and as a consequence have lost a good deal of their materiality. At a great distance from the point center only attractive force acts, which explains gravity. Close to the point center only repulsive forces act, which explains resistance. Finally, very close to the point center these forces increase exponentially, approaching infinity, which explains impenetrability. There is one single force, then, that changes sign from attractive to repulsive in a series of cycles as one body approaches another, and which is deemed to account for the complex pattern of chemical reactions and physical, including electrical, properties. Every point center becomes related to every other dynamically, and the magnitude and direction of the force involved is a function of distance.

Electricity fits neatly into this scheme, but too neatly. Boscovich simply adapted his theory to the nature of any generally accepted explanation of the day, and as Schofield has pointed out, “in almost every critical problem of eighteenth-century natural philosophy, where substances had replaced force as an explanatory device, Boscovich’s explanations accept substance and assert only that these substances can, in some undisclosed way, be reduced to the combinations of geometrical points and their summed force-curves” (Schofield 1970: 241). What Boscovich is offering is essentially a reductive account in line with approaches in rational mechanics, where material properties are built up out of operations on mass points, although the way in which he seeks to achieve this differs significantly from that of D’Alembert and Euler for example. It turns out that it does even less work than their foundational systems, however, because they put these systems directly to work in such a way that the limits to their applicability were evident, whereas Boscovich merely tells us that results across the whole range of natural philosophy can simply be mapped on to his system.

Compare this reductive account with the approach of Franklin. One striking feature of Franklin’s account of electricity was that electrical charge obeyed a conservation law. By contrast with the concerted concern with conservation laws in the nineteenth century, they were rare in seventeenth- and eighteenth-century physics. Descartes had tried to establish that the (scalar) quantity of motion was conserved, but this attempt had failed and in its place emerged the vis viva controversy, over whether momentum or energy was conserved. This was effectively the sum total of concern with conservation. Other physical phenomena were not discussed in terms of conservation— the conservation of matter and the conservation of heat were not postulated until later in the century—and there was no reason to think that they were regulated by conservation laws. Heat, for example, is not conserved as such: it may be augmented by rubbing—the same process that produces electrification—but it is not as if one body cools down to balance the increase in heat in the other, for they both heat up (see Cohen 1956: 301). Given the parallels between heat and electricity, and the identity in their mode of generation, conservation of electrical charge would have been a highly counter-intuitive principle. This is particularly the case if one were working on corpuscularian assumptions, for conservation of charge is inherently macroscopic. Like the law of the pendulum, or the gas laws, it is insensitive to microscopic behavior. Consequently, the language of microscopic constituents is inappropriate.

The language that Franklin employs is one borrowed from a variety of sources, notably, democratic politics and accounting, where maintaining a balance or equilibrium is seen as paramount. On Franklin’s account of electrification, bodies are in one of three states: either the body has an “over quantity” of electricity in which case it is described as being in credit, or, as his terminology changes, the amount of electricity is described as positive (+); or it has an “under quantity,” in which case the amount of electricity is described as negative (−); or it is neutral, in which case it is in equilibrium, where the + and the − cancel out, and this is designated the natural state. The description mirrors that of his “Dissertation on Liberty and Necessity” (1725), in which the avoidance of pain is the prime aim of life, and where, as a general principle, uneasiness always produces a desire to be freed from it which is in exact proportion to the uneasiness. The exact proportion is described in accounting terms: if a man has ten degrees of pleasure then ten degrees of pain are debited to his account (Heilbron 1993: 196–220; 207–8). The doctrine itself was later abandoned, but the imagery of a neutral equilibrium state which can go into credit (+) or debit (−) is retained, and indeed provides Franklin with a way of thinking through electrical “charge,” itself a term deriving from the economic context of charging, and of discharging, a debt. The language is that of positively charged bodies actively desiring to give electricity, and negatively charged bodies actively desiring to be given electricity, something evident for Franklin in the crooked path of lightening which unfailingly sought out and turned in the direction of conductors (letter of 1777, in Franklin 1906).

Deviation from and restoration of equilibrium are the notions that are doing the explanatory work here. At one point Franklin asks us to imagine the Leyden jar as a bent spring which, in order to restore itself to its natural configuration, must symmetrically contract on the extended side, and extend on the contracted side, the two motions occurring simultaneously if either is to occur at all (Cohen 1941: 190–91). He points out that no one would suggest either that the operation was effected through collision, or that the spring gained elasticity in bending and lost it in restoration. The Leyden jar can be conceived as acting in the same way: it acts to restore equilibrium.

The resources of physical explanation

In the Franklinist scheme of things the idea of restoration of equilibrium is a very general notion, the scope of which ranges from sensory excitation to economic transactions. There are two questions of fundamental importance that arise here. The first concerns the nature of matter: if electrical phenomena cannot be accommodated to the prevailing notion of matter, inherited from mechanism, is it a viable, or fruitful, response to revise one’s conception of matter so as to accommodate it to electrical phenomena? Those, such as Boscovich, who reduced matter to force can be seen as attempting to effect such a revision, albeit unsuccessfully, for it was purely notional. The enthusiasm of some philosophers of science for what they see as a precursor of field theory is misguided, for Boscovich’s idea of a single force undergoing discrete changes in value as a function of distance simply mapped onto traditional models, so that it was in every circumstance empirically equivalent to these, offering no distinctive results or alternative avenues of research. By contrast, the new conceptions of matter as something essentially active, proposed by those working in physiology and the life sciences more generally, such as Maupertuis and Buffon, offered something genuinely new. Their combination of the idea that there was a continuity between the organic and the inorganic, and the idea that the matter of living things was itself living (believed to be shown by the fact that the hydra could regenerate a whole organism from any of its parts), suggested that the kind of matter that had been studied in the traditional physical disciplines was not matter per se, simply dead matter. It was matter that had lost all its interesting living properties (perhaps temporarily, since spontaneous generation was back on the agenda by mid-century). Electricity, increasingly believed to play a role in physiology, beginning with Stephen Hales’s 1740 proposal of the thesis of a nervous electrical fluid (Hales 1740: I, 87–94), became tied up in the new understanding of matter as something essentially active, and perhaps as something essentially vital.

The second question concerns unification. The traditional approach can be seen as an extension of mechanism, to the extent to which its micro-reductive strategy is motivated in large part by the idea that there is a fundamental level of physical or material activity at which all material bodies have identical constituents whose behavior is regulated by identical simple basic laws, in this way unifying the whole physical domain. The examination of physical phenomena was completely self-contained on this conception, but the language of Franklin and his followers raises a legitimate question whether the domain is as self-contained as the model of deriving theorems from first principles suggests. Some of the most important developments in this respect occurred in astronomy. In his work on the stability of the solar system at the end of the century, Laplace applied a probability theory of errors—originally devised in a rudimentary way in political economy in compiling population statistics—to astronomical calculations, enabling him to derive the most probable values from a series of different observations. In this way, he was able to show that any deviations in the eccentricities and inclinations of planetary orbits occurred within well-defined limits, being small, constant, and self-correcting. Newton had calculated that the complexities arising from the fact that planetary orbits were composed of a uniform rectilinear motion and a uniformly accelerated motion not just towards the sun but also towards other celestial bodies, which in turn also exercised gravitational attraction, creating such an overdetermined level of complexity that any balance and equilibrium could not be generated internally, and God was required to ensure the stability of the planetary system. Laplace showed that the average distances between the planets and the sun would oscillate periodically within finite limits: as he put it, he did not need God as a hypothesis.

Chemistry

If there was one area in which mechanism should have worked it was chemistry, for it offered a mechanized matter theory as a clear, economical, quantitative replacement for the obscure, and often obscurantist, matter theories that it displaced. By the 1740s, however, the question of what the activity of matter consists in was no longer a question for mechanics, but above all one for chemistry. To secure this role for itself, chemistry needed to mark out a domain of enquiry fully autonomous from that of mechanics. But the battle for autonomy inevitably brought with it the question of which of the disciplines had priority with respect to the other. Up to this point, there had been a general assumption that it was mechanics that was prior because it was more fundamental than chemistry, in that it was mechanics that characterized the constituents of the bodies that chemistry studies, and it was taken as given that it was the behavior of these mechanically characterized microscopic constituents that ultimately determined the chemical behavior of the larger bodies that chemistry investigated. In the course of the 1740s and 1750s, we witness a reversal of fortunes, as chemistry comes to play the role of the dominant partner.

The development of chemistry in the early decades of the eighteenth century is in many ways a triumph of “experimental natural philosophy” over micro-corpuscularianism. It was above all in the work of François Geoffroy that an experimentally constituted discipline successfully emerges which eschews considerations of the micro-corpuscularian constitution of chemical substances. Instead, Geoffroy offers a classification of various chemical substances in terms of their affinities, that is, in terms of the degree to which they are found to combine with one another. This was a striking case of a refusal to order enquiry around notions of underlying structure, and instead to pursue a phenomenological investigation. In Geoffroy’s table (Figure 28.1) different substances are represented symbolically by their alchemical symbols. The top line contains a number of chemical reagents, and under each of these is a list of substances by order of affinity, the ones nearest the top being those with the greatest degree of affinity: such substances might be able to displace substances lower down the list, but could never themselves be displaced by those substances. So, for example, the first column lists, from the top, acid spirits, fixed alkali salt, volatile alkali salt, absorbent earth, and metallic substances, and it records the information gleaned from experiments that fixed alkali salts react most favourably with acid spirits and will displace all the substances listed below it from their existing combination with acid spirits, but the reverse never occurs. The aim of the table was both to discover what happened in various chemical reactions, and to predict what would result from various combinations.

Note that this classification is a purely empirical or phenomenological one: it is an economical compendium of a body of experimental results. Geoffroy is especially keen to avoid importing any theoretical assumptions into the presentation, and what is so important about his table is that, by classifying substances in this way by degree of affinity, the table pushes the question of chemical composition to the fore. Chemical composition was not one of the traditional questions posed by matter theory, whether, for example, in an Aristotelian-element version or in a corpuscularian version (see, in particular, Klein 1995). Moreover the substances themselves are taken as elemental, not in the sense that they correspond to anything posited by mechanism as primitive, but because they are the products of distillation procedures whereby more complex compounds are broken down into their constituents.



[image: image]
Figure 28.1 François Geoffroy’s table of affinities.




There were parallel developments in chemistry that further questioned the usefulness of conceiving of it in micro-corpuscularian terms. Attempts to mechanize chemistry never provided any remotely satisfactory account of the two outstanding problems facing explanations of chemical behavior: the persistent identity of certain substances and the regularity of varying combinations. The failure of a mechanical approach to these questions had been diagnosed as early as 1706 by Georg Ernst Stahl as lying in its inability to penetrate beyond the surface of bodies (see Stahl 1706). Mechanists had effectively assumed that, because they were dealing with ultimate constituents, it was a question of the behavior of smaller bodies explaining the behavior of larger ones, but the new turn in chemistry completely marginalized such considerations, making the issues hinge instead on internal and external properties, where questions of size are irrelevant to the contrast between interior and surface. Moreover, it was a premise of the kind of micro-corpuscularianism with which mechanism worked that matter was ultimately homogeneous, but Stahl insisted that at a sensory level every indication was that matter was heterogeneous, and, accepting that matter may indeed be composed of micro-corpuscles, he advocated a basic number of larger-scale elements—made up from aggregates of micro-corpuscles in some way which could not be explained—to account for chemical properties, since the micro-corpuscles themselves had no explanatory value as far as chemistry was concerned.

Stahl was adamant in his insistence that chemistry was a discipline quite independent of any micro-corpuscular forms of enquiry, which were concerned with different kinds of phenomena: it was distinctive of chemical compounds, for example, that their properties were quite different from any of their constituents. This approach became enshrined in the long entry on chemistry in the Encyclopédie, edited by Diderot and D’Alembert. Here a sharp contrast was drawn between the uncertain and speculative nature of basic physics and the careful experimental and observational results of chemistry.

In the absence of a micro-corpuscularian model, various theories of “elements” played the role of guiding principles, and these were generally variants on the Greek theory of four elements: earth, air, fire, and water. These were considered qualitatively different kinds of substance, and even after their elemental role had been abandoned, there remained the idea that these were fundamentally different kinds of matter. One crucial branch of chemistry from Boyle onwards, for example, was pneumatic chemistry, which looked at the properties of various kinds of “airs.” A key eighteenth-century development was the move away from considering the traditional elements as components of matter responsible for the properties of bodies to considering them rather as vehicles or instruments of chemical change, not as different substances but as different states of substances: solids, liquids, gases, and combustion. Gases, in particular, came to be considered no longer as varieties of air but as a state that all bodies could attain, given sufficient heat. Lavoisier was particularly concerned with gases, which were of interest to physiologists and physicians concerned with respiratory diseases as well as to chemists: indeed, to a significant extent the roles were combined, many of the most notable chemists of the period having originally been trained as physicians (see Jay 2009). His work on the role of the gas he identified as oxygen considered not only its role in the rusting of iron, but also its role in respiration, where he showed that respiration consisted in the slow combustion of organic material using inhaled oxygen. What marked out Lavoisier’s experimental work was his particularly careful weighing of reactants and products, something that enabled him to establish the conservation of mass in chemical reactions. His main theoretical contribution lay in the provision of a new system of chemical nomenclature, based on the idea that elements were those substances that could not be broken down further by any chemical means, a notion that Geoffroy and others had worked with, but with a far more limited and less precise range of analytical procedures. Relative to the micro-constitution of bodies, this might be considered an instrumental criterion, because limited by what techniques of chemical analysis were available; but by the lights of an autonomous chemistry it yielded a fundamental classification.

The refraction of light: physics or chemistry?

A case of particular interest in this respect is that of optical refraction, for what was at stake here is a fundamental assumption of mechanism, and one which, in this context, had gone unchallenged even by Newton. This is the assumption of the ultimate homogeneity of matter. Newton’s prism experiments had shown that different colors are refracted differently, and it was evident that this is what is responsible for chromatic aberration. He explored whether it might be possible to avoid chromatic aberration by using composite lenses—thin lenses glued together—where the divergence of different colored rays induced by the first lens was corrected in the second lens. What one would need to do to construct such achromatic lens would be to coordinate the refractive indices of the two joined lenses in such a way as to cause the rays to reconverge. Newton calculated that a combination could never be made to work better than a single lens, however, which meant that the problem of chromatic aberration could not be overcome in refracting telescopes. In response, he developed a reflecting telescope.

The formula for refraction on which Newton’s calculations rested remained unquestioned until 1748, when Euler replaced it with one which had the consequence that achromatic lenses were in fact possible in principle. Much controversy surrounded this move, but in 1757 a compound achromatic lens was patented, and an account of it published, by a lens-maker, John Dolland (Dolland 1757–58). On the face of it, Euler had been vindicated. The problem was that Dolland did not work from formulas expressing ratios between refractive indices, as Newton and Euler did, but instead ignored such considerations and designed the lenses on the basis of measured values of the refractive indices. These measurements did not fit either Newton’s or Euler’s formula: in fact they did not fit any formula. Euler characterized Dolland’s calculations as “bizarre and revolting,” and attempted, unsuccessfully, to develop a new theory of achromatic lenses in which the regularity of refractive indices was retained.

The success of Dolland’s lenses undermined a fundamental tenet of mechanistic optics, namely the uniformity of refraction (see Hutchison 1991). By the principle of the uniformity of refraction, each interface and medium were held to have characteristic refractive powers, so that if two interfaces had the same power they would produce identical refractions; moreover, the equality of refracting powers could be tested by passing rays of any particular color through them. Above all, refracting powers were held to be related to the density of the material, construed as homogeneous. But Dolland’s experience with lenses showed that individual media exerted idiosyncratic influences on the rays that passed through them. The rays in some cases simply seemed to react with the medium through which they passed, and their behavior was capturable, if at all, in terms of chemical affinities, rather than in terms of some homogeneous material. A range of questions which had seemed absolutely secure—etherial explanation, optical density, median rays, and Newton’s harmonic division of the spectrum—thereby came into question.

The case of achromatic lenses illustrates the difficulties in identifying what theoretical resources—in this case, mechanical, physical, or chemical—are appropriate in accounting for particular phenomena. Above all, it points to the difficulties with the assumption that there is some most basic level of physical activity—typically identified with the smallest material constituents of things—and that this will always provide a reference point for physical explanation.

Empiricism and metaphysics

The eighteenth century stands out in the history of the physical sciences. It begins with the collapse of the systematic aspirations of mechanism, and it ends with a revival of systematic aspirations in philosophy which claim to encompass all the sciences. In the period between these, we witness something quite different: a widespread rejection of system-building and a resulting exploration of questions in chemistry, electricity, physiology, and the life sciences which is immensely fruitful, and shapes the experimental disciplines that flourish in the nineteenth century. The peculiar character of eighteenth-century science can be captured under the rubric of “empiricism,” but not if this is understood as an epistemological project that bases everything on sensation. “Empiricism” would also need to encompass grand metaphysical projects such as that of Berkeley. And furthermore, “empiricism” understood as an epistemological project based on sensation assumes that physical enquiry works with a pregiven understanding of the sources of knowledge, yet that is precisely what is in question (see Wolfe, Chapter 3 of this volume). The era can be appropriately characterized as empiricist only if we see empiricism as a development of the experimental-philosophy tradition of the seventeenth century, something that rejects the notion that explanation always ultimately takes the form of a reduction to some single, universal structure, and instead opts for a form of explanatory pluralism fitted to accounting for unprecedented phenomena.

Note



1 On the connections between Kant’s scientific and metaphysical concerns see Friedman 1992.
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NATURAL HISTORY AND THE SPECULATIVE SCIENCES OF ORIGINS

Justin E. H. Smith

 

Introduction: history, natural history and natural philosophy

According to Peter Dear, in the eighteenth century natural history sought to describe and to classify, while natural philosophy, in contrast, hoped to discover real affinities between the entities in question and on the basis of these to establish regularities in nature (Dear 2006: 1–14). Natural history was focused on the great diversity of individual things, and often natural historians were focused on collecting and displaying sundry things, and marveling at their variety. Natural philosophy was rather focused on discovering the uniformities behind the diversity. To some extent – but only that – eighteenth-century natural history emerged out of the Baconian imperative of the previous century to “lay notions by” and to focus upon the amassing of particular data. It was this imperative that made skilled observers in the seventeenth century, such as the microscopist Antoni van Leeuwenhoek, who were otherwise quite uninformed about the deeper questions of natural philosophy, very important players in the emergence of modern empirical science.

Today, one might be tempted to say that natural history just is whatever topic its greatest practitioner, George Louis Leclerc, Comte de Buffon, addressed in his genre-defining Histoire naturelle (1749–89), in much the same way that one of the most serviceable definitions of “metaphysics” would take it simply to be that set of questions inherited from the text of Aristotle that came to bear the title Metaphysics. Yet in writing his Natural History, Buffon himself seems not to have hoped to contribute merely to natural history, if we understand this genre as something subordinate to natural philosophy. Buffon had hoped to preserve for natural history a status as first-tier inquiry into the order of nature, rather than as the propaedeutic work of collecting or assembling that one must do before the real work of natural philosophy can begin. He remained concerned, however, that the basic natural-historical undertaking of systematization or taxonomizing could only ever amount to an arbitrary imposition of order. Dear highlights Buffon’s fear that, in the end, systems of classification might only amount to profusions of symbolic expressions that do not deserve the name of “science.”

Buffon writes:


In this century, where the sciences seem to be carefully cultivated, I believe that it is easy to perceive that philosophy is neglected, and perhaps more so than in any other century. The arts that people are pleased to call scientific have taken its place; the methods of calculus and geometry, those of botany and natural history, in a word formulas and dictionaries preoccupy almost everyone. People imagine that they know more because of having increased the number of symbolic expressions and learned phrases, and pay no attention to the fact that all these arts are nothing but scaffolding for achieving science, and not science itself.

(Buffon 1749–89: I, 52, cited in Dear 2006: 50–51)



Buffon’s fear should not be taken as an indication, however, that he himself took natural history to be by definition incapable of achieving the status of science. In fact, in putting calculus and geometry on a par with botany and natural history, Buffon wishes to say only that the methods alone of these disciplines can never rise to the level of philosophy. Science, in turn, is for Buffon in the end just philosophy, even if by his time these two notions are rapidly separating from one another, notwithstanding Buffon’s effort to hold them together.

While Buffon places the high demand on natural history that it come forward as a science, he sometimes also defends it by appeal to the domain of inquiry with which it, by virtue of its name, invites obvious comparison, namely, civil history. In this latter domain, as he explains in his work Les époques de la nature (The Epochs of Nature) of 1780:


[O]ne consults titles, one studies medals, deciphers ancient inscriptions in order to determine the epochs of human revolutions, and to establish the dates of moral events; in the same way, in natural history, one must leaf through the archives of the world, tear the old monuments out the entrails of the earth, collect their debris, and bring together in one body of evidence all of the indices of physical changes that could enable us to return to the different ages of nature.

(Buffon 1780: 1)



The epistemological problems facing would-be scientists seeking to reconstruct a non-repeatable past, civil or natural, are well known, and in other passages Buffon expresses a clear awareness of them. But he seems to hold out the hope of something akin to what William Whewell would later call, in reference to evolution, “a consilience of inductions,” wherein, by amassing evidence from a vast array of sources, a highly probable, if not logically certain, picture of the way the present world emerged will become clear. This consilience will have to be gained not just by collecting debris and other scattered particulars, but also by sound methodology and sound principles.

If at the beginning of the modern period Francis Bacon had implored would-be philosophers to lay their notions by and focus on the observation and listing of particulars, by the eighteenth century the lists had grown astoundingly long, while philosophy, as that discipline that cannot get by without notions, was widely perceived to be stagnant. Thus Immanuel Kant famously complains in his Prolegomena to Any Future Metaphysics of 1783:


It seems almost ridiculous, while every other science is continually advancing, that in this, which pretends to be Wisdom incarnate, for whose oracle every one inquires, we should constantly move round the same spot, without gaining a single step. And so its followers having melted away, we do not find men confident of their ability to shine in other sciences venturing their reputation here, where everybody, however ignorant in other matters, may deliver a final verdict, as in this domain there is as yet no standard weight and measure to distinguish sound knowledge from shallow talk.

(Kant 1783: Ak IV, 256; 1)



So while Buffon bemoans the state of the exact sciences, as progressing too rapidly without really getting anywhere; Kant bemoans the state of philosophy for its inability to keep up with the exact sciences. Bacon’s wish had come true, but he could not anticipate the parallel dissatisfactions to which it would give rise, a century and a half later, among the nomenclateurs and observers of particulars, on the one side, and the theorists and universal system-builders, on the other.

But the progress made in natural history over the course of the eighteenth century would, willy-nilly, come to influence the content and method of philosophy, the discipline Kant hoped to reform. Thus in the nineteenth century, one could take up “scientism” as a philosophical position: the belief that the final arbiter of our comprehension of the external world is natural science. In the seventeenth century, it would have made no sense to speak of scientism as a philosophical doctrine, as science and philosophy were still, in spite of Bacon’s injunction, part of a common project. The possibility of philosophical deference to science was a result, largely, of the accomplishments of eighteenth-century natural science that so impressed Kant. In part, but only in part, this was because scientific discoveries came to dictate the position one must take up on certain long-standing philosophical issues. In this chapter we will be focusing on those speculative areas of scientific investigation that were concerned with origins: the sciences of coming-into-being in Aristotle’s sense.1 There were a few more of these areas in the eighteenth century than there had been for the Greek philosopher, since modern natural science rejected the Aristotelian conception of a static universe, and took its cue instead from the Christian historical worldview, according to which the world and all of its elements and inhabitants came into being at a particular moment in the past. It is at the points at which modern science, increasingly, deviated from the scriptural account of cosmogony, geogony, and the origins of plants, animals, and humans, that some of the most fruitful philosophical reflection took place on the problems of coming-into-being, as well as on the difficult, triangular relationship between science, philosophy, and faith.

Already in René Descartes’s Principia philosophiae (Principles of Philosophy) of 1644, we find the strong conviction that the fullest knowledge of a thing, knowledge that may be considered philosophical, is precisely knowledge of its genesis. Thus he writes:


[I]f we want to understand the nature of plants or of men, it is much better to consider how they can gradually grow from seeds than to consider how they were created by God in the beginning… Thus we may be able to think up certain very simple and easily known principles which can serve, as it were, as the seeds from which we can demonstrate that the stars, the earth, and indeed everything we observe in this visible world could have sprung.

(Descartes 1644: pt. 3, §45; AT VIIIA, 100)



In a Cartesian spirit, one might be tempted to parse the distinction between natural history and natural philosophy by saying that, while the former only seeks to classify, the latter, insofar as it seeks the natures of things, seeks a genetic account of how the things classified came to occupy the place they do in nature. By giving such an account, one might hope to succeed in steering clear of the conventionalism that characterizes natural history. This would be Dear’s account; yet, as we have seen, Buffon himself– the natural historian par excellence– seems to think that natural history might, if properly done, arrive at insights worthy of the name of science, and thus of philosophy. Natural history, as generally understood today– if not as Buffon hoped it might be understood– establishes conventions for classification and for the qualitative description of natural things and of the relations among them, while natural philosophy attempts to map out the real distinctions between classes of things by establishing the relative genetic distance between them. In this sense there is nothing “historical” about natural history, while natural philosophy is historical at least to the extent that it points us towards the distant past in its assumption that the way to grasp the natures of things is by coming to know their origins.

In the sections to follow, we will begin with a consideration of the science of taxonomy, which, though in itself neutral as between natural history and natural philosophy, was, by the end of the eighteenth century, increasingly reliant on supposed genetic links between kinds as a criterion for grouping these kinds together in higher taxa. We will move on to a brief survey of the main debates in eighteenth-century generation theory, particularly as these related to the problem of establishing kind membership and to the problem of the origins and continuity of kinds. We will then go on to consider cosmogony and geogony, which in the period had not yet lost their character as domains of inquiry parallel to, and even overlapping with, the study of the generation of animals. We will then treat the study of comparative anatomy and the various theories of biological adaptation in the eighteenth-century life sciences. We will conclude with a consideration of theories of human origins and human diversity, and of the emergence, over the course of the eighteenth century, of a science of race that would seek to classify and measure subcategories of human being as a continuation of the broader project of classifying and measuring all of the kinds to which nature gives rise. To the extent possible, we will be avoiding discussion of developments in medicine and physiology, however difficult it is to separate these entirely from the disciplines of primary interest to us.

Taxonomy

Although Linnaeus’s system of binomial nomenclature, specifying the genus and species names of biological kinds, continues to be used by biologists, this Swedish naturalist is no more the “father” of taxonomy than Darwin is the father of evolutionary theory. As so often, this prize must, if to anyone, go to Aristotle, and in the two centuries leading up to Linnaeus’s work as well, there were many important contributions to the theory and method of classifying plants and animals. One of the central features of the early modern biological species concept, as contrasted with Aristotle’s own,2 is its commitment to a rigid fixism, according to which every member of a species is so in virtue of its descent from ancestors of the same species. Members of a species are, as Gottfried Wilhelm Leibniz would put it, “bound in a sort of golden chain” (Leibniz in Stahl 1720: 4). Much later, Ernst Cassirer would note that what distinguishes the modern conception of biological genera and species, as opposed to “primitive” schemes for carving up nature, “derives not from simple sensation, from the material content of our visual and tactile impressions, but from the form of their causal coordination and connection, hence from acts of causal inference” (Cassirer 1925: 180). Here, Cassirer could well be paraphrasing Kant, who in his 1775 treatise Von den verschiedenen Rassen des Menschen (On the Different Races of Men), explains: “In the animal kingdom, the natural classification into genera and species is based on the common law of reproduction, and the unity of the genera is nothing other than a unity of the generative power, valid for a certain number of animals” (cited in Cassirer 1925: 148–55).

Most of the groundbreaking work in early modern taxonomy was done, however, not with these higher animals in mind, but rather in the study of plant life. The reasons why zoology lagged behind botany in the early modern period are many and complex, but the historical fact is indisputable that the great advances in classification in the seventeenth and eighteenth centuries were made as a result of new methods for distinguishing flora and for placing them in higher taxa. One of the greatest innovations was, first of all, the discovery that most plants are, like animals, sexually reproducing entities, and the consequent focus upon what were supposed to be the organs of generation in classifying species of plant. Thus, in 1702, Leibniz writes to A. C. Gackenholtz of recent advances over the botanical method employed by Joachim Jungius several decades earlier in his posthumous Phytoscopia seu Isagoge of 1679:


Joachim Jungius, who flourished in the most recent century, a man who is to be counted among the most learned of his century… elegantly taught to discern, and to express with apt names, the figures of leaves, what he saw in these as descending all the way to the greatest varieties, and to the ones most suited for discriminating nature. Now, I acknowledge, it is not unfortunate that learned men transfer this from the leaves to the flowers, [for i]t is with the flowers that the generation of plants is most closely connected, and it is above all useful to discover variety in the principles of generation, as indeed Aristotle understood when he undertook to relate the varieties of animals from this capital point.

(Leibniz 1768a: Dutens II.2, 169–74)



One of the learned men to whom Leibniz refers, who has surpassed Jungius in his botanical method by focusing upon the “generative organs” rather than the leaves, was John Ray, the author of, among other works, the Historia plantarum of 1682. Scholarly consensus is growing that some of the important advances– most notably the sexual system of classification– often attributed to Linnaeus, in fact may be traced back to Ray, who died in 1705.

Linnaeus’s greatest contribution to science was his Systema naturae of 1735, an originally pamphlet-length work that was greatly expanded in multiple editions over the course of the century. The Systema shares its title with a great number of other works of the same period, including books, or parts of books, by Pierre Louis Moreau de Maupertuis, Julien Offray de La Mettrie, Denis Diderot, and Paul-Henri Thiry, Baron d’Holbach, yet Linnaeus’s work has a rather narrower scope than most others. While, for example, d’Holbach sought to spell out “the laws of the physical and moral worlds,” the Swedish naturalist had as his aim the exhaustive elaboration of the kind-membership of the three kingdoms of nature (animals, plants, and minerals, showing, significantly, that Linnaeus’s classificatory project was not confined to living beings) according to “classes, ordines, genera, et species.” There are certainly precedents to Linnaeus’s binomial system, including Aristotle’s own habit of identifying natural things by specifying their genus along with their differentia. But no one prior to Aristotle had attempted to provide an exhaustive specification of all the kinds of animal, plant, and mineral that nature hosted.

Stephen Jay Gould once wrote that “[classifications are theories about the basis of natural order, not dull catalogues compiled only to avoid chaos” (Gould 1989: 98), yet as we have already been seeing, whether they are the one or the other depends quite a lot on the theoretical ambitions of the classifier, and in particular whether he sees this endeavor as, in Dear’s sense, natural philosophical or natural historical. Linnaeus does not give a single, consistent account of the reality he takes his system of nature to be describing: sometimes he stresses the straightforwardly economic usefulness of the binomial system, while at other times he describes the classificatory project as one of “counting] so many species as were given at the beginning” (Koerner 1999: 44). What is certain, however, is that in the eighteenth century much innovation in taxonomy was driven by a concern to avoid lapsing into mere “dull cataloguing,” and Linnaeus’s most prominent opponent, Buffon, saw his Swedish coeval as unable to do more than that. Buffon’s overarching goal was to provide a properly natural-philosophical account of the natural world, but this goal led him, ultimately, to reject the possibility of a taxonomy adequate to nature, and instead to adopt a philosophical outlook that places the most emphasis on continuities in nature. In consequence, at times Buffon seems to tend towards a variety of nominalism, according to which only individuals exist. In any case, even if at other times he takes up the account of species membership shared by Leibniz, Ray, and others, according to which individuals are associated within a species in view of their interfertility, he consistently denies that higher-order taxa such as classes have any reality, even as he concedes their usefulness for pedagogical purposes.

Chemistry also contributed certain innovations to the methodology of classification that would prove to be of use for classifying plants and animals. Yet in contrast with biological kinds, the study of chemical kinds, and the distinctions between them, did not seem to carry with it the problem of genesis: the elements present themselves as constant features of the natural landscape, neither generated (except with the generation of the world itself) nor corrupted (even when dissolved they can always be reconstituted). Before turning to the big problem of the world’s generation, let us first consider the most prominent eighteenth-century accounts of the coming-into-being of the individual members of biological species.

Generation theory

Up to the time of Charles Darwin, the argument was often made that, if we are going to accept– and patently, we must accept– the emergence of organized beings out of the mixture of homogeneous fluids, then in principle there is nothing more difficult about accepting the initial emergence of species as a result of “blind chance.” Thus Darwin writes in The Descent of Man of 1871:


I am aware that the conclusions arrived at in this work will be denounced by some as highly irreligious; but he who denounces them is bound to shew why it is more irreligious to explain the origin of man by descent from some lower form, through the laws of variation and natural selection, than to explain the birth of the individual through the laws of ordinary reproduction. The birth both of the species and of the individual are equally parts of that grand sequence of events, which our minds refuse to accept as the result of blind chance.

(C. Darwin 1871: 202f.)



Two centuries earlier, Descartes had argued that an account of animal generation in terms of purely mechanical causes would offer the most fitting means of both vindicating God from responsibility for abnormal births, as well as of properly exalting God by attributing to him the wisdom to make all phenomena flow from just a few eternal laws of nature. Thus he summarizes his approach to embryology in the Primae cogitationes circa generationem animalium (Preliminary Thoughts on the Generation of Animals), published posthumously in 1701, as follows:


I expect some will say disdainfully that it is ridiculous to attribute such an important phenomenon as human procreation to such minor causes. But what greater causes could be required than the eternal laws of nature? Do we need the direct intervention of a mind? What mind? God himself? Why then are monsters born?

(Descartes 1701: 15)



In the period between Descartes and Darwin, one of the most pressing issues in the life sciences consisted in determining whether in fact the generation of animals could be accounted for exhaustively in terms of “minor laws” or “blind chance,” and if not, then how to account for it without betraying the general principles of scientific explanation. The most attractive alternative to the account Descartes provided was pre-existence theory, according to which every creature that is generated has in fact existed, since the creation of the world, in some rudimentary form, while conception and fetal development only amount, as Leibniz would put it, to a sort of entry into the “larger theater.” A pre-existence theorist could coherently claim that everything that comes into being does so as a result of mechanical causes, or of the mere rearrangement of parts, while at the same time denying that living beings come into being in this way, since a pre-existence theorist denies that living beings come into being at all.

The debate between defenders of pre-existence, on the one hand, and, on the other, epigenesis (a term coined by William Harvey [1578–1657]), has deep roots in the seventeenth century, and many of the leading figures in the eighteenth-century debate saw themselves as strengthening, often through empirical corroboration, the positions of their early modern predecessors, which were in turn often held to have been motivated by a priori considerations. Thus, for example, in his Considérations sur les corps organisés (Considerations concerning Organized Bodies) of 1762, the Swiss naturalist Charles Bonnet (1720–1793) adopts what he himself identifies as a Leibnizian theory of organic bodies, according to which every animal body is “a world inhabited by other animals” (Bonnet 1762: §72, 54), and a “magnificent series of organized beings, enclosed like so many tiny worlds within each other” (ibid.: §128, 88). Bonnet believes that this organic structure requires that there be “germs as principles of organized bodies,” and thus that every new living being be understood as in fact only a pre-existing germ that begins to develop and to become visible under certain circumstances. For Bonnet, such an account provides a means of staying true to a sort of mechanism while at the same time insisting that it would not be possible “to mechanically explain the formation of organized beings” (ibid.: §1, 21).

Not only does Bonnet draw inspiration from Leibniz’s model of organic bodies. He also believes that the empirical discoveries made in his own day may be taken as experimental corroboration of beliefs that Leibniz himself had supported on a priori grounds. Bonnet’s contemporary and associate, Abraham Trembley (1710–1784), would announce the discovery of reproduction by division in polyps, in May 1741, thus bringing parthenogenesis to the center of the scientific community’s attention. Having chopped a polyp into several small pieces, grafted bits of polyp onto other bits, and even turned what looked to be a whole polyp inside out (so that what was thought to be the creature’s stomach quickly became its epidermis), Trembley hypothesized that “its body is, so to speak, constituted by the repetition of an infinity of small Polyps, who are only waiting for favorable circumstances in order to come to the light of day.”3 A short time after the freshwater polyp had become a common touchstone of French natural science, the French naturalist and germ theorist Charles Bonnet wrote in his Considérations sur les corps organisés that “the metaphysics of this great man [i.e. Leibniz] led him to suspect the existence of such a being as the polyp” (Picard 1905: 614). Bonnet’s excitement at this discovery is typical of a widespread view in the eighteenth century that the theoretical approaches of the earlier modern thinkers were quickly being fleshed out by empirical advances.

Here Bonnet is happy to see the previously subvisible come forth as visible, thereby confirming Leibniz’s bold theoretical account of what he admittedly could not see. Yet a much more common source of inspiration in eighteenth-century science was surely Isaac Newton, and in particular that interpretation of Newtonian methodology according to which one must refrain from relying on a theoretical system to account for specific processes that lie beyond the scope of visual confirmation. Interestingly, the most famous battle of the drawn-out debate between pre-existence theorists and epigenesists had, as the defender of the former view, an avowed Newtonian who converted to a variety of ovist preformationism for what he insisted were reasons having to do with strictly observational evidence: the Swiss anatomist Albrecht von Haller defends the pre-existence of the future chicken in the ovum in his Commentarius de formatione cordis in ovo incubato (Commentary on the Formation of the Heart in the Incubated Egg), first published in 1758. Here Haller offers a qualified statement of the pre-existence view:


It seems to me very probable that, at all times, the essential parts of the fetus exist formed; true, not in the way that they appear in the adult animal: they are arranged in a way that allows certain prepared causes to hasten the growth of some of the parts, to delay the growth of other parts, to change positions, to render organs that were transparent visible, to give consistency to the fluid and mucus, and thus to end up forming an animal that is very different from the embryo, and yet in which there is no part that did not essentially exist in the embryo.

(Haller 1758: II, 186)



Significant here, however, is Haller’s cautious use of the language of plausibility, and also his clear insistence that commitment to a preformed something by no means requires commitment to the view that the creature has always existed with all of its parts perfectly formed and elaborated. Such a view had been erroneously attributed to Nicolas Hartsoeker, as a result of his inclusion of an illustration of a human infant curled up in the head of a spermatozoon in his Essai de dioptrique of 1694, and for this he was widely derided. Throughout the eighteenth century, pre-existence theorists universally reject this “homuncular” version of preformation, requiring instead only that the primordium or principle that will later begin to develop into a fetus must already exist prior to conception. In view of the subtlety and the range of positions taken up in this debate, recent scholars have even begun to doubt that eighteenth-century theorists can appropriately be divided up into two camps at all. Instead, it has been suggested that all theorists were struggling to come up with an account of the principles of generation, and that an entire continuum of positions was available, from pure epigenesis, which would emphasize the development of the fetus out of a purely thermomechanical process initiated by the mixing of entirely homogeneous fluids, to the homuncular preformationist theory (a position which no one in fact held).4

Thus it is largely an artifact of triumphalist historiography that “the preforma-tionists” are taken to have lost a war, in which epigenesis gradually wins out over the course of the century. On this traditional historiographical approach, Caspar Friedrich Wolff is often contrasted, as the victor, with Haller, the last defender of a moribund form of explanation. Wolff, in his Theoria generationis (Theory of Generation) of 1759, defends a thoroughgoing epigenesis, according to which the initial development of the egg into a chick is triggered by the inherence of a vis essentialis or “essential force” that is prior to the first development of the heart, and that drives the early nutrition of the embryo before this can be carried out through the ordinary functioning of the organs: “At the start of its development, the chicken embryo takes food from the substance of the egg. It is absorbed by a force that is not the heart’s contraction, and neither the arteries nor the pressure caused by them in the neighboring veins nor their compressions by the activity of the muscles” (Wolff 1759: §168, 73). It has generally been supposed that the debate between Haller and Wolff was at its core one between the mechanist and vitalist worldviews (see in particular Roe 1981), and to the extent that this was the case, it was Haller the preformationist loser who defended mechanism, and Wolff the victorious epigeneticist who adopted elements of vitalism. It is, however, not at all clear that either thinker saw these issues as particularly pressing.

Somewhat earlier than the Wolff-Haller debate, in France Pierre Louis Moreau de Maupertuis had come to the conclusion that “neither ovism nor animalculism could reasonably be defended” (Maupertuis 1745: 117). In his Vénus physique of 1745, Maupertuis defends instead a variety of epigenesis that is based on a sort of vital materialism, according to which the parental seminal fluids are a sort of intrinsically active matter driven by a sort of “attraction” to form the parts of the embryo in accordance with natural laws. Where Geoffroy had hesitated to give an account of the deep causes of the motion of chemical substances, Maupertuis comes right out and identifies a vital, internal motive force that explains the motion of biological substances. “Vital materialism” characterizes the views of many French Enlightenment naturalists, including La Mettrie, as well as the Montpellier vitalists such as Paul-Joseph Barthez. This doctrine, which cannot be easily placed in terms inherited from the previous century of the opposition between mechanism, on the one hand, and, on the other, the reliance on immaterial principles for the explanation of growth and development in nature, is “vitalist” to the extent that it attributes innate activity to matter, yet “materialist” to the extent that it is the matter itself, rather than some superadded principle, that is capable of self-organization (see also Wolfe, Chapter 3 in this volume).

In his 1781 work, Über den Bildungstrieb und das Zeugungsgeschäfte (On the Formative Drive and Matters Pertaining to Reproduction), Johann Friedrich Blumenbach would similarly commit himself to a theory of the innate tendency within matter to produce forms that could not be explained by the elaboration of any mechanical process. He is insistent, however, that his Trieb or nisus is in no way an occult quality of natural bodies, as he understands the vis plastica of John Turberville Needham, for example, to be. Rather, for him the life force responsible for nutrition, reproduction, and regeneration (as observed, for example, in polyps), is a sort of simple property, patently present to any unbiased observer, of the matter that makes up animal and plant bodies. In the second edition of the same work, published in 1789, Blumenbach appeals to his contemporaries’ widespread acceptance of Newton’s gravitational force (having won out decades ago over Leibniz’s futile insistence that this too amounts to an unacceptable occult property), in order to win for his life force the same sort of status as an undeniable feature of the world of our experience:


I hope it will be superfluous to remind most readers that the word Bildung-strieb, like the words attraction, gravity, etc., should serve, no more and no less, to signify a power whose constant effect is recognized from experience and whose cause, like the causes of the aforementioned and the commonly recognized natural powers, is for us an occult quality.

(1789 ed., Blumenbach 1781: 25–26)



In other words, against Leibniz’s insistence that if the root causes of some natural force are not understood, that force itself must be rejected, Blumenbach wishes to argue that, just as we are compelled to accept gravity in order to make sense of the natural world, even if we do not know what ultimately makes gravity work, so too must we accept that there is a quality in living matter that is occult only in the sense that we have not (yet) understood what causes it, even as we cannot coherently deny its effects.

Kant would be greatly influenced, and challenged, by Blumenbach, and also, though less so in the later critical works, by Maupertuis. Kant, however, could never accept that an adequate account of the sort of causality at work in organic nature had been given, or indeed ever could be given, in exhaustive terms of the sort that Newton had spelled out for mathematical physics. As Kant vividly puts it in the Kritik der Urteilskraft (Critique of the Power of Judgment) of 1790, “it would be absurd for humans even… to hope that there may yet arise a Newton who could make comprehensible even the generation of a blade of grass” (Kant 1790: Ak V, 400). Kant hoped, nonetheless, to be able to unify mechanism and teleology, by spelling out the criteria for providing “a mechanical explanation of all products and events in nature, even the most purposive, as far as it is in our capacity to do so,” while at the same time “never los[ing] sight of the fact that those [products and events] which, given the essential constitution of our reason, we can, in spite of those mechanical causes, subject to investigation only under the concept of an end of reason, must in the end be subordinated to causality in accordance with ends” (ibid.: Ak V, 415). In short, for Kant we are constrained by our very constitution to think teleologically about the organization of nature into living beings, even if we are obliged, qua natural scientists, to never stop looking for mechanical explanations.

Cosmogony and geogony

It is important to bear in mind that, up through the eighteenth century, cosmogony and embryology – the question of the origins of cosmic order, on the one hand, and of biological order, on the other – were, to no small extent, different subdomains of the same general field of inquiry. As we have already seen Descartes noting above, the formation of the stars and the formation of men are motivated by the same search for knowledge, and for him as for others both will ultimately be accounted for in terms of the same sort of explanation. One of the great insights of the scientific revolution of the seventeenth century (however contestable this supposed event may be in other respects) was that the celestial and the terrestrial spheres are to be explained by the same principles: as above, so below. Thus the study of the arc of a projectile could reveal general laws about the orbit of the planets, and similarly, for Descartes, the same sort of vortical motion invoked to explain the formation of heavenly bodies could also be invoked to explain embryogenesis.

Animal generation and cosmogony were alike in that both seemed to require an appeal to what today might be called “intelligent design” in order to account for the highly organized results of the processes. Yet in both cases there was a long, alternative tradition, stretching back to antiquity, of accounting for these same results as the product of the fortuitous "clumpings” of atoms in the void. In the modern period, this tradition was generally identified as “Epicurean,” a perceived pedigree that was inspired in large part by the numerous re-editions of Lucretius’s De rerum natura (On the Nature of Things), beginning in the fifteenth century. By the eighteenth century, the spontaneous emergence of cosmic order out of an initially disorganized mass had grown from a subaltern and heretical theory into one that even its opponents had to take seriously. Generally, the author most identified with this theory was no longer Lucretius, but Descartes, and in particular the account of the formation of the cosmos and the earth spelled out in Parts 3 and 4 of his Principia philosophiae. By the early eighteenth century, Descartes’s vortex theory, according to which all of space is filled with matter constantly moving in a whirling motion, had become the subject of much ridicule. It was famously satirized by the French Jesuit Gabriel Daniel in his Voyage du monde de Descartes (Journey through Descartes’s World) of 1690, a noteworthy landmark in the early history of science fiction, in which the narrator sets out to pay a visit to Descartes on the moon.

In what has come to be called the Protogaea, written in the 1680s but published for the first time only in 1749, Leibniz entertains the possibility, attributed by him to Descartes, that the earth was once a fixed star, since Leibniz believes that this strengthens his own suspicion that the earth was once in a state of “fusion” which resulted in the layer of “vitreous” rock that underlies the sedimentary layer. Yet Leibniz faults Descartes for “leaving to the theologians” the task of showing how a natural-philosophical account of the origins of the earth might be made compatible with the one given in Genesis. For Leibniz, the primordial fusion of the earth was what the holy scripture would describe in terms of the divine separation of shadow and light; the supposed oceanic state of the early earth is what is meant, in his view, by the reference in Genesis to the “spirit mov[ing] over the waters”; etc. Leibniz, not surprisingly, was unusually optimistic about the possibility of a naturalistic cosmogony and geogony that would nonetheless serve to buttress, rather than undermine, traditional faith. Another noteworthy compatibilist was Nehemiah Grew, who sought in his Cosmologia sacra (Sacred Cosmology) of 1701 to give a conciliatory account of science and revealed religion, in opposition to what he saw as the threats of Deism and Spinozism.

One of the greatest challenges for the compatibilists was not simply to retain a place for design against those who would insist that cosmic order may emerge spontaneously, given the correct set of minimal, natural laws, but also to provide an account of the growing evidence for a vastly greater chronology of the earth’s history that might nonetheless be deemed compatible, by means of an exegetical appeal to scriptural allegory, with the biblical story of the earth’s manufacture, in its present state, in just six short days, and of the short 5,000 years or so thought to have passed since the creation. In the mid-seventeenth century, James Ussher had dated this primal event to 27 October 4004 BC, but increasingly such chronologies, both in their preciseness and in the recentness of the date proposed, came into conflict with both non-European chronologies, such as those of the Chinese, the Nahuatl (Aztecs), and the ancient Babylonians, as well as with the growing evidence for the long, slow emergence of the visible geological features of the earth. Benoît de Maillet, in his 1748 work entitled Telliamed (an anagram of his family name), proposes that the world is approximately 4 billion years old, on the basis of his observations of what we would call sedimentation in the Nile River valley. De Maillet’s account is an early anticipation of a basic principle of the earth sciences that would later be dubbed “uniformitarianism” and commonly associated with the geological method employed by Charles Lyell in his 1830 Principles of Geology, according to which the present state of the world can be explained in terms of the past operation of processes that are still occurring today. This doctrine is generally contrasted with catastrophism, according to which the present state of the earth may be accounted for in terms of the occurrence of a sequence of punctuated, catastrophic events in the past, which then yielded the relatively static earth we know. Clearly, the catastrophist account is more amenable to scripture, yet in the eighteenth century it was perfectly coherent to adopt catastrophism as a theologically neutral interpretation of empirical evidence. This much is clear from the debate that raged at the end of the century between the “Neptunists,” with Abraham Gottlob Werner as their leader (and Johann Wolfgang von Goethe an eager defender), and the “Plutonist” theory of the Scottish geologist James Hutton. According to the former camp, the rocks that make up the terrestrial part of the globe were formed as a result of the crystallization of minerals within the primordial ocean that once covered the earth; the Plutonists in contrast held that prehistoric volcanic activity was the best explanation for the sedimentary layers we currently observe. As it happens, Neptunism fits better with the biblical account of the deluge, but it was not defended by Werner, let alone Goethe, despite its biblical correctness.

By the mid-eighteenth century, it was the mathematical natural philosophy of Isaac Newton, rather than the outdated vortex theory of Descartes or the organicist philosophy of Leibniz, that was seen as offering the best path to a general account of cosmogony and geogony. A fine example of this Newtonian project is the early work of Kant entitled Allgemeine Naturgeschichte und Theorie des Himmels (Universal Natural History and Theory of the Heavens) (1755). Here, Kant argues that


Nature, on the immediate edge of creation, was as raw and undeveloped as possible. Only in the fundamental properties of the elements which make up the chaos can we perceive the sign of that perfection which nature has from its origin, since its being is a consequence arising from the eternal idea of the Divine Understanding. The simplest, most universal characteristics, apparently designed without purpose, the material, which seems merely passive and in need of forms and structures, has in its simplest condition atendency to build itself up by a natural development to a more perfect arrangement.

(Kant 1755: 2.1; Ak I, 263–64)



Kant’s is a modified Newtonianism, however, as he believes his English predecessor was wrong to suppose that “the immediate hand of God had set up this order without the use of natural forces.” In a remarkable anticipation of the critical method he would develop only some years later, Kant wishes to find a way to recognize the compelling reasons for Newton’s supposition, as well as those militating in favor of an account of cosmogony in terms of material causes alone, and to “unite these two apparently conflicting views” in a “concept” (Begriff) that will underlie the true cosmological system, namely, that in the present arrangement of space, in which the spheres of all the planetary worlds move around,


there is no material cause present which could impress itself on or direct their movements. This space is completely empty, or at least as good as empty. Thus, it must have in earlier times been differently constituted and full of matter sufficiently capable of conferring movement on all the celestial bodies located there and of bringing them into harmony with its motion and, as a consequence, into harmony with each other. When the power of attraction unified the above-mentioned space and collected all the scattered matter in particular clusters, the planets must have from then on freely and unchangingly continued the orbital movement, once impressed upon them, in an unresisting space.

(Kant 1755: 2.1; Ak I, 262)



This is the beginning of what has come to be known as Kant’s “nebular hypothesis,” a doctrine that may be traced back to the influence of Emanuel Swedenborg’s Opera philosophica et mineralia (Philosophical and Mineralogical Works) of 1734. According to this hypothesis, the massive clouds of gas that existed at the beginning of the universe are over time flattened out into celestial bodies by the force of gravity.

Kant goes on in his 1755 work to argue that there is no good reason why the “perfect arrangement” he describes should not arise over and over again throughout the cosmos, and thus that there is every good reason to take as “an almost demonstrated certainty” the existence of rational hominoid creatures on other planets, and indeed more rational, the further from the sun they dwell. In view of this extension of his nebular hypothesis, which seems to presuppose that the human organism may emerge simply as a result of the right combination of cosmic circumstances, Kant is generally thought to have been at least sympathetic to evolutionary accounts of the emergence of terrestrial humans. Decades after the Universal History, Kant would speculate in the Opus postumum about the possibility of “a sequence of different world-epochs,” in which organized creatures would successively give place to one another, and in which at different times beings higher than “us” (a more exclusive term than it might appear, as we’ll see in the concluding section) might come into existence. Kant continues: “How many such revolutions (including, certainly, many organic beings, no longer alive on the surface of the earth) preceded the existence of man, and how many… are still in prospect, is hidden from our inquiring gaze – for according to Camper, not a single example of a human being is to be found in the depths of the earth.”5

The depths of the earth that had been uncovered and studied by sedimentologists such as de Maillet and mining engineers such as Leibniz had revealed, by the time Kant was writing, a great number of vestiges not just of a distant geological past, but also, in the form of fossils, of a distant biological past. What exactly these were, and how their presence in the strata of the earth was to be interpreted, generated what was perhaps one of the liveliest debates in the speculative sciences of origins of the eighteenth century.

Fossils and comparative anatomy

In the sixteenth and early seventeenth centuries, fossils were widely thought to have been lusus naturae or “games of nature,” organic forms generated directly in stone by an overproductive formative force inherent in all of nature. Leibniz was one of the first theorists to argue consistently that these organic forms are not merely resemblances or imitations of the creatures they call to mind, but rather vestiges of these creatures. As related in the Histoire de l’Académie des Sciences de Paris of 1704: “M. Leibniz maintains that a sort of earth covered the lakes and the fields, trapping the fish and the plants.” The report continues:


The matter of the fish or the plant, having been consumed, leaves its form in the slate by means of the hollow space where it once was, and this hollow, finally, is filled by a metallic matter, either when a sort of subterranean fire that cooks the earth into slate causes the metal that was mingled with it to come out, or when a metallic vapor penetrating the slate becomes stuck in the hollow spaces.

(Leibniz 1768b: Dutens II.2, 178–79)



Leibniz thus grasps that the fossil is formally, so to speak, a true remainder or trace of a real organic being, even if the material that makes it up is entirely distinct from the material we find in a living body (or a recently dead one, for that matter). Leibniz denounces the claim that fossils are “jeux de la nature” as “a purely poetic idea … If nature were to play, she would do so with more freedom, rather than submitting herself to the task of exactly reproducing the smallest traits of the originals” (ibid.: 179).

Throughout the rest of the eighteenth century, the question whether fossils belonged to real animals or not appears to have been more or less settled, but perhaps a more difficult one moved in quickly to replace it, namely, to what kind of animals did these belong? It was generally presumed that the animals whose skeletal remains turned up must belong to a species that continues to inhabit the globe somewhere or other, even if we do not know where, and even if the primitive members of that species had tremendously different morphologies. This explanatory effort was complicated principally by two distinct reports coming back from the paleontological data: first, that the remains of animals are often found in regions where they could not plausibly live, such as elephantine remains in the Arctic North, or, even more implausibly, the remains of marine life forms at the top of mountains; second, often the remains – such as those left, as it would turn out, by Irish elk or woolly mammoths – seemed to deviate from the known, living species with respect to size, and sometimes shape, and so to many it appeared implausible to place these fossil remains within the familiar frame of reference of current zoological taxonomy.

In Les époques de la nature, the 1780 work of Buffon already cited, the French naturalist theorizes that there are five distinct stratigraphic “monuments” in the earth, each reporting a broad sequence of changes in the plant and animal life that inhabits the same environment in different periods. The first “monument” is the presence of the calcaneus seashells that, reduced to sand, make up so much of the surface of the earth – evidence, Buffon notes, that much of what we think of as geological is in fact zoological in origin. The second of these monuments is the mixture of traces of plants and animals into this surface that come from species no longer found in their region of origin. The third and fourth sorts of monuments are the skeletal remains of “elephants, hippopotamuses, and rhinoceroses” found in Northern Europe and Asia as well as in North America, while the fifth is the appearance of marine life forms in alpine zones. Buffon reasons that the epoch of the giant elephants was very recent, since their tusks are found in great quantities all over Siberia just under the surface of the earth. Buffon is ready to attribute some unidentifiable fossil remains to now extinct species, but for the most part strives to assimilate fossil species to living ones.

Sixteen years later, in his 1796 presentation to the Academy of Sciences, Mémoires sur les espèces d’éléphants vivants et fossiles (Memoirs concerning the Species of Living and Fossil Elephants) George Cuvier would plainly avow that not nearly enough is known about the animals to which fossils belonged in order to be able to classify them with any certainty (Cuvier 1800). Here, Cuvier seems to be anticipating with remarkable prescience the work of George Gaylord Simpson in the mid-twentieth century, who would argue that entirely different methodological and epistemological problems arise in the classification of fossil species (Simpson 1951). For one thing, if we understand species membership as membership in a reproductive community, then by definition a fossil species cannot be placed with confidence in any species, since it is only, at best, a skeleton, and so in no condition to reproduce. Another problem, one Cuvier well recognized, is that the long post-mortem history of skeletal remains inevitably leads to their distortion and alteration by erosion and other external natural forces. In general, however, Cuvier’s strong inclination as a creationist is to refrain from assenting to the view that fossil remains could be the remains of extinct kinds. In a later work, the Théorie de la terre (Theory of the Earth) of 1813, Cuvier continues to resist the possibility of species extinction, not to mention of the evolution of one species from another: “I do not pretend that a new creation was required for calling our present races of animals into existence. I only urge that they did not occupy the same places, and that they must have come from some other part of the globe” (Cuvier 1813: 123).

Tremendous morphological change, such as the difference in size between the antlers of an extinct Irish elk and a modern elk, did not necessarily compel observers to consider the possibility of species change or extinction, since the early modern conception of “species” was not so clear-cut as to prevent dissimilar ancestors and descendants from sharing the same species membership. As early as 1680, in his anatomical study of a porpoise, entitled Phocaena, or, The Anatomy of a Porpess, the English anatomist Edward Tyson hypothesized that the marine mammal’s fin bones were but modified hoof bones, coming from a terrestrial, likely bovine, ancestor. This does not seem to have troubled Tyson overmuch, since he may have considered that, if there were such a lineage, then this would just reveal the unexpected, but nonetheless conceptually unproblematic, fact that cows and porpoises are of the same “species.” The sort of evidence that Tyson was beginning to amass, and that by the middle of the eighteenth century would explode into the largely new scientific discipline (though with some antecedents in sixteenth-century Padua, and of course in Aristotle and Galen) of comparative anatomy. This science would lead to a universal recognition of what would come to be called the Bauplan, or building plan, underlying, at least, all mammalian anatomy. From the earlier belief that each species has its separate place in a discrete grid, now animal kinds were coming to be seen as, so to speak, variations on a theme.

By the late eighteenth century, authors such as Alexander Monro, secundus, in his work, The Structure and Physiology of Fishes Explained and Compared with Those of Man and Other Animals, of 1785, had extended the observation of a shared Bauplan from the mammalian realm to include all vertebrates. And in his Tableau élémentaire de l’histoire des animaux (Elementary Table of the History of Animals) of 1797, Cuvier would bring comparative anatomy to bear on the questions of organic function and taxonomical method, by showing how very different species, such as mammals and birds, can nonetheless have structurally homologous organs that fulfill different functions in each case. Thinking in terms of a Bauplan would be a crucial component in the development of adaptationist explanations: we can presume, in the absence of fossil evidence, that there were never any flying pigs, to use Jerry Fodor’s preferred example, since to add wings to a pig, as he puts it, “you’d have to rebuild the pig whole hog” (Fodor 2007). But there is nothing inherently adaptationist about the idea of a Bauplan, since one could, and some in the eighteenth century did, think of the similarity in all vertebrate anatomy as an example of God’s wise economy in creating a maximum of variety with a minimum of basic tools. This appears to have been Cuvier’s view, despite the empirical insights he had contributed, willy-nilly, to the eventual ascendancy of evolutionary thinking.

Degeneration, adaptation, and evolution

“Evolution” in its original sense is an evaluative term, signifying progress from a lower stage to a higher one, and in this sense it contrasts with “degeneration” or change in the opposite direction. In the seventeenth century, where common lineage between different kinds is taken to be a real possibility, it is generally supposed that the “lower” kind must have been descended from the higher one. “It will appear a sad truth,” writes the Baconian naturalist John Bulwer in 1650,


that [man] hath been so farr from raising himselfe above the pitch of his Originall endowments, that he is muchfallen below himselfe; and in many parts of the world is practically degenerated into the similitude of a Beast. The danger of man since his fall is more in sinking downe then in climbing up, in dejecting then in raising himselfe to a better condition or improvement of naturall parts.

(Bulwer 1650: introd., n.p.)



More than 100 years later, Buffon would continue to account for morphological drift in a population over time as a consequence of degeneration, though for him this would be a fairly naturalized scientific theory, rather than the sort of occasion for moralizing it had been for Bulwer. Thus Buffon writes in the Histoire naturelle:


Not only the ass and the horse, but also man, the apes, the quadrupeds, and all the animals might be regarded as constituting but a single family … If it were admitted that the ass is of the family of the horse, and different from the horse only because it has varied from the original form, one could equally well say that the ape is of the family of man, that he is a degenerate man, that man and ape have a common origin.

(Buffon 1749–89: IV, 31)



This may be called “degenerationism,” as contrasted with evolutionism, to the extent that Buffon presumes that the common ancestor of both humans and apes was a human, and that the apes have – as a result, presumably, of climatic and geographical factors – deviated morphologically from the original population. While Buffon does not write in overtly normative terms, there is nonetheless a presumption that deviation occurs only in unfortunate circumstances, that the original represents the ideal type, rather than holding that the new forms emerge simply as expressions of “fitness” in the face of new environmental exigencies.

Tyson, who had hypothesized that porpoises were “degenerated” cows, nonetheless refused to consider the possibility of an ancestral relationship between human beings and apes, even after having conducted an anatomical study of a chimpanzee in 1698, published the following year under the title Orang-Outang, sive Homo sylvestris, or, The Anatomy of a Pygmie compared with that of a Monkey, an Ape and a Man. Tyson concluded that, in all relevant respects, the differences between human and ape anatomy appear to be trivial. Yet over the course of the eighteenth century, the prevailing scientific view would have it that “orang-outangs,” a term used generically to describe all known species of great apes, were in fact members of the same kind as are human beings, and that the difference may be accounted for in terms of climatic and geographical, and sometimes also cultural, degeneration. Thus Linnaeus writes to Johann Georg Gmelin in 1747:


It does not please you that I’ve placed Man among the Anthropomorpha, but man learns to know himself. Let’s not quibble over words. It will be the same to me whatever name we apply. But I seek from you and from the whole world a generic difference between man and simian that follows from the principles of Natural History. I absolutely know of none. If only someone might tell me a single one! If I would have called man a simian or vice versa, I would have brought together all the theologians against me.

(Linnaeus 1747: letter to Johann Georg Gmelin, 25 February)



One of the most alarming discoveries Tyson had made, or thought he had made, was of the presence of vocal organs that should, so he thought, enable chimpanzees to use language (as the only chimpanzee he ever encountered died in infancy, his hypothesis concerning the function of the organs in adulthood was never confirmed or refuted). The possibility of orang-utan speech grew into an important debate in the eighteenth century. In his 1773 work Of the Origin and Progress of Language, James Burnet, Lord Monboddo, argued that, if apes do not speak, it is only the degraded social circumstances of the “orang-outang” that have deprived them of the power of speech, rather than any intrinsic inability. For him, the great apes are “a barbarous nation, which has not yet learned the use of speech.” He argues that since, as Tyson has shown, they possess the necessary vocal apparatus, what prevents them from speaking is only that they have never been educated, just as “men, living as the Orang Outangs do, upon the natural fruits of the earth, with few or no arts, are not in a situation that is proper from the invention of language” (Monboddo 1773: I, bk. 2, ch. 4, 347).

Degenerationism held that every species consisted at the outset only in ideal types, and that as a result of climatic, geographical, and perhaps even cultural factors, some of the members of these species came to deviate from the original stock, usually in unfortunate ways. Thus Buffon describes North American fauna as stunted and dwarf-like, and supposes that this has been a result of the severe climate (in 1787, an indignant Thomas Jefferson sent him a counterexample in the form of a giant moose carcass). “It is not impossible,” the French naturalist writes, that “all the animals of the New World were originally the same with those of the Old, from whom they derive their existence; but that, being afterwards separated by immense seas, or impassable lands, they would, in the progress of time, suffer all the effects of a climate that had become new to them, and must have had its qualities changed by the very causes which produced the separation, and, consequently, degenerate.”6 This causes, in general, diminution, weakness, and sparseness. There are no American elephants, for example, and all of the species in America that do have Old World counterparts he supposes to be degenerate. Thus the perceived degeneracy of apes was only the most dramatic instance of a general process that many theorists, including Buffon, supposed to extend throughout the plant and animal kingdoms.

In the first volume of Zoonomia of 1794, Erasmus Darwin pondered: “[W]ould it be too bold to imagine, that all warm-blooded animals have arisen from one living filament, which THE GREAT FIRST CAUSE endued with animality … [and] with the power of acquiring new parts?” (E. Darwin 1794–96: §39, “Generation”). Fourteen years later in his La philosophie zoologique of 1809, Jean-Baptiste Lamarck would develop the elder Darwin’s suggestion into what we now know as the hereditary theory of Lamarckism, according to which traits acquired in the course of an animal’s life may be passed on to subsequent generations. Significant in the work of Lamarck and Erasmus Darwin is the absence of any supposition that environmentally induced morphological change must be change for the worse.

An earlier indication of the possibility of “evolution,” in the sense of change for the better, had been Buffon’s own remark that, perhaps, the domestic ass is not a degenerated horse but a more perfect one, and that the sheep, as a result of human solicitude, is but a more delicate goat. Domestic animals, he suggests, “have at their origin a less perfect species of wild animals … Nature alone not being able to accomplish what Nature and man can do together” (Buffon 1749–89: V, 60). Later, Erasmus Darwin’s grandson Charles would draw much of the inspiration for his theory of natural selection by watching English breeders “selecting” pigeons in order to improve upon certain desirable traits. One senses the difficulty involved in purging the notion of evolution of its original, evaluative sense.

What Buffon admitted in the limited case of domestic breeding, Erasmus Darwin and Lamarck seemed to generalize into a universal account of the gradual emergence of biological order and variety, namely, the universal connection of all life by a “singlye filament,” as well as a mechanism of transmission of morphological change from one generation to the next. The possibility of such a single filament made it supremely difficult to continue thinking of humanity as uniquely created in the image of God. At the same time, though, as shared lineage with other animals, including apes, became thinkable; so too did greater and lesser proximity to the apes within the human species come to seem a real possibility. For this reason, it is in the eighteenth century that we find the roots of modern racism.

Human origins and human diversity

In the early eighteenth century, the concepts of “race” and “species” had not yet been separated out from one another. Thus Leibniz writes in his Nouveaux essais sur l’entendement humain (New Essays concerning Human Understanding) of 1704, of the different “species” of great cat: “[M]any animals that have something of the cat in them, like the lion, the tiger, and the lynx, could have been of one single race and now could be new subdivisions of the ancient species of cats. Thus I come back continually to what I’ve said more than once, that our determinations of Physical species are provisional and proportional to our knowledge” (Leibniz 1765: 3.6.23; GP V, 296). He supposes that variety of this sort among what we today would think of as different feline species is no different from the great diversity among “les races,” which is to say the breeds, of domestic dogs. A “race,” in the sense in which Leibniz understands it here, is a relatively isolated reproductive community, but not one that is, as in the so-called “biological species concept” of Ernst Mayr and others, isolated in view of its non-interfertility with other kinds. Thus a human group such as “the Americans” or “the Ethiopians” might be deemed a “race” akin to lynxes or poodles to the extent that its members tend to reproduce together, but this says nothing of the possibility of cross-fertility between lynxes and lions, poodles and bloodhounds, or Ethiopians and Europeans.

We have seen that, according to the degenerationist thesis, morphological variation between populations is accounted for in terms of deviation from an original ideal type. In eighteenth-century theories of racial diversity, similarly, the common presumption was that the original humans looked more or less as modern Europeans do, and that non-European racial diversity was a result of deviation from the norm, stemming from the expansion of the human species into more extreme climatic and geographical zones. Unlike most animal species, moreover, physiological variability is accompanied by variations in manners from one climatic region to the next. Thus Buffon writes of Africa: “The climate is extremely hot; and yet the temperature of the air differs widely in different nations. Their manners also are not less various” (Buffon 1781: III, §9, 194). Buffon believes that skin color is transmitted by parents from one generation to the next, but supposes that if a group of sub-Saharan Africans were transferred to Northern Europe, the “descendants of the eighth, tenth, or twelfth generation would be much fairer” (ibid.: 200). The climatological theory of racial variation was, however, complicated by a wide range of counterexamples. For example, as Buffon notices, while the North American natives appear, as they should, to resemble the Tartars, the people of Mexico and Peru, “though like the Negroes they live under the torrid zone, have no similarity to them” (ibid.: 172).

Another problem that occupied the minds of many thinkers was albinism, which seemed to suggest that skin color can in some cases have nothing at all to do with either lineage or geography. In his Dissertation physique à l’occasion du nègre blanc (Physical Dissertation on the Occasion of a White Negro) of 1744, Maupertuis used the appearance of an albino African in Paris, who had caused much talk in the salons and academies, as an opportunity to present his own theory of the inheritance of traits, according to which albinism amounts to something akin to a genetic mutation. For him, as we have already seen, the seeds of both parents form the fetus, carrying a sort of “memory” of the parts of the parental body from which they came, and thus there is no need to resort to any preformed being to explain reproduction. The fact that a case of apparent racial difference between parent and child could serve as an occasion to present an anti-preformationist account of generation shows the extent to which race had come to be seen as constituting an essential difference between kinds. In view of this essentialism, the production of one race by another was interpreted as a sort of rupture in the order of a nature supposed to be governed by a general law according to which like begets like.

For Buffon, as for Kant after him, it is the temperate zone, including most of Europe, that is ideal for the flourishing of humanity. “[T]hat portion of the earth,” Kant writes in his treatise On the Different Races of Men of 1775, “between the thirty-first and fifty-second parallels in the Old World … is rightly held to be that in which the most happy mixture of influences of the colder and hotter regions and also the greatest wealth of earthly creatures is encountered” (Kant 1775: 48). Kant proposes an “out of Europe” hypothesis, according to which humanity originally began in Europe, looking more or less as modern Europeans do, and subsequently radiated out onto the other continents, gradually taking on new “racial” traits.

In his 1776 work De generis humani varietate nativa (On the Natural Varieties of Mankind), Blumenbach divides the human species into three basic races – the Caucasian, Mongolian, and Ethiopian – and posits an additional two, the American and Malay, that he sees as intermediaries between pairs formed from the first two. Blumenbach is insistent, however, that all of these races belong to the same species, insofar as shared species membership may be confirmed whenever different populations “agree so well in form and constitution, that those things in which they do differ may have arisen from degeneration” (Blumenbach 1776: 188). For Blumenbach, the only other possibility in accounting for racial variety would be to hold to a polygenetic account of human origins, i.e. the view that the different races all have separate creations. While polygenesis served as an important undercurrent in sixteenth- and seventeenth-century libertine thought – in figures such as Lucilio Vanini and Isaac La Peyrère, for whom it served as part of a radical defense of a thoroughgoing naturalistic account of human origins – by the eighteenth century this was a doctrine that had taken on distinctly racist overtones. Of all the major Enlightenment thinkers, only Voltaire would maintain unequivocally that “the race of Negroes is a species of men different from ours” (Voltaire 1756: ch. 141). Blumenbach’s work, though anticipated by that of François Bernier nearly a century earlier (Bernier 1684) would, with minor variations, provide a typology of races that would prevail in anthropology, not to mention the popular imagination, until the final scientific discrediting of racial thinking in the years immediately following the end of the Second World War.7

It was perhaps inevitable that, in an era of intense progress in anatomical study, the supposed temperamental and intellectual differences between human subgroups would be conceived not as rooted fundamentally in a difference between souls, but rather as written into the features of the body. There was no shortage of treatises incorporating the latest discoveries from Newtonian physics and optics into the quest for an answer to this natural enigma; an early contribution to this genre was M. Barrere’s anonymously published Dissertation sur la cause physique de la couleur des nègres (Dissertation on the Physical Cause of the Color of Negroes) of 1741. Of all the major Enlightenment thinkers, Johann Gottfried Herder, in his Ideen zur Philosophie der Geschichte der Menschheit (Ideas on the Philosophy of the History of Mankind) of 1784– 91, appears to have stood alone when he observed that “we” (i.e. the Europeans) might just as well ask after the “physical cause” of our skin’s whiteness, as after the blackness of theirs. For the most part, however, blackness remained something thought to be in need of scientific explanation. Kant himself would compose a list of no less than eight “curiosities about blacks,” consisting mostly in fantastic stories told by unreliable observers, as for instance that African babies are born white, and only turn black over the course of their first few months.

We have already seen Kant complaining that the natural science of his day was progressing too rapidly, while metaphysics had remained at a sort of impasse. One part of this advance seems to have been the opening up for scientific study of aspects of human life, such as the perception of cultural difference, that earlier were not seen as worthy objects of investigation. A consequence of this expansion, however, seems to have been the creation of taxonomic categories for groups of things supposed to be real ingredients of the natural world, but that would later turn out to be only elements of human social reality. In short, it was in part the same fine-grained carving up of nature in the eighteenth century to which we owe the modern science of taxonomy that also brought into existence the pseudoscience of race. The origins of human cultural and physiological diversity were indeed something that stood in need of scientific explanation, no less than the origins of the cosmos, the earth, or of biological species. The eighteenth century set science on the centuries-long detour of race in its initial attempt to account for these.

Notes



1 I have consciously borrowed the term, “speculative sciences of origins,” from Catherine Wilson’s insightful article, “Kant and the Speculative Sciences of Origins” (Wilson 2006).

2 Aristotle is himself often seen as having defended a doctrine of rigid fixism: David Hull (1965) for example blames the Stagirite for the “2000 years of stasis” that dominated taxonomy as a result of his supposed essentialism. It seems rather to be the case that early modern taxonomists, such as Andrea Cesalpino, came to defend their own brand of spe-cies fixism for new, largely theologically motivated reasons that Aristotle could not have shared, and insisted they were doing so under the banner of “Aristotelianism.” See Smith 2009; Atran 1991.

3 Cited in Picard 1905: 614. “[S]on corps est, pour ainsi dire, constitué par la repetition d’une infinité de petits Polypes qui n’attendrent pour venir au jour que des circonstances favorables.“

4 For a good example of the recent scholarship on this, see Detlefsen 2006, 235–61.

5 Kant 1993: Ak XXI, 215; 53. The reference is to the Dutch anatomist and naturalist Pieter Camper (1722–1789), the tremendously popular author of the Demonstrationes anatomico-pathologicae (1760–62).

6 Buffon, Of Animals Common to Both Continents, v. 5 of Natural History (Buffon 1781: 150).

7 The 1950 UNESCO statement on race, drafted and signed by Lévi-Strauss, Montagu, et al., can be seen as shaping a global scientific consensus on the scientific unusefulness of the concept of race as it had been deployed most recently in Nazi science and American eugenics. After the UNESCO statement physical anthropology textbooks minimize the relevance of race as a biological category, and distance themselves from the racial realism of anthropology earlier in the century.
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PHILOSOPHY OF THE HUMAN SCIENCES

Margaret Schabas

 

A stubborn myth maintains that the human sciences were invented in the eighteenth century, inspired by Newtonian physics and guided by liberal ideology.1 This set of claims is neither entirely false nor strictly true. Specific propositions in specific human sciences as currently constituted can readily be traced back to Plato and Aristotle and, with a bit of imagination, whole theories could be ascribed to them. By the seventeenth century, the natural law tradition associated with Hugo Grotius, Samuel Pufendorf, and John Locke might be construed as the most critical point at which the human sciences took shape. If quantitative reasoning is the hallmark of science, then the contributions of Thomas Hobbes, Blaise Pascal, or William Petty in the seventeenth century shine as well. Nevertheless, the human sciences are an essential part of eighteenth-century philosophy, particularly given the secularist and emancipationist attributes of the Enlightenment. Voltaire, Montesquieu, Rousseau, Hume, and Adam Smith made the human sciences a primary if not overriding occupation, and these were the luminaries of the two main centers of philosophical inquiry, France and Scotland. There is no single figure in eighteenth-century natural philosophy to compare in stature to them in terms of import and influence, nor to the scientific giants of adjacent centuries, Galileo, Newton, Darwin, or Einstein—at least when judged by current historical standards. One could wish it were otherwise, and that Euler, Buffon, or Lavoisier are as acclaimed, but they are not.

I do not wish to overvalue the role of individual great men; indeed we will see that Hume casts aspersions on this very approach, and, together with most of his contemporaries, situated the forces of historical change at the level of groups, not individuals. But the comparison drawn above helps to highlight the sense in which the human sciences stood at the center of eighteenth-century intellectual life. Little could compare to the sensationalist philosophy of Voltaire, Montesquieu, or Rousseau, particularly among the literati of the day. If there were one canonical text that would sit on the same shelf as Newton’s Principia and Darwin’s Origin of Species, it would be Adam Smith’s Wealth of Nations (1776). And if there is an eighteenth-century figure that most inspired Einstein, it was not a natural scientist but David Hume, for his sensory empiricism, his eschewal of metaphysics, and his queries regarding absolute time and motion. Nevertheless, Enlightenment natural science was rich and varied, with important breakthroughs in chemistry, physiology, and geology. Although much of eighteenth-century physics and astronomy could be seen as consolidating the Newtonian program, there were forays into new terrain—Roger Boscovich’s concept of a field or Joseph Priestley’s theory of heat, for example—that sowed the seeds for nineteenth-century energetics. The eighteenth century also spawned important work in natural history, notably Linnaeus, Buffon, and Lamarck, which proved to be seminal in nineteenth-century evolutionary biology.

The term “the human sciences” is by and large a recent invention coined to avoid gender bias (science of man), or to steer away from Durkheimian social facts (social sciences) or Skinnerian behaviorism (behavioral sciences). The more commonly used terms circulating in the eighteenth century were “the science of man” or “the moral sciences” (in English and in French). There was little to no agreement as to the content of these sciences, or the boundaries, but certainly they studied the newly devised category of human nature, and encompassed more specific sciences such as politics, le commerce or das Philologie. By the 1790s, the term la mathématique sociale was coined by Condorcet and his circle, but it pertained to the study of public policy and the doctrine of rights, and had less in common with what we now take to be the social sciences than did the moral sciences of the 1750s. Adam Smith offers one of the first definitions of political economy—the science of the legislator—that would again offend modern ears, just as Kant’s anthropology as the study of moral agency had almost nothing in common with modern ethnography. Not until the 1830s and 40s, with the contributions of Auguste Comte and John Stuart Mill, among others, do we find well-developed programs for the social sciences that approximate our contemporary lines of demarcation.

The lack of a common term or consensus over the scope of the human sciences poses a challenge for the historical task at hand. Should we adopt the current categories of the social sciences and project them back in time, or look to the categories used in the eighteenth century—cameralism or pneumatology, for example—terms now extinct? The task would be that much the simpler were it the case that the term natural science was then used; however, it was not commonplace. Natural philosophy, natural history, mechanics, physiology, mixed mathematics, etc., were the categories of Enlightenment science that correspond approximately to what we mean today by natural science; some important disciplines such as biology had not yet been devised, and some subjects, such as physiology, blended readily into physics. To get some feel for how differently the disciplines were aligned, consider Jean Le Rond D’Alembert. In his Discours préliminaire to the Encyclopédie (1751), he proposed three principal divisions to philosophy or science (which he deemed synonyms): the Science of God, the Science of Man, and the Science of Nature. Within the middle category, we find two branches: logic and ethics. The first covers, for example, the sciences of memory, rhetoric, and philology, and the second, the sciences of natural jurisprudence, economics, and politics.

Some of this might align with current disciplines, but it is also a matter of persistent debate as to what constitutes the “human sciences” at present. Some subjects would count unequivocally: sociology, anthropology, linguistics, economics, and political science. Other social sciences, geography and psychology for example, have significant toeholds in the physical or life sciences, and are thus more problematic. Geography such as it was in the eighteenth century was primarily directed at problems in cartography rather than human relations; it belonged to mixed mathematics, a field that encompassed many of the applied formal sciences such as hydraulics and navigation. Charles-Louis de Secondat, Baron de Montesquieu, famously appealed to geographical factors, climate most notably, in his account of human cultures, but these were always in the context of other factors, primarily political, economic, religious, and legal conditions, and, in that respect, his approach was more akin to sociology than to geography (see Sebastiani, Chapter 24 in this volume).

A long-standing verity is that psychology emerged with the experimental contributions of Wilhelm Wundt in the 1880s. This claim, however, is no more warranted than the one that Adam Smith founded the science of economics in 1776. There is much to commend the view that discourses on the passions, the will, and on reason belong to the history of psychology, as we know it, even if the analyses were conducted in the armchair rather than the laboratory. Christian Wolff’s Psychologia rationalis (1734), Julien Offray de La Mettrie’s L’Homme-machine (Man a Machine) (1748), and David Hartley’s Observations on Man (1749) serve as three salient examples of Enlightenment psychology, and one could point to hundreds more, including the fad of Mesmerism that took hold in the 1780s (see Goldstein 2003). The fact that D’Alem-bert singles out memory as one of the sciences of man is significant; the study of memory can be traced back to Aristotle and has persisted as a central preoccupation among psychologists to the present.

Other disciplines that address the human condition, for example history or jurisprudence, still hover in a scientific penumbra, at least in comparison with economics or psychology. Both chronology and historical narrative reach back to antiquity, though the age of synthetic history is generally assigned to the nineteenth century, with such grand theorists as Comte, Buckle, Hegel, Marx, and Spencer. Nevertheless, the eighteenth century witnessed many efforts to advance the scientific standing of history, whether as conjectural or material. Vico, in isolation, argued for the epistemic superiority of historical knowledge to that of natural science. God made the latter, and we can only scratch the surface. But insofar as we humans make our own history, we can understand it from the inside and thus have greater confidence in the certainty of its propositions. The stadial theory of the Scottish savants, such as Adam Ferguson’s Essay on the History of Civil Society (1767), and the ascriptions of a progressive path, as found in Hume’s essay “Of the Rise and Progress of the Arts and Sciences” (1741b), in Turgot’s Plan de deux discours sur l’histoire universelle (Plan for Two Discourses on Universal History) (1751) or in Condorcet’s Esquisse d’un tableau historique des progrès de l’esprit humain (Sketch for an Historical Picture of the Progress of the Human Mind) (1795) are each in their own manner forging nomothetic propositions. Voltaire devised a “philosophy of history” that argued for a greater veracity and objectivity to historical accounts of the distant rather than recent past. We are inclined to play more tricks on our immediate ancestors because they directly shaped our lives. Voltaire viewed Hume’s multivolume A History of England (1754–62) to be the exemplar. Pierre Bayle’s Dictionnaire historique et critique (Historical and Critical Dictionary) (1695, 1697) offered substantial chronicles with little theoretical accompaniment. But he grappled with the question of the reliability of testament and, like others of his day, Lévesque de Pouilly and Nicolas Fréret, sought to augment the rigor brought to bear on this undertaking by turning to the logicians of the Port Royal school. Although their gaze was directed more at the courtroom, they cultivated many fruitful ideas on the quantification of human testimony (for good overviews see Wright 2003 and Perinetti 2006).

While historical and legal frameworks were central to the eighteenth-century human sciences, and will therefore be part of my account, most of my focus here will be on political economy, broadly construed to include what today might count as sociology or political science. My reasons for this focus are partly because of the still equivocal standing of history and jurisprudence as sciences, and partly because my comparative advantage is with the history of political economy. But it is also the case that if one looks to the first half of the nineteenth century, the scientific standing of political economy continued to ascend and eclipsed other human sciences in this regard. Because other chapters in this volume address the philosophy of mind and language, I will leave it to those entries to provide an assessment of contributions to psychology and linguistics (see, respectively, Ahnert, Chapter 12, and Lifschitz, Chapter 27, of this volume). That said, I will most certainly observe, en passant, concepts and methods from those who appealed to the passions, to language as the essence of science, or to patterns of human settlements.

Of all the human sciences in eighteenth-century Europe, political economy was the most prolific and the most established. From roughly 1700 to 1800 there are well over 4,000 publications on economic subjects such as wealth, trade, money, and taxation.2 By the 1760s there were a dozen or more periodicals that served as forums for economic discourse, most notably the Gentleman’s Magazine in Britain, Les Éphémérides du Citoyen in France, and Il Caffè in Milan. There were also recognized schools that promoted distinct methods or ideas, for example, the English political arithmeticians, the French physiocrats, or the Italian groups united around the principles of economia civile and pubblica felicità (see Bruni and Porta 2003). In France and Britain, the formal study of economics at university remained subordinate to the study of law till the nineteenth century. Adam Smith famously advanced his theories of value and distribution in his lectures on jurisprudence.

More formal academic recognition came with the rise of Kammeralwissenschaft or cameralism as it was known in English, the science of the chamber. It owed much to the contributions of Johann Joachim Becher, who conjoined his economic analysis of manufacturing with metallurgy and alchemy. Cameralism trained the civil servants of the Germanic and Scandinavian regions, with a strong emphasis on consolidating the state by economic measures. It focused on domestic trade and consumption, promoted population growth, but with a strong inclination toward autarky or economic self-sufficiency. Ernst Ludwig Carl’s multivolume work, Traité de la richesse des princes et de leurs états (Treatise on the Wealth of Princes and of Their States) (1722–23), was the exception insofar as it favored global trade. Linnaeus was a leading cameralist, and helped to establish chairs at several Swedish universities as well as promote its standing in the newly founded Swedish Academy of Sciences, remarking that “no science in the world is more elevated, more necessary, and more useful than Economics” (see Koerner 1999: 103). Cameralists valued textbook learning, and one of the leading contributors was Johann Heinrich Gottlob von Justi for his many volumes on state finance. Although he did not hold an academic position, his work paved the way for the appointment of Joseph von Sonnenfels as the first professor of cameral science at the University of Vienna in 1763. In the same year, Sonnenfels issued Grundsätze der Polizei, Handlung und Finanzwis-senschaft, the dominant textbook for about 100 years. In the Italian states, Antonio Genovesi took up a chair in Naples in 1753, and in 1768 Cesare Beccaria was appointed professor of scienze camerali in Milan (see Hutchison 1988, Tribe 1988, and Wakefield 2009).

Although the eighteenth century is an arbitrary temporal constraint, it imposes well on the history of the human sciences. Locke (c.1700) and Kant (c.1800) serve as suitable bookends; both contributed to a range of topics in the human sciences though in a manner subordinate to their respective epistemological missions. The core contributions to the human sciences qua science tend to cluster right at the middle of the century. Between the Jacobite Rebellion of 1745 and the French Revolution of 1789, we find a veritable avalanche of texts that pertain to the human sciences. In English, the list would include, but not be exhausted, by pointing to the works of Hutcheson, Hartley, Hume, Smith, Millar, Gibbon, Bentham, and Reid; in French, a good sample is provided by Montesquieu, Helvétius, Rousseau, Condillac, Diderot, DéAlembert, déHolbach, Quesnay, Mirabeau, Turgot, and Condorcet. The Italian contributions of Verri, Galiani, Genovesi, and Beccaria stand out, as do the German works of von Justi, von Sonnenfels, Blumenbach, and Herder.

Most of the aforementioned were explicit if not zealous about the scientific nature and standing of their investigations into human phenomena. The majority was also engaged at one or more points in their lives in the practical application of their findings, whether in the reform of fiscal policy, the currency, or the penal system. A few, such as Turgot and Beccaria, held high office, a feat viewed as a triumph for the entire discourse. Adam Smith at the end of his life was Commissioner of Customs, notwithstanding his support for liberal trade. Almost all grappled with the question of the right form of government, although reforms were undertaken irregularly, apart from the massive upheavals of the French and American Revolutions.

The human or moral sciences were united by the aim of understanding human nature. As Roger Smith (1997) has argued, this category was capacious and ill-defined, but served to organize and render intelligible many disparate phenomena. Hume’s Treatise of Human Nature (1739–40), Buffon’s Histoire naturelle de léhomme (1749), and Claude Adrien Helvétius’s De léhomme (1773) are just a sample of works that served to put human nature at the forefront of dix-huitième philosophy. Most properties of human nature were deemed to be universal, although some new traits were thought to take hold in tandem with local material or social conditions. Some properties could be known a priori; Rousseau made many ascriptions to man in a state of nature. Other properties were gleaned from travelogues, for example the celebrated study of the Tahitians by Louis-Antoine de Bougainville (1771) or the popular account of Captain Cook’s second voyage by Georg Forster (1777) (see Iliffe 2003). Efforts at an axiomatic or deductive method, such as we associate with David Ricardo (1817), were rarely if ever undertaken before the nineteenth century. Principles were posited, but deductive rigor was lacking. The human sciences in the eighteenth century, with some exceptions, were pursued episodically.

An important point to make—and this helps to explain why there was not a clear counterpart known as the natural sciences—is that human nature itself was embedded in the natural order. In other words, physical nature was the primary source of the uniformities ascribed to human nature. Hence the laws that governed the universe constituted a single harmonious plan. This is apparent whether we look to Carl Linnaeus creating the category Homo sapiens within his newly formed class of mammals, to John Arbuthnot’s Essay concerning the Effects of Air on Human Bodies (1733), or to François Quesnay’s celebrated tableau économique and its appeals to the natural order of wealth. In sum, the divide between the natural and the social realm was not fully drawn. The appeal to robust and autonomous social phenomena detached from physical nature, as one finds in the work of émile Durkheim or Max Weber toward the end of the nineteenth century, was foreign to the eighteenth-century sensibility. If one juxtaposes Hume’s Natural History of Religion (1757) with Durkheim’s Formes élémentaires de la vie religieuse (Elementary Forms of Religious Life) (1912), this is readily apparent. Both were attentive to wide variations of religious beliefs and customs across time and space, but Hume offered a formal and physical account within the framework of natural history, while Durkheim’s was purely functional; religion was a social fact that evolved exclusively in tandem with other social facts.

Contributions to the human sciences were part of a burgeoning print culture, one that took a wide variety of forms: broadsides, pamphlets, diaries, dialogues, letters, encyclopedia entries, travel logs, periodicals, essays, and books. There was no single authority comparable to Bernard Le Bovier de Fontenelle, perpetual secretary of the Paris Académie Royale des Sciences, to impose greater uniformity and discipline on this grab bag of issuance. There were also non-literary contributions, such as the instauration of the British Museum in 1753, seeded by the collection from Hans Sloane. This unruly state could be seen as permitting added degrees of freedom of expression in grappling with the human condition. The first half of the eighteenth century also witnessed the birth of the novel, at least in the English language. Mary Poovey has argued that the fact-fiction continuum was not well demarcated and that challenges to the validity of the new forms of credit prompted writers such as Daniel Defoe and Henry Fielding to explore questions of trust and fidelity in the form of novels such as Roxana and Tom Jones. In the wake of the bursting of credit bubbles in France and England in 1720, these novels provided readers with a space “to practice trust, tolerate deferral, evaluate character, and in a general sense, believe in things that were immaterial,” precisely because fictive claims, like fiat money, could be coherently true but non-referential (Poovey 2008: 89).

Although the general chorus of texts joined moral and material improvement to the modern commercial era, some discourses singled out human frailty or attended to profound inequalities between humans. Bernard Mandeville’s Fable of the Bees (1714) highlighted the extent to which self-interest, deception, and artifice could create social cohesion. Rousseau’s Discours sur léorigine et les fondements de l'inégalité (Discourse on the Origins of Inequality, 1755), Smith’s Theory of Moral Sentiments (1759), and John Millar’s On the Origin of the Distinction of Ranks (1771) took account of important asymmetries in the configuration of social arrangements. But more significant was the belief that these discrepancies came about without human planning and were more or less resistant to human intervention. In sum, the growth of the human sciences was much facilitated by the fact that the phenomena themselves—wealth, political rule, or social rank—were seamlessly joined with natural phenomena once one dug beneath the surface and comprehended the genuine, often providential, causes at work. Much fame accrued to those such as Rousseau or Smith who showed, as Copernicus did for the solar system, that appearances did not align with reality. Freedom is illusory; aristocrats are haunted in their sleep by duplicity and treason. Vanity and the pursuit of wealth drive the world, much to its folly, and unintended consequences are ubiquitous. The role of the savant was to reveal underlying predilections that could not be grasped at first glance and, if possible, render them into allegorical or satirical accounts, such as those written by Mandeville, Voltaire, and Galiani.

Another way in which philosophers shed a surface-layer of appearance can be found in their obligato regarding the similarity, if not uniformity, of all human reason. Descartes announced at the start of his Discours de la méthode that “good sense or reason, is by nature equal in all men” (Descartes 1637: AT VI, 1–2). Smith would echo this with his comparison of the philosopher to the street porter; what differentiated them could be attributed to education, but by nature humans were fundamentally the same. Associationist psychology reinforced these uniformities by devising a limited taxonomy of mental machinery that was common to all humans. Knowledge was built from the ground up, from elementary impressions and ideas and, as a result, one could trace the pathways or mechanisms that went from the simple to the complex. This served as a helpful reminder that beneath the veneer of culture was a very simple and basic human nature common to all.

Hume had conjoined his analysis of induction to the reasoning ability of animals, and suggested that instinct and human reason are on a continuum. Linnaeus claimed to have taught his pet monkey Diana two words. La Mettrie speculated in his L’Homme machine that it would be possible to teach an ape to speak a human language and that this would enlighten us about human prehistoric efforts to acquire language (La Mettrie 1748: 99–105). Lord Monboddo investigated the dormant vocal capacities of orang-utans in his celebrated Origin and Progress of Language (1773–92), and speculated as to our shared ancestry.

Even for those unwilling to take such a leap, the eighteenth-century savants embraced a much wider category of human kinship, joining Europeans to non-Europeans with unprecedented intensity. William Jones traced the roots of many European languages back to India, and Johann Friedrich Blumenbach undertook a comprehensive collection of human skeletons and devised a human archetype and a racial taxonomy, including the term Caucasian, that was widely adopted. Whereas Blumenbach emphasized the continuity of type, Herder gave birth to the idea of a Teutonic race that was the direct descendant of Greek and Roman civilizations. Nineteenth-century anthropology, both physical and cultural, subsequently fed upon the eighteenth-century concepts of race (Barkan 2003).

Natural history was critical to the development of the human sciences, and in more ways than one. First, the leading contributors to the human sciences were very attentive to natural history. Smith was an enthusiastic admirer of Linnaeus and Hume of Buffon. Rousseau’s popular Lettres botaniques (Botanical Letters, 1781–82) treated nature as his moral compass and a source of much public utility. This was the period in which botany became an instrument of the state, for medicinal and culinary ends. The way to control the ever-burgeoning problem of luxurious imports was to grow them domestically. Coffee and pineapples were cultivated in Jussieu’s Jardin du Roi in central Paris. Linnaeus followed suit in Uppsala, attempting to grow tea and rice, while Joseph Banks built an empire of exotic plants at Kew Gardens. Urban Gottfried Bucher’s cameralist pursuits included an extensive catalogue of Saxon mineral resources. In sum, natural history was a servant to economic and political growth and played a central role in the scientific discourses that canvassed these topics (see Spary 2003 and Cooper 2003).

Natural history was freighted with many tasks, collections and the forging of taxonomies, the search for uniformities given the immense variety of specimens, and an effort to imbed plants, animals, and minerals in a broader narrative. Some, such as Buffon began to privilege evolutionary accounts that granted a much greater age to the earth and its flora and fauna. These beliefs moved in tandem with secular predilections and the move away from natural theology. Appeals to a more remote deity could be found in the writings of many prominent moral philosophers, Hutcheson, Montesquieu, Hume, Rousseau, and Smith. Indeed, one could view the human sciences as the vanguard of secularism. Voltaire, Hume, Helvétius, and Condorcet exemplify this trend although there were some notable exceptions such as Vico and Reid. For the most part, inquiries into human nature were firmly detached from natural theology or scripture.

The adoption of natural-historical modes of thinking also engendered the search for subdivisions within our species. Important distinctions were drawn between men and women, Europeans and non-Europeans, French and Russians, aristocrats and peasants. Finding the right properties to motivate the categories was paramount. Much of this work was descriptive but insightful, such as the Abbé Le Blanc’s influential Lettres d’un françois sur les anglois (Letters of a Frenchman on the English, 1745). Although almost all of the eighteenth-century savants sought to improve the standing of women, one would be hard-pressed to find more than a few, prior to Condorcet (1790) or Mary Wollstonecraft (1792), who maintained that men and women had equal faculties. Quite the opposite, Montesquieu and Smith expressed fears of an increasing effeminacy and the diminution of a martial spirit among European men. What is worth noting, however, is the extent to which the different cultural or gender categories were attributed to natural causes. Women’s minds were intrinsically different and for most this had nothing to do with enculturation or even reproductive preoccupations. Wollstonecraft, with echoes of La Mettrie, points to a prevailing view that the few extraordinary women of her day were thought to be “male spirits, confined by mistake in female frames” (Wollstonecraft 1792: 119; see Schiebinger 1989).

The human sciences were often conjoined with declarations of rights and freedoms, for men, women, and slaves. Liberalism as the doctrine of rights celebrates the importance of the individual; it seeks to enshrine such rights as freedom of expression and mobility, or the access to resources and choice of polity. Although we tend to locate the concept of individual rights in early Enlightenment political thought, above all with the contributions of John Locke, the full-fledged reification of the individual took another century or more to become central to the human sciences. For the most part, methodological holism, rather than methodological individualism, was the prevailing stance among those contributing to the human sciences. Merchants had interests that conflicted with the landed aristocracy, but nothing was gained, analytically, by reducing either group into smaller units. Merchants always conspire to raise prices, wrote Smith, and peasants are always indolent, wrote Hume. Those in the middle ranks tend to be honest and industrious, virtues inculcated by their station. A widespread tendency to ascribe specific traits or propensities to different groupings could be found in a number of texts of the period. Montesquieu, for example, assigns politeness and honor to monarchies, while servility and fear belong to despotic governments. Only commercially advanced republics were thought to breed the virtues of equality and justice. In sum, most of the general principles of the Enlightenment human sciences were couched at the level of groups, nations, or rank, rather than reduced down to individual characteristics. By contrast, our contemporary economics and political science feed upon the notion that individual preference sets are unique and motivate genuine agency both in the market and the voting booth. Consumer sovereignty and rational choice are atomistic notions that only took hold in the twentieth century and became all the more imbedded with the rise of game theoretic models (see Davis 2011).

Although individuals were subordinate to groups in the writings of most Enlightenment philosophers, the taxonomies on offer in this period were far more finegrained than the class system of Karl Marx a century later. For Montesquieu, national characteristics are a function of numerous factors—climate, physical geography, religious belief, economic and political conditions. Subjects of a northern island with a Christian republican commercial order are deemed to be fundamentally distinct from those on a southern mainland with a Moslem despotic nomadic order. Although Montesquieu’s De l’esprit des lois (The Spirit of the Laws, 1748) does not offer a well-organized taxonomy, it could be assembled with enough time and effort, pivoting about the three main political categories: the regimes of monarchy, republicanism, and despotism. The four-stages approach to economic history introduced by Montesquieu and advanced by Adam Ferguson and John Millar offers another example of this historical mode of thinking. External conditions determine human mores and practices. The medieval agrarian order valued chastity and gallantry, whereas the modern commercial order valued frugality and probity. Virtues, natural or artificial, self- or other-regarding, were a portal to character, a classification fundamental to the human sciences. “A soldier and a priest are different characters, in all nations, and all ages; and this difference is founded on circumstances, whose operation is eternal and unalterable,” wrote Hume in his celebrated essay “Of National Characters” (Hume 1748a: 1.21.4). Our characters are strongly marked by our physical circumstances and any internal motivations to reform our character tend to be ineffectual. This diminished the role of the will in shaping the course of human history. Even the apparent reforms by powerful kings—Hume cites Henry VIII and Charles I—make no “violent innovations” (Hume 1748b: 2.12.29). Under closer scrutiny, their individual actions coincided with significant shifts in the underlying economic and political institutions, and the changes brought about were always gradual, not radical.

One critical grouping was that of nations, broadly construed (see Sebastiani, Chapter 24 in this volume). A fascination for China and Japan, for the Iroquois or the Incas, and the hundreds of accounts of travels from exotic parts of the world, many by Jesuit missionaries, provided a wealth of details. While few of the leading eighteenth-century contributors to the human sciences traveled beyond Europe, they made considerable use of these accounts. Joseph-François Lafitau’s Moeurs des sau-vages americains comparés aux moeurs des premiers temps (Customs of the American Savages Compared to the Customs of Early Times, 1724) was one of the most widely used. Apocryphal stories of non-Europeans eating rats or fasting for fifty days peppered the pages of the two most influential books of this period: Montesquieu’s De l’esprit des lois (1748) and Smith’s Wealth of Nations (1776). Arguably, a fascination for the exotic was part of their success.

Notwithstanding the persistent utilization of ethnographic descriptions, there was a deeper commitment to a global order and a sense in which the nations of the world would converge through trade and commerce, enabling peace and civility to overcome war and barbarism. Compared to the seventeenth or nineteenth centuries, in the eighteenth century many authors demonstrated a strong inclination to ascend up to a theory applicable in cosmopolitan terms. This may, in most cases, have translated into a belief in the Europeanization of the globe, and thus could be seen as strongly hypocritical. Nonetheless, the tendency to universalize, both at the moral and political level, was a well-delineated characteristic. Kant’s essay, Idee zu einer allgemei-nen Geschichte in weltbürgerlicher Absicht (Idea for a Universal History with a Cosmopolitan Intent, 1784) and Condorcet’s Esquisse serve as capstones to this line of thinking.

There was also a strong chorus in support of the innate sociability of humans, in contrast to the anomic shadow cast by Hobbes. Sexual passion meant that families sprang forth naturally; parental instincts ensured cohesion, and commercial interests ensured that as populations grew, supply would meet demand. Montesquieu deemed “the desire of living in society” a natural law and observed that the density of populations only tended to increase sociability, as vanity intensified (Montesquieu 1748: 1.1.2.8, 7, and 1.7.1.7, 97).

Hume realized that the rise of trade and the expansion of markets demanded an increasing dependency on the needs of strangers and that this in turn enhanced civility and polite conversation. Adam Smith, among others, devised the metaphor of society as a mirror. Our desire to seek the admiration and approbation of others ensured that we would cultivate the right moral dispositions, masking our self-love and augmenting the other-regarding virtues such as honesty and benevolence. Propriety was a preoccupation for Smith; moral sensitivity was tantamount to self-command, always acting in step with the prevailing customs and habits. There were still those who viewed sociability as feigned rather than innate, Mandeville and Rousseau most notably. But their respective focus was on the properties and consequences of that sociability, whatever its source.

This enthusiasm for the trope of sociability may well reflect the urbanizing landscape of Western Europe. In England, London had become such a focal point for trade and commerce at an unprecedented scale that almost anyone who put pen to paper was touched directly by the London markets. Regionalism was on the decline as the major cities garnered increasing political and economic power, and these tendencies were reflected in the intensified efforts by governments to reform the wholesale and retail trades by which the butcher, baker, or brewer provided one’s daily meal. Most accounts of economic development emphasized the symbiosis between the town and the hinterland, and the extent to which global trade had reshaped the character of London or Amsterdam.

Sociability also owed much to our strong inclination for sympathy, that “great cement of human society” as Lord Kames observed (Kames 1751: 17). Sympathy was rooted in our physiology. Our bodies naturally twitched at the sight of a person in pain, even if it was impossible for us to truly share in his or her condition. As Smith observed in the opening pages of his Theory of Moral Sentiments, so powerful was this tendency that we even sympathized with the dead, thinking with horror of what it would be like to be subterranean and consumed by maggots. Sympathy for the aristocracy, for their fineries and refined manners, drove those in the middling ranks to aspire for more, although this made for far more suffering in humility than what was offset by compensating material comforts.

Sociability also moved in step with the rise of commerce. The significant expansion of credit and banking in this period fostered the monetization of quotidian life; “the Whole Nation’s Pockets with Money will fill” remarked Jonathan Swift. But the acquisition of wealth was a non-linear function. Jacob Vanderlint’s popular treatise, Money Answers All Things (1734), promoted the theme that money begets more money. A man with 100 pounds can more easily obtain credit than a man with but 10 pounds to his name. The passion for gain, coupled with our desire to garner the admiration of others, was viewed as the engine of eighteenth-century commercial life. Because our basic needs for food and shelter could be cheaply met, and our stomachs limited the demand for food, these new-found riches were often spent on trinkets and other hollow pursuits. It was this insatiable desire that engendered the “hustle and bustle” of the modern commercial world. None of this tended to secure the most prized goods of life, whether “ease of body or tranquility of mind,” or deep and genuine friendship.3

However misguided our craving for gadgets and toys, Smith believed that this deception was beneficial; it kept humans industrious, and out of these drives came the great cities of London or Paris with their monuments, arts, and sciences. Although eighteenth-century Europe had its fair share of skirmishes and wars, and although colonial expansion was rampant, the period was marked by a strong optimism for the prospects of peace and civility by means of le doux commerce. “There are few ways in which a man can be more innocently employed than in getting money,” observed Dr. Johnson (quoted in Hirschman 1977: 58). The innocent pursuit of wealth induced calmness and good manners, and this in turn fostered peace within and between nations. Albert O. Hirschman (Hirschman 1977) famously ascribed this set of inferences to Montesquieu and James Steuart, but variants of it were held by countless more at the time. Hume, in his essay on the “Jealousy of Trade” (Hume 1758: 2.6.7) ended with a prayer for the flourishing commerce of Germany, Spain, Italy, and even France itself. Once the bonds of trade were established, and the attachment to luxuries formed, nations would see that it was more advantageous to trade than to conquer.

Hume also provided a picture of global justice, as wealth ebbed and flowed from one nation to the next over the course of several centuries. The specie-flow mechanism ensured that prices within a region were brought in line with its true level of production and, as a result, gold and silver (specie) could not be heaped up in any one place for long. Just as one cannot dam the oceans, so too money must follow trade and thus reach a “sea level” of its own at each port. Money would follow its own forces that were far stronger than any local legislation. Spain’s demise a century before was lesson enough that even the death penalty was insufficient to stop the export of specie. A variant of this, Gresham’s law (bad money drives out the good money), had been discerned countless times prior to the eighteenth century, as had what modern economists such as Milton Friedman call the quantity theory of money, namely that inflation will move in step with the expansion of the money stock. Copernicus and Jean Bodin, among others, had broached this important relationship in the sixteenth century, and Locke and Petty added two factors, the velocity of money and the level of transactions in the 1690s. In the first half of the eighteenth century, John Law, Richard Cantillon, and Charles de Ferrère Du Tot, to name but a few, introduced paper currency into their theoretical accounts. George Berkeley hypothesized about a world entirely run by fiat currency, while David Hume promoted the virtues of a mixed system, one with both specie and paper currencies. Hume also discerned that an unanticipated and localized increase in money could prompt economic growth. By the first half of the eighteenth century, monetary theory was a well-delineated and mature discourse and, apart from Henry Thornton’s analysis of paper credit (1802), it was not significantly altered until the early twentieth century, with the contributions of Irving Fisher, Knut Wicksell, and John Maynard Keynes.

Coupled to these contributions to monetary theory were insights on the interest rate. By the seventeenth century it was widely recognized that a low interest rate was one of the best indications of economic flourishing; the Dutch had achieved the enviable rate of 3 per cent. The interest rate was (and is) “the barometer of the state” in Hume’s words (Hume 1752b: 2.4.14). He and other theorists at the time, notably Cantillon and Turgot, discerned the non-monetary dimensions of the interest rate, its correlation with the profit rate and thus its significance for the accumulation of bonds and stocks. Not only did they put economic growth front and center in an unprecedented manner, they posited the tendency for the rate of growth to diminish over time, at least regionally if not globally. Smith would extend this picture of the stationary state beckoning on the horizon, and propose a cycle of growth and contraction determined by population growth. In times of prosperity, more children were reared into adulthood, thus expanding the work force and bringing wages down. This in turn dampened the rise of population and, as labor became scarce, the wage was restored upward. The temporal lag between the wage peaks and troughs and the rearing of children into the work force was such that the secular pattern could be an upward trend throughout. But increasing real wages drove down profits which in turn would stifle the accumulation of capital. Malthus (1798) used this cycle and long-term trajectory to show that high wages implied an inexorable upper limit to the growth of wealth and the eventuality of overpopulation.

Theodore Porter (2003) has argued that much of what transpired as social science before 1900 was in the service of the state, forging policy, and guiding government. Certainly efforts to estimate population size, to devise viable currencies, or revise taxes were fostered and managed by government agencies. There was, however, a great deal of writing that was independent of immediate application or advocacy, at least to the degree that any social science achieves such independence, and could thus be deemed a contribution to a theoretical discourse, such as the insights on money and the interest rate noted above. The standards of scientific explanation set by the end of the seventeenth century weighed heavily on the minds of the contributors, and there were concerted efforts to ascend up to greater levels of abstraction, to specify postulates and principles that aimed at universal truth. As Hume remarked in his essay “Of Commerce,” he sought “universal propositions, which comprehend under them an infinite number of individuals, and include a whole science in a single theorem” (Hume 1752a: 2.1.2).

Hume’s bold quest for a “single theorem” has a Newtonian ring to it. And there is reason to believe that Newton’s rules of reasoning were widely adopted by eighteenth-century savants and thus had a wide following. But I am inclined to downplay the influence of Newton on the human sciences. Although Newton gestured toward the application of his methods to problems in moral philosophy in the last query of his Opticks (1704), and although he oversaw the reform of the currency and monetary policy first as Warden and then as Master of the Mint, his legacy on specific propositions in the human sciences is minimal given his overall historical heft. My position is based partly on chronology and partly on an appeal to theoretical content. First, Newtonian physics was not yet the dominant theory in France until the 1750s. Notwithstanding Voltaire’s efforts to spread Newtonianism, it took the empirical and analytical contributions of Maupertuis and Clairaut to bury the alternatives. The leading moral philosophers, Montesquieu and Rousseau, had already cut their teeth on variants of Cartesian and Leibnizian metaphysics. Even the later contributors, Turgot, Quesnay, and Condorcet, were more under the influence of Boerhaave or Malebranche than Newton.

In the case of Hume and Smith, while both admired Newton and came into contact with one of Newton’s leading disciples, Colin Maclaurin, neither considered themselves Newtonians (see Schliesser, Chapter 2 of this volume). Hume looked to Francis Bacon, above all, and it was only posthumously that Smith came to be known as the Newton of the moral sciences. Moreover, both Hume and Smith remained skeptical about the doctrine of gravitational attraction. Hume raised numerous challenges to the existence of the vacuum, to the notion of absolute time or motion, and to the ascription of causal connections in general. In tracing the history of astronomy and physics, Smith argued that the Newtonian theory, while an advance over the previous theories, would one day be superseded. In short, Hume’s and Smith’s inclinations toward what we would now deem instrumentalism and fal-libilism were a far cry from the version of Newton and his geometric spirit that won over Reid or Kant. We tend to be blindsided because, by the early 1800s, Laplacian determinism had filled the Newtonian sails with a second wind that sustained its ship well into the mid-nineteenth century.

Another reason the influence of Newton on the human sciences was less significant for most of the eighteenth century was the predilection for non-mechanistic accounts. Many savants in the eighteenth-century human sciences embraced the principles of sensation, sensibility, and sympathy, and these were based much more on subtle fluids such as animal spirits, heat, electricity, or magnetism—substances that could be best known by vision and touch. Jessica Riskin (2002) has chronicled the extent to which French science, with roots in Locke and Berkeley, was grounded in sentimental empiricism, the view that our unmitigated sensations were the source of knowledge and that these were more the product of feeling or emotion than reason. Mathematics was likened to the realm of the blind or to a form of solipsism, whereas physiological sensations, as Montesquieu emphasized, are the essence of knowledge of human laws and configurations. The motif of sensation and sensibility figured front and center in the work of almost every leading savant of the mid-eighteenth century: Hume, Smith, Hartley, La Mettrie, Bonnet, Buffon, Diderot, Condillac, Montesquieu, Helvétius, and Rousseau. Hume insisted that with every judgment of the mind, or act of reason, there was an accompanying feeling that anchored assent or dissent. Condillac’s Traité des sensations (1754) devised the thought experiment of a statue, endowed with four perceptual faculties, but not vision. It was through the faculty of touch that it gained awareness of a world outside itself, and thus the sensations provided an avenue to sensibility and moral faculties. This was the dominant theme of Diderot’s Lettre sur les aveugles (Letter concerning the Blind) (1749) and of Rousseau’s Émile (1762), whereby the child could only forge moral judgment in as much as his sensibility extended beyond his inner world. The strong empiricism and anti-corpuscularism of the Scottish and French philosophes of the mid-eighteenth century coupled with their fleeting use of the axiomatic-deductive method suggests that the influence of Newton was not as far-reaching as in the physical sciences.

Furthermore, there were several who believed in the epistemic equality if not superiority of the human sciences, noting that we can be more astute about our erroneous claims in that realm than in the natural sciences. Giambattista Vico, in his Principi di una scienza nuova (The New Science, 1725), was one of the first to make this argument. Insofar as we make our human history, and thus understand it from the inside, we have special access to its nature: verum esse ipsum factum (the true is precisely what is made). Careful philological analysis of historical texts and founding mythologies can reveal essential properties of human nature. Vico sought a universal history, committed metaphysically to the view that each nation would undergo a continuous cycle from ascent to decline. While Vico was almost surely unknown outside of Naples until much later, he subsequently inspired numerous others to pursue the human sciences, and political economy flourished there throughout the century (Robertson 2005). Hume and Smith, among others, forged novel arguments for the scientific standing of the human sciences. Human knowledge, they emphasized, was juvenile, not yet at the mid-point of its development. These among other predilections may well have motivated each to proclaim a greater epistemic equality between the natural and the moral sciences. In his 1742 essay “That Politics May be Reduced to a Science,” Hume asserts that there are some “eternal political truths” that may be “as general and certain … as any which the mathematical sciences afford us” (Hume 1742a: 1.3.4). Hume had suggested in A Treatise that, whereas in the physical sciences, we must “confine our speculations to the appearances of objects to our senses, without entering into disquisitions concerning their real nature and operations,” with human actions, by contrast, we can also venture into the internal causes (Hume 1739–40: 1.2.5.26, Appendix; SBN 638). This in turn gives an added window on the operations at work and hence greater epistemic ammunition.

Smith wrote in a similar vein. He observed that the French subscribed to the Cartesian system of vortices for nearly a century, noting that now it would be clear to everyone that this system was rife with absurdities. But in the moral sciences, we would never succumb to such extremes, or engage in a system that could “deceive us so grossly, nor depart so very far from all resemblance to the truth.” A person may describe a distant country and provide absurd fictions that he disguises as matters of fact.


But when a person pretends to inform us of what passes in our neighbourhood, and of the affairs of the very parish which we live in, though here too, if we are so careless as not to examine things with our own eyes, he may deceive us in many respects, yet the greatest falsehoods which he imposes upon us must bear some resemblance to the truth, and must even have a considerable mixture of truth in them.

(Smith 1759: 313–14)



Both Hume and Smith thus deflated the epistemic standing of the natural sciences and in the same breath inflated the epistemic standing of the human sciences precisely because there is an added window to the identification of erroneous beliefs. In other words, we could be radically wrong in physics but only mildly wrong in the science of politics or economics.

How does one explain these claims? Are they simply self-serving rhetoric, or were they sincerely meant? I think the latter reading is warranted, even though there are few systematic arguments regarding the limited set of claims about human nature that would allow one to ascend up to a set of laws. Hume demands far too much of instinct, an underanalyzed term at the time, and Smith’s self-interest axiom does not adequately motivate his narrative about the transition from an agrarian to a commercial regime. But their respective claims were sincerely advanced and were grounded in a sophisticated understanding of the natural sciences at the time as well as in a sizeable body of empirical evidence. Perhaps not until Dilthey or Weber, towards the end of the nineteenth century, would claims regarding the epistemic superiority of the human sciences be broached again, and one is hard-pressed to find adherents thereafter.

Smith’s two books, taken together, provide an account of the human condition that is profound and far-reaching. The Theory of Moral Sentiments (1759) provides a singular and trenchant account of human agency, one that suggests our lives are rife with deception and vanity. Notwithstanding our capacity for benevolence and honorable deeds, we are driven by the pursuit of wealth even though the toll on our inner peace and dignity outweighs the benefits of the comforts procured. But wealth is sought not for the intrinsic benefits of luxuries, which wear off quickly, but for the extrinsic recognition the wealth garners. The Wealth of Nations proclaims that in the commercial era, everyone has become a merchant of sorts; we truck, barter, and trade as the means to better our condition, and we seek to do this from cradle to grave.

Our desire for betterment drives us to labor, which in turn is the source of all value. Labor both creates and measures value. But an explanation of market prices requires a reckoning not just of wages, but also of rents and profits, that is, of all of the costs of production. For Smith, the distribution of wealth between economic sectors, the return to the landowners, owners of stock, and laborers, transpires prior to the formation of market prices. Once launched into motion in a sweeping historical context, Smith’s theory of production also provides a mechanism for the global ebb and flow of wealth, as capital seeks out the most advantageous return and profits accrue to the most efficient wages. These theoretical assertions had broad implications for economic and political policies, particularly those governing the regulation of commerce and trade. Smith’s views on taxation became the reigning view until Ricardo. Although Smith’s Wealth of Nations lacks the geometric rigor of Euclid or Newton, it succeeds in unifying a wide range of disparate phenomena, securing the connecting chains that lie behind the given of experience. It is rightly celebrated as a tour de force.

Smith owed much to his immediate predecessors—to Hutcheson, Hume, Steuart, and, unlike his fellow Scots, to the physiocrats. This influential school of economics commenced in 1757 with a historic encounter between Quesnay and Victor Mirabeau, and was given its name, meaning “rule of nature” by an adherent, Nicolas Baudeau. The school was in many respects a touchstone for the human sciences of the Enlightenment. It endured for less than twenty years, but in that period spawned numerous books, encyclopedia entries, dialogues, salons, and four periodicals. Moreover, its influence spread to Russia, Italy, Scotland and, with the emigration of one of its leading members, Pierre-Samuel Du Pont de Nemours, to America. Ques-nay’s tableau économique was revered for its analytic brilliance. It distilled the production and circulation of wealth into a process of a circular flow, centered on the concept of a net product, and captured well the essential idea of capital as an advance to roundabout means of production. Only the agrarian sector was truly productive; all other forms of production were residual to the annual harvest.

Quesnay and his collaborators believed that there was a natural order to economic processes and hence the laws that governed the production and distribution of wealth were independent of human will or design, and could be discerned by reason alone. Although not the first to coin the maxim of laissez faire, laissez passer, they helped give it much greater currency. The more one could dismantle specific human regulations, such as tariffs on grain, the more nature could unleash its gifts. Humans were incapable of creating wealth. In producing clothing or furniture, we simply transform matter from one state to another. But in agriculture, human labor is coupled with the sun, rain, and soil such that when one seed is planted in the spring, two are reaped in the fall. As Du Pont observed: “We strictly owe the net product to the soil, to Providence, and to the beneficence of the Creator, to his rain that beats down and changes it to gold.”4

“Les économistes,” as the physiocrats were known, advocated several distinct economic policies: freer interprovincial trade in grain, a “bon prix” or high price for grain, and a single tax on land, that sparked much debate and satire from Voltaire, Galiani, and de Mably. The physiocrats also advocated for the supreme and divine rights of the aristocracy over merchants, artisans, and peasants. Their political stance was to uphold the ancien régime, but with a more enlightened monarch.

Quesnay’s tableau économique instantiates a method that is now ubiquitous in mainstream economics, namely modeling. It was not the first of its kind, however. Jean-François Melon’s Essai politique sur le commerce (Political Essay on Trade, 1734) provides an earlier example that was widely influential. Melon devised a set of hypothetical trading islands that each, initially, specialized in the production of one good. What leads me to count both as models is their ready decision to abstract and to stylize. So in Quesnay’s tableau, for example, the French population is broken up into three groups: 50 per cent for the farmers and 25 per cent for the aristocrats and artisans respectively. He also assumes that for each dose of revenue, 50 per cent is retained for internal consumption within the sector, and the remaining half is used for expenditures for yet more production or consumption. Because the rate of growth is 100 per cent (for every seed planted in the spring, two are reaped in the fall), the zigzag path of expenditures and consumption is such that everything returns to the origin point at the next harvest without any waste. In other words, the seeds required as capital for the next round of production, the net product, exist as a capital advance, and each sector continues in a perfect state of balance and harmony. Quesnay’s model underwent several revisions and took account of non-agrarian gifts of nature (fish and minerals), disruptions to the natural order (poor harvest) and the imposition of human folly (misplaced taxes or tariffs). In each case he ably demonstrated that these derivations produced instability and that it was only a matter of years before the entire system unraveled. He carried this out with hypothetical numbers and ensured that the policy implications were patently obvious.

Quesnay’s tableau économique used quantitative reasoning and various methods of abstraction and demonstration and, in that respect, could be viewed as a form of mathematical reasoning. But when we think of mathematics joining forces with the human sciences, the exemplar is the theory of probability and statistics. The latter term literally derives from the study of the state, coined in 1749 by the Göttingen professor Gottfried Achenwall. Although it was not until the early twentieth century that the theory of probability was clearly seen as the foundation of statistical inquiry, many of the central ideas were spelled out in the early modern period and, in some cases, grounded in problems pertaining to the human sciences. Christian Huygens and Blaise Pascal, drawing inspiration from games of chance that in turn had roots reaching back to antiquity, had laid some of the classical principles in the seventeenth century. Abraham de Moivre’s Doctrine of Chances (1718) moved the focus toward a frequentist approach and thus linked probability investigations all the more to empirical matters such as the issuance of annuities. In 1738, Daniel Bernoulli devised the so-called Saint Petersburg paradox to elucidate the concept of a fair price for an infinite game of chance. He articulated a relationship that would in modern terminology gesture at the versatile concept of diminishing marginal utility of income. A different set of problems attempting to measure the error in positional astronomy prompted insights that have come to be known as Bayesianism and the method of least squares. Thomas Bayes died before publishing a single paper, but his theorem reached print in a 1764 volume of proceedings of the Royal Society. There he ascribed an interval of probability to the known frequency of an event and thus contributed to the theory of inverse probability. There is some evidence to suggest that Bayes was inspired by Hartley’s Observations on Man (1749) as well as by Thomas Simpson’s seminal work on mortality tables. Pierre-Simon Laplace independently extended these ideas, and by 1785 had articulated the central limit theorem and made considerable headway in general on the binomial distribution. In sum, many of the key probabalistic concepts for statistical inquiry were broached in the eighteenth century, although not systematically assembled until another century had elapsed.

Condorcet was an outstanding mathematician of his time, and one of the most vocal advocates of the application of mathematics, including the calculus, to the human sciences. In his efforts to combat superstition and religious dogma, he promoted the comprehensive compilation of statistical data such that political actions would be guided by empirical evidence and dispassionate reason. He also used probability theory and a preliminary form of decision theory to model democratic voting. His utopian aspirations of a new polity, with a new language purged of emotive content, inspired a movement in the early 1800s known as les Idéologues, of which the leading members were Destutt de Tracy and Jean-Baptiste Say. From this came other important movements in the first half of the nineteenth century: the French socialists clustered around Fourier and Saint-Simon, and Comtean positivism.

Another manner in which quantitative reasoning was wedded to the human sciences can be located in the seminal work of Francis Hutcheson. His Inquiry into the Original of Our Ideas of Beauty and Virtue (1725) provided preliminary notions for the quantitative treatment of utility. The possibility of measuring the passions, or pleasure and pain, had many exponents at the time, including Maclaurin and Francesco Algarotti. Adam Smith’s Theory of Moral Sentiments is replete with quantitative comparisons although no concrete metric is provided. Toward the end of the century, Jeremy Bentham could draw on a long tradition of proto-utilitarianism, citing inspiration from Maupertuis, Beccaria, and Helvétius. Bentham ascribed seven dimensions to utility, some of which, such as duration and intensity, could be treated in quantitative terms. His consequentialist approach to penal reform, for example, was grounded in his broader principle to maximize utility across society, the greatest happiness for the greatest number, a principle that has endured at the core of much social science up to the present.

Efforts to collect data on population and prices commenced well before the eighteenth century, but continued to intensify and achieve greater systematicity in the Enlightenment. John Arbuthnot (1710) and Johann Peter Süßmilch (1741) both puzzled over their discovery (arrived at independently of one another) that human males and females were born in unequal ratios.5 Others, starting with Jacob Bernoulli in his posthumous Ars conjectandi (The Art of Conjecturing, 1713), noted the law of large numbers in a variety of contexts. The significance of this insight, the binomial theorem, cannot be underestimated. The fact that individual human wills, divergent and fickle to all appearance, could succumb in the aggregate to robust patterns, was one of the critical footholds for the human sciences in their effort to ascend up to scientific heights. The primary champion of this was Quételet in the 1830s, but applications of this law were broached throughout the eighteenth century. For Kant, it was already canonical.

Data gathering in general, estimates of the money supply or levels of prices and trade, were already well under way in the latter half of the seventeenth century with the movement known as Political Arithmetic (William Petty, John Graunt, Charles Davenant, and Edmund Halley), and developed right through the eighteenth century (William Fleetwood, William Playfair). Economists such as Melon, Cantillon, Hume, and Smith, helped themselves readily to these figures, devising preliminary indexes to measure price movements over both short and long periods. Smith was famous for settling upon the “silver price of corn” as the means to measure the standard of living at intervals of a century. Population estimates were also gaining in attention, whether in the work of Hume (1752c), Robert Wallace (1753, 1761), or Giammaria Ortes (1790). Until Thomas Robert Malthus’s Essay on the Principle of Population (1798), population growth was viewed as one of the best indicators of wealth and the potential for economic growth. Indeed, one can view Malthus as putting an end to a number of Enlightenment trajectories, both the utopian aspirations of William Godwin and Condorcet, and the potential prosperity that one finds celebrated in the Scottish and French writers.

Malthus captured the much stronger conservative temperament of the late eighteenth century, one that was already evident in the work of Quesnay or Edmund Burke. To a large extent, the human sciences throughout the eighteenth century were inclined to gradual reforms rather than radical measures. Voltaire and Hume endorsed the monarchy; even Bentham or Tom Paine, more liberal voices to be sure, advanced rights within existing governments. Many supported the abolition of slavery, judicial and economic reforms, but very few adopted the surgical measures later set by John Stuart Mill, Auguste Blanqui, or Karl Marx. Nevertheless, the human sciences were perceived to have prompted the revolutions in America and France and to have provided much ammunition for the founding doctrines of the new regimes. In this respect, the contributions of the eighteenth-century human sciences were certainly profound and robust, even if their epistemological standing was still challenged throughout the nineteenth century.
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Notes



  1 Peter Gay is one of the leading founders of this view, drawing on earlier work by Carl Becker and Gladys Bryson, but it is echoed by none other than Roy Porter, who saw Newton and Locke as the main fertilizer for the “putative sciences of society [that] sprang up like mushrooms, in all shapes and sizes,” in the eighteenth century (R. Porter 1995: 68). Reactions to Michel Foucault (1970), who categorically denied the existence of the human sciences in the eighteenth century, have no doubt strengthened the tenacity of the myth.

  2 Christine Thère has registered over 3,000 printed items in the French language from 1700 to 1789. See Thère 1998. My estimation of an additional 1,000 items is drawn from archival research on mostly British texts found in the Kress Collection at Harvard and the British Library.

  3 A. Smith 1759: 180–87. These passages are Smith at his most disparaging about the pursuit of wealth. “Power and riches … keep off the summer shower, not the winter storm … and [the wealthy] sometimes [are] more exposed than before, to anxiety, to fear, and to sorrow; to diseases, to danger, and to death” (183).

  4 Translation from original offered by Banzhaf 2000: 519.

  5 Assuming an equiprobability for the birth of either sex, and using the data of London christenings for the period 1629–1710, Arbuthnot calculated that the probability that the male births would exceed female births, as was recorded, for such a long stretch of time was vanishingly small (1/2 to the exponent 82). The only explanation was divine providence. Süßmilch would later proclaim that God intended this because young men were more likely to die than young women and the attrition would result in equal numbers at the time of marriage. See Stigler 1986: 225–26.
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PHILOSOPHY AND
 HISTORY: THE PARADOXES
 OF HISTORY

Alix Cohen

 

One way of describing the shift that takes place in the eighteenth century is that by doing away with the idea of divine teleology, Enlightenment thinkers face a dilemma: either they adopt a different, secularized teleological model of explanation, one that replaces the notion of divine plan with that of “progress”; or they give up the idea that history has a purpose altogether, and adopt instead a naturalistic model of explanation for history, thus explaining historical phenomena via their empirical causes rather than their purpose.1 I will call the former “philosophical history: a history without facts” and the latter “naturalistic history: an ahistorical history.” As should be clear from these labels, I will argue that they have both developed on the basis of fundamental paradoxes. But far from being held back by their paradoxical nature, I will suggest that the insight they provide into history is in fact furthered and enriched by it. For, against the backdrop of a number of influential philosophical and scientific programs in the seventeenth century that essentially favored an ahistorical, mechanistic and universal picture of the world, with no real regard for the distinction between the human and the natural world, the eighteenth century in some sense inaugurates the birth of modern history by unveiling a fundamental paradox at the basis of the relationship between the nature of human history and the history of human nature.2 As Wright states, “judgments about the nature of Enlightenment historiography tend to be various and equivocal. At one end of a spectrum of opinion there are many who regard the Enlightenment as fundamentally ‘unhistorical’ in outlook, its historical writing superficial and amateurish at best; or at worse, all too willing to subordinate historical truth to political and ideological purposes. At the other end, a smaller number of commentators insist that it was … the ‘philosophical historians’ of the Enlightenment – Voltaire, Hume, Gibbon – who were the true founders of modern historical science” (Wright 2004: 207). As I will show, four-stage theories of history, a staple of eighteenth-century philosophy of history, in many ways exemplify this paradoxical nature.

Philosophical history: a history without facts

A hypothetical universal history of the human species

The notion of history is crucial to philosophy and political philosophy in particular. But what is peculiar to one of its eighteen-century usages is that the history in question is thought of as hypothetical rather than factual. How can a history that is not factual, or at least not primarily based on facts, be of any use?

For Rousseau, in order to truly understand what human beings consist in, their nature, hypothetical history must begin “by laying all facts aside, as they do not affect the question” (Rousseau 1755: OC III, 132; 50). What his methodology presupposes is that human nature, in its essence, can only be reached outside of history, or at least independently of it, in a state where human beings simply “are” and do not “become.” Thus Rousseau’s hypothetical history amounts to an ahistorical genealogy where the idea of “nature” replaces that of “event”: his account “must not be considered as historical truths, but only as mere conditional and hypothetical reasonings, rather calculated to explain the nature of things, than to ascertain their actual origins” (Rousseau 1755: OC III, 133; 50–51). In this sense, Rousseau does not aim to achieve an objective knowledge of the past, the possibility of which he doubts in any case: “The facts described by history are far from being an exact portrayal of the same facts as they happened. They change form in the historian’s head; they are moulded according to his interests; they take on the complexion of his prejudices” (Rousseau 1762: OC IV, 527; 238). Thinkers who believe they can learn something useful from facts picked out of history are misguided, for it is not only unreliable, it also takes them further away from the only thing that is really worth knowing, namely the truth of human nature: “as every advance made by the human species removes it still farther from its primitive state, the more discoveries we make, the more we deprive ourselves of the means of making the most important of all. Thus it is, in one sense, by our very study of man, that the knowledge of him is put out of our power” (Rousseau 1755: OC III, 122–23; 43). It is only by studying the human heart, which never lies, that we can hope to reach what we could call our natural truth – “in all the truth of nature,” as he writes in the Confessions (Rousseau 1782: OC I, 5; 5).

Similarly for Kant, philosophical history is a history that has nothing to do with dates, facts or events; or at least, it is not its main purpose:


[G]igantic erudition … is often cyclopean, that is to say, missing one eye: namely, the eye of true philosophy, by means of which reason suitably uses this mass of historical knowledge, the load of a hundred camels.

(Kant 1798a: Ak VII, 227)



Kant’s reference to erudition can be interpreted in light of the Renaissance tradition of “antiquaries,” or the study of “antiquities,” which consists in the analysis of all recorded information concerning the past – an immense mass that often failed to give rise to much apart from catalogues of “curiosities” with no systematic order or meaning (see Momigliano 1955). For Kant, this kind of erudite, factual history is pointless unless it is enlightened by philosophy, and in particular by the idea of progress.


[T]he laudable circumspectness with which one now writes the history of one’s time, naturally brings everyone to the scruple as to how our later posterity will begin to grasp the burden of history that we might leave behind for them after a few centuries. Without doubt they will prize the history of the oldest age … only from the viewpoint of what interests them, namely, what nations and governments have accomplished or harmed regarding a cosmopolitan aim.

(Kant 1784: Ak VIII, 30–31)



The fact that philosophical history is not, or at least not primarily, interested in facts and events raises a crucial epistemic difficulty: what kind of knowledge is at stake in accounting for the human past? For, an implication of its methodology is that the knowledge of human beings, which includes knowledge of their history but also goes beyond it to include anthropology, politics, etc., has to take a form that differs from the hard sciences, including physics. This is partly due to the nature of its object, human beings. First because philosophical history is a history of the species rather than that of individuals, a history that is more interested in the movements of the whole rather than its parts. For Kant, this is due to the fact that since human beings are historical creatures whose natural capacities “were to develop completely only in the species, but not in the individual,” contrary to non-human animals, their capacities cannot be exhibited entirely within the life cycle of one individual (Kant 1784: Ak VIII, 18). As a result,


what meets the eye in individual subjects as confused and irregular yet in the whole species can be recognized as a steadily progressing though slow development of its original predispositions.

(Kant 1784: Ak VIII, 17)



For Rousseau, the idea of history is linked to the human capacity for perfectibilité, which is the capacity to improve: “This is the faculty of self-improvement, which, by the help of circumstances, gradually develops all the rest of our faculties, and is inherent in the species as in the individual” (Rousseau 1755: OC III, 142; 60). This idea takes different forms depending on the authors who discuss it, but most tend to agree that a specific feature of human beings is that they can evolve, and in particular they can improve. According to Buffon’s Histoire naturelle (Natural History) for instance, humankind can progress indefinitely, and in this sense, human beings are the only “historical” beings, the only natural beings that have a history. Similarly for Vico, human nature is not fixed but rather in perpetual movement, its nature is essentially historical and subject to change.

In other words, human beings are unique, and knowing them involves a unique kind of science, a new science, whose status not only differs from the hard sciences, but in some respect, is actually superior to it. For instance, in the Scienza nuova (New Science) Vico argues that properly knowing something requires that we have somehow taken part in making it. Yet since God created the natural world, he alone can truly know it, so in this respect, the natural sciences are bound to be deficient. However, since human beings create their history, they can hope to know it, and this is what makes history superior to other types of science (Vico 1725: 92).

A teleological history of human progress

As I stated at the beginning of this chapter, eighteenth-century thinkers face a dilemma: either adopt a naturalistic model of explanation for history (thus explaining historical phenomena via their causes), which entails that history has no longer a purpose, or adopt a different, secularized teleological model of explanation, one that replaces the notion of divine plan with that of progress.

For Kant, it is clear that the history of the human species exhibits some form of progress, although he remains ambiguous about the kind of progress at stake: “[I]f one starts from Greek history … down to the present time, … then one will discover a regular course of improvement of state constitutions in our part of the world (which will probably someday give laws to all the others)” (Kant 1784: Ak VIII, 29). An issue that has been contentious amongst commentators is whether Kant allows for some evidence in favor of the moral progress of the species, or whether, for metaphysical reasons, he has to limit his claim to the existence of a progress of civilization (which includes law, science and arts, politics, etc.).3 Whatever the case may be, Kant depicts history as having a purpose, a telos that gives meaning to historical events.


[T]here is no other way out for the philosopher – who, regarding human beings and their play in the large, cannot at all presuppose any rational aim of theirs – than to try whether he can discover an aim of nature in this nonsensical course of things human; from which aim a history in accordance with a determinate plan of nature might nevertheless be possible even of creatures who do not behave in accordance with their own plan.

(Kant 1784: Ak VIII, 18)4



Kant argues that despite its apparent strangeness, the idea of Nature’s intentions is a heuristic device set up to organize historical data. It consists in thinking “as if” history were following a plan, namely “as if” it were teleologically oriented by an idea of the destination of the species: we think reflectively of historical events as realizing a purpose independent of human beings’ actual intentional purposes. And this importantly suggests that Kant’s use of teleology in history does not face traditional criticisms directed at “Whig” history5. For he does not claim that human history is directed towards a purpose, but rather that it looks as if history were directed towards a purpose, and that moreover, looking at history in this way is helpful for the historian. For it allows him to “become aware of a certain machinelike progression of nature according to ends which are not theirs (the peoples’) but nature’s own” (Kant 1793b: Ak VI, 34).

Similar claims about human progress can be found in writers such as Turgot, Condorcet or Vico. For instance, Turgot argues that all history is the history of progress: “no change took place without bringing about some gain,” and thereby “the human race as a whole has advanced ceaselessly towards its perfection” (Turgot 1751: 72). For Condorcet’s Esquisse d’un tableau historique des progrès de l’esprit humain (Sketch for a Historical Picture of the Progress of the Human Mind), the human race is destined to progress politically, morally, materially and intellectually, for “nature has set no term to the perfection of the human faculties; … the perfectibility of man is truly indefinite and … the progress of this perfectibility, from now onwards independent of any power that might wish to halt it, has no other limit than the duration of the globe upon which nature has cast us” (Condorcet 1795: introd.). And according to Vico’s New Science, all nations progress “by a constant and uninterrupted order of causes and effects present in every nation” (Vico 1725: 335). Of course, Vico acknowledges that there are local differences, which he accounts for through the idea that each nation can be characterized by its own natural law, expressed through its particular language, form of government or legal system. But as a result of this cyclical process, which he calls a “necessity of nature,” the human species as a whole gets continuously closer to realizing its full potential (Vico 1725: 21). This is why he claims that history is at once ideal (in the sense that it is never perfectly actualized) and eternal (because human development is guided by a divine order).

However, although the idea of progress is emblematic of many Enlightenment thinkers, it is far from being adopted wholesale by every writer of the period. As is well known, although Rousseau grants the human capacity for change, he shares neither the confidence of a Turgot, nor the hopefulness of a Kant. His diagnostic is rather pessimistic since he believes the change has been mostly for the worse. His hypothetical reconstruction of human history uncovers that the passage from the state of nature to civil society is both illegitimate and degenerative – most notably by transforming amour de soi (love of the self) into amour-propre (self-love), its corrupted form. However, Rousseau’s views on progress are famously ambiguous. For although once the passage has occurred, there is no possibility of going back (Rousseau 1755: OC III, 207; 125), there is scope for reform and thus progress, as suggested by Emile and the Social Contract.6

Herder for his part offers a more moderate critique of Enlightenment optimism and its faith in the universality of human progress. Although he admits that history has an overall purpose that is discernible through the evolution of human cultures, contrary to the philosophes of the period he emphasizes the particular – the particularity of contexts, circumstances and individuals, all distinct, incommensurable and unrepeatable. By contrast with Rousseau, he maintains that history is a positive force in the promotion of rationality and humanity, although he dissociates it from the belief in the necessary progress of the human species: “The Egyptian was not able to exist without the Oriental, the Greek built upon them, the Roman raised himself onto the back of the whole world – truly progress, progressive development, even if no individual won in the process!” (Herder 1774: 299). For instance, contrary to most stadial theorists of history (which I examine in the third section, “A stadial theory of history”), he believes that every people and every culture has worth, and thus that the arrogance and condescension of supposedly “progressivist” views of history is misguided and morally subversive: “What is a measuring of all peoples by the measure of us Europeans supposed to be at all? Where is the means of comparison? That nation which you call savage or barbaric is in essentials much more humane than you” (Herder 1793–97: 386).7

There are thus notable differences between the authors discussed in this section. For instance, although most share a belief in the progress of the human species, they disagree on its grounds. Whereas for many thinkers of the period, experience is sufficient to ascertain the reality of human progress, for Kant, “The problem of progress is not to be resolved directly through experience,” for “we are dealing with beings that act freely, to whom, it is true, what they ought to do may be dictated in advance, but of whom it may not be predicted what they will do” (Kant 1798b: Ak VII, 83). In fact, Kant is sometimes close to Rousseau’s pessimism when he looks at the history of the human species.


[A]nyone who takes a look at human behavior not only in ancient history but also in recent history will often be tempted to take the part of Timon the misanthropist in his judgment; but far more often, and more to the point, that of Momus, and find foolishness rather than malice the most striking characteristic mark of our species.

(Kant 1798a: Ak VII, 332)



Thus, for Kant, belief in progress should be a matter of faith rather than knowledge. For, although we can never know whether humankind has ever, or will ever, progress, we “do not need to prove this presupposition … For I rest my case on my innate duty, the duty of every member of the series of generations … so to influence posterity that it becomes always better” (Kant 1793a: Ak VIII, 309). In other words, progress is a matter of moral duty and rational hope, and any attempt at grounding it on historical facts is bound to fail and thereby generate skepticism.

In spite of their differences, the authors discussed in this section nevertheless share a number of beliefs, both in relation to the issue of human progress and at the methodological level. With regards to the former, they generally have confidence in its actuality, its inevitability and its gradual nature. With regards to the latter, they retain the religious idea that history has a purpose while emphasizing that the realization of this purpose takes the form of a secular progress of civilization that aims at the realization of human potential. Thus for them, history is “philosophical” in the sense that it is interested in general trends rather than specific events: it is a secularized history of the species that focuses on wide-scale progress rather than particular facts.

Naturalistic history: an ahistorical history of human nature

A history without change?

Enlightenment accounts of history face a paradox essential to any philosophical analysis of history. History is no doubt the narrative of past events. But if human beings are perpetually subject to change through history, how can the historian hope to understand and account for their behavior? If there is no constancy of human nature, is he not condemned either to have a parochial knowledge of history and understand it in his own terms, or to view different historical times as alien and be unable to make sense of them? But if he presupposes a minimal constancy of human nature, a constancy that is sufficient to secure the possibility of his understanding of other times, is he not disregarding the very nature of history by ruling out a priori fundamental historical differences?

Many Enlightenment thinkers, and in particular Scottish thinkers, interpret history as providing evidence in favor of the claim that human nature is immutable, either because it is incapable of change, or because the historical environment is ineffectual in changing it. The particular form this paradox takes for them is that history, which is the story of change par excellence, really only proves that there is no change and that human nature remains uniform. Furthermore, they see this claim as a precondition of the very discipline of history. For if human nature were not uniform, at least to some degree, what hope would the historian have of understanding other times? So somehow strangely, history would presuppose human uniformity as its condition of possibility. Hume is often interpreted as the most famous proponent of this idea, as exemplified by this much-quoted passage from the Enquiry concerning Human Understanding:


It is universally acknowledged that there is a great uniformity among the actions of men, in all nations and ages, and that human nature remains still the same, in its principles and operations. The same motives always produce the same actions: the same events follow from the same causes … Mankind are so much the same, in all times and places, that history informs us of nothing new or strange in this particular. Its chief use is only to discover the constant and universal principles of human nature, by showing men in all varieties of circumstances and situations.

(Hume 1748: 8.10; 85)8



This passage has led many commentators to criticize Hume’s theory of history for being fundamentally – and paradoxically – ahistorical.9 Yet it has also been argued that far from claiming that human nature is not subject to change, Hume merely accounts for the possibility of causal inference for human behavior while leaving room for historical change.


We must not, however, expect that this uniformity of human actions should be carried to such a length as that all men, in the same circumstances, will always act precisely in the same manner, without making any allowance for the diversity of characters, prejudices, and opinions.

(Hume 1748: 8.10; 85)



Constancy of human nature is a principle that makes the science of man, and history in particular, possible. Hence, the key to resolving Hume’s alleged ahistoricism is to distinguish between minimal, methodological constancy and substantial uniformity; the former, unlike the latter, allows a wide range of political, social, cultural and moral differences. The economist James Steuart has a similar principle in mind when he writes that:


Man we find acting uniformly in all ages, in all countries, and in all climates, from the principles of self-interest, expediency, duty, or passion. In this he is alike, in nothing else.

These motives of human actions produce such a variety of circumstances, that if we consider the several species of animals in the creation, we shall find the individuals in no class so unlike to one another, as man to man.

(Steuart 1767: I, 6)



However, this principle raises a crucial issue: how to account for apparent variations in human behavior despite the fact that human nature remains somehow the same through these changes?

A historical search for the laws of human development

For these authors, such an account takes the form of a naturalistic model of historical explanation centered on the notion of causal law. One of the first attempts to formulate general laws of social processes can be found in Montesquieu:


I have first of all considered mankind, and the result of my thoughts has been that amidst such an infinite diversity of laws and manners, they were not solely conducted by the caprice of fancy. I have laid down the first principles, and have found that the particular cases follow naturally from them; that the histories of all nations are only consequences of them; and that every particular law is connected with another law, or depends on some other of more general extent.

(Montesquieu 1748: lxvii)



In his “Essai sur les causes qui peuvent affecter les esprits et les caractères” (“Essay on the Causes That May Affect Men’s Minds and Characters”) (1736–43), he distinguishes between two types of causes: physical (e.g. climate, terrain and air) and moral, which he defines as those determined by human volition, belief and action (e.g. law, philosophy, religion and institutions). Along similar lines, Hume calls “moral causes” the causes that constitute the influence of circumstances and thus explain the differences in human behavior both throughout history and cross-culturally.


By moral causes, I mean all circumstances, which are fitted to work on the mind as motives or reasons, and which render a peculiar set of manners habitual to us. Of this kind are, the nature of the government, the revolutions of public affairs, the plenty or penury in which people live, the situation of the nation with regards to its neighbours, and such like circumstances.

(Hume 1742b: 1.21.2)



In this sense, for both Hume and Montesquieu, naturalistic causes, whether moral or physical, do the explanatory work for the variations in human behavior.10 Stewart adopts a similar line when he writes that it has “long been received as an incontrovertible logical maxim that the capacities of the human mind have been in all ages the same, and that the diversity of phenomena exhibited by our species is the result merely of the different circumstances in which men are placed” (Stewart 1815/1821: 69).

Yet this kind of naturalistic history faces a difficulty that is particularly problematic for its empiricist presuppositions and its methodology. For, not only is it mediated by testimony, it often suffers from a lack of sources. This difficulty is of course faced by anyone engaging with the history of the past, but it is particularly challenging for empiricist historians who are interested in understanding the mechanisms that lead to certain events or behavior.

Hume employs strategies based on a probabilistic method to overcome these difficulties, and in particular those that have to do with testimony (see Perinetti, Chapter 11 of this volume, for extensive discussions of certitude and probability). For instance, in his essay “Of Miracles,” he puts forward a skeptical approach aimed at dealing with reports of miraculous events; or in his “Of the Populousness of Ancient Nations,” he balances various historical sources against each other in order to cast doubt on claims about population sizes in ancient civilizations. He also leaves out certain ancient periods of history (and in particular the pre-Roman history of the Britons) because they are “so much involved in obscurity, uncertainty, and contradiction,” and focuses instead on large-scale human phenomena (e.g. manners, politics or economics), for they are “less subject to accidents, and less influenced by whim and private fancy, than those which operate on a few only” (Hume 1754–62: 1.1.72; 1742b: 1.14.4). Otherwise, he believes that we have no reason to doubt historical evidence:


[W]hen we see certain characters of figures described upon paper, we infer that the person, who produced them, would affirm such facts, the death of Caesar, the success of Augustus, the cruelty of Nero; and remembering many other concurrent testimonies we conclude, that those facts were once really existent, and that so many men, without any interest, would never conspire to deceive us.

(Hume 1739–40: 2.3.1.15; SBN 260)



In this respect, he is in agreement with Nicolas Fréret, whose Réflexions sur l’étude des anciennes histoires et sur le degré de certitude de leurs preuves (Reflections on the Study of Ancient History and on the Degree of Certitude of the Proofs) is intended as a response to the skeptical arguments elaborated by J. Lévesque de Pouilly. Insofar as all historical events from the past are only accessible through testimony (apart from the ones we have directly witnessed), we have to trust it when it comes through historians such as Tacitus, for they had access to sources unknown to us: “What would become of history, had we not a dependence on the veracity of the historian according to the experience, which we have had of mankind?” (Hume 1748: 8.18; 90).11

By contrast, Dugald Stewart’s response to these skeptical difficulties consists in what he calls “conjectural history.”12 For, the lack of direct historical evidence about the early stages of development from “rude tribes” to contemporary society needs to be remedied: “In this want of direct evidence, we are under a necessity of supplying the place of fact by conjecture; and when we are unable to ascertain how men have actually conducted themselves upon particular occasions, of considering in what manner they are likely to have proceeded, from the principles of their nature, and the circumstances of their external situation” (Stewart 1796: 293). According to Adam Ferguson, however, the qualification of “conjectural” is unfortunate, for this type of historical method merely consists in applying the naturalistic method of science to the moral domain. For instance, connecting economics and politics through the notion of moral cause in order to provide an account of particular historical changes, as in Adam Smith’s Lectures on Jurisprudence, is nothing but providing naturalistic, historical explanations of events – there is nothing conjectural about that.13

Despite these local disagreements, there is no doubt that there is a specific Scottish meaning to the notion of historical explanation, and that this notion unites their approach to history as a discipline – namely, it provides empirical explanatory hypotheses rather than rational or theological speculations. As a result, the Scottish school of history develops against the idea, epitomized by Rousseau, that human nature can be explained, or even understood, independently of empirical investigations. As Adam Ferguson notes in An Essay on the History of Civil Society, otherwise, “we overlook what … has always appeared within the reach of our own observation, and in the records of history” (Ferguson 1767: 8). Against the idea of a history independent of facts, philosophers should learn from the natural sciences that any history should be anchored in facts. For instance, a brief look at human history shows that we have never observed any form of humanity that did not display at least some degree of culture. This, he believes, is sufficient to show that the very idea of a state of nature where human beings live happily alone is nonsensical.

Along similar lines, Adam Smith’s account of the invisible hand could be interpreted as the naturalized counterpart of Kant’s historical teleology. For, if Kant feels the need to assign intentions to Nature, however heuristically, in order to account for human progress, Smith for his part provides a causal, non-teleological explanation of historical progress.


By pursuing his own interest he frequently promotes that of the society more effectually than when he really intends to promote it. I have never known much good done by those who affected to trade for the public good. It is an affectation, indeed, not very common among merchants, and very few words need be employed in dissuading them from it.

(Smith 1776: 349)



What makes this explanation naturalistic is the fact that it only draws on the notion of natural cause, and in particular psychological cause, and thereby, the study of history becomes the search for the causal laws of human development.14 As Smith puts it, “in the manner of Sir Isaac Newton we may lay down certain principles known or proved in the beginning, from whence we account for the severall Phenomena, connecting all together by the same Chain” (Smith 1762–63b: 145–46).15 These historical explanations usually take place at two levels, the level of individual intentionality being complemented by causal explanations at the level of the society, most often in terms of unintended consequences. As Ferguson notes, they result in the “establishments, which are indeed the result of human action, but not the execution of any human design” (Ferguson 1767: 119). In this sense, the occurrence of progress can be accounted for by the combined result of the natural tendencies of each, without needing further explanation, whether teleological or otherwise. For instance, according to Smith,


It is not from the benevolence of the butcher, the brewer or the baker, that we expect our dinner, but from their regard to their own self interest. We address ourselves, not to their humanity but to their self-love, and never talk to them of our own necessities but of their advantages.

(Smith 1776: 16)16



Therefore by and large, Enlightenment thinkers agree on the existence of progress. As Wilson summarizes, “In the eighteenth century, Enlightenment historians returned to Renaissance notions of progress but now within the framework of scientific regularities. The new teleology was based on a profound belief in progress” (Wilson 1999: 12). What they disagree on, however, is first the explanatory model that can account for its possibility (either teleological or naturalistic); and second, whether this progress will carry on. The two issues are unsurprisingly intrinsically related, since partisans of what I have called “philosophical history” adopt a teleological view that guarantees the progress of the species, with or without the help of its members, while naturalists tend to offer a less optimistic view of the future.17 Moreover, there is no doubt that their respective accounts of history are generally motivated by larger considerations that have to do with metaphysics, epistemology and ethics, and in this sense, at the risk of Hegelianizing these trends, it comes as no surprise that there is a Continental tendency to favor “philosophical history” while the Anglo-Saxons abide by “naturalistic history.”

A stadial theory of history

A framework on which both traditions tend to agree, however, is what is usually called the stadial, or four-stage, theory of historical development. Although few traces of a stadial view of history can be found in Montesquieu’s Spirit of the Laws, his work is acknowledged as its inspiration, at least by the Scottish tradition. As John Millar writes, “The great Montesquieu pointed out the road. He was the Lord Bacon on this branch of Philosophy. Dr. Smith is the Newton” (Millar 1787: 528). Early statements of the stadial theory of history appear in the 1750s – in France with Quesnay, Helvétius, Gouget, and in Scotland in Dalrymple and Kames, while its most elaborate form appears in Turgot’s On Universal History, Ferguson’s An Essay on the History of Civil Society, Millar’s The Origin of the Distinction of Ranks and Smith’s Wealth of Nations.18 These stages usually consist in (1) hunting and gathering, (2) pastoralism and nomadism, (3) agriculture and (4) commerce. The common focus on human beings’ modes of subsistence is based on the belief that they are the determining factors in social life. It is thus the evolution of these modes, through the various stages, that accounts for the general progress of human development.

There are of course dissimilarities amongst particular formulations of the various stages of human history. Smith formulates them as four stages: “1st, the Age of Hunters; 2dly, the Age of Shepherds; 3dly, the Age of Agriculture; and 4thly, the Age of Commerce” (Smith 1762–63a/1766: 1.27).19 Vico’s New Science identifies three stages – divine, heroic and human – which all nations follow, albeit at different paces, “by a constant and uninterrupted order of causes and effects” (Vico 1725: 335). Turgot’s On Political Geography (1751) also identifies three stages (shepherds, hunters, husbandmen), although in his Plan de deux discours sur l’histoire universelle (Plan for Two Discourses on Universal History) (1751), he adds the final stage of commerce, which comprises “towns, trade, and all the useful arts and accomplishments,” together with “the division of occupations and the inequality of men” and “the spirit of commerce” (Turgot 1751: 68–69, 73). Condorcet’s Esquisse goes even further and divides history into ten stages, from the primitive hunter-gatherers to the French Revolution, which marks the beginning of the last stage: “I shall divide the area I propose to cover into nine grand epochs; and in a tenth I shall venture to offer some observations on the future destiny of the human race” (Condorcet 1795: 8). Key moments in his historical narrative of human progress are Socrates’ murder, the invention of the printing press, and the scientific enlightenment started by the likes of Bacon, Descartes and Galileo.

Stadial theories of historical development have three essential aims, although their proponents do not necessarily adhere to all of them. These aims can be categorized under the headings of comparison, explanation and evaluation. First, they provide a comparative framework that is useful to account for progress, in particular in terms of politics and economics. For instance, most accounts of property, the legitimacy of which is very much a matter of debate at the time, need to base their claims on the general state of a society at a given time. Hunter-gatherers do not have much need for the concept of property, whilst pastoral groups may need it for herds but not land. As Meek summarizes, “To each stage there corresponded different ideas and institutions relating to property; to each there corresponded different ideas and institutions relating to government; and in relation to each, general statements could be made about the state of manners and morals, the social surplus, the legal system, the division of labor, etc.” (Meek 1971: 10). Second, stadial accounts of history allow for progressive accounts that provide causal explanations based on the presupposition that human societies evolve from one stage to the next through mechanisms that require certain conditions to obtain. In this respect, their accounts are not merely descriptive – they aim to explain historical change through the identification of its causes and necessary conditions. Third, they allow evaluative judgments in history by making it possible for the historian to argue that particular systems are better than others. For instance, one could read Smith’s Wealth of Nations as advocating natural liberty against mercantilism on the basis of his four-stage theory of history. More generally, stadial theorists tend to measure the accomplishments of their own society by comparing their successes to that of other times and places, the implication being inevitably that their own society is superior in practically every respect (with the notable exception of Rousseau of course) – what Meek coins the “bourgeois optimism” of the eighteenth century (Meek 1976: 129).20

As already noted, the traditional difficulty faced by history as a discipline is that any historical source is incomplete by its very nature, and all testimony, however faithful, requires interpretation and correlation on the part of the historian. But the problem is more acute for stadial history, for what can the historian make of historical periods for which there is no evidence, written or otherwise? As Dugald Stewart notes, many important developments happened “long before that stage of society when men begin to think of recording their transactions” (Stewart 1796: 292), and it is these remote periods that are of crucial importance for stadial history. For otherwise, there is no hope of making sense of the notion of progress from the early stages of human development (barbaric, savage peoples, etc.) to the most civilized ones.

To compensate for the shortage of sources, philosophers of the period often resort to the same trick. They attempt to bypass the lack of resources from the past by looking at borderline cases to which they do have some access: animals, and in particular Orangutans; borderline cases of humanity, and in particular feral children; and savage peoples, and in particular American Indians.21 Eighteenth-century thinkers are the first to have access to these kinds of accounts, most notably through the works of Lafitau (Mœures des sauvages américains comparées aux mœurs des premiers temps, 1724), Charlevoix (Histoire de I’Isle Espagnole ou de Saint-Domingue, 1730) and Robertson (History of America, 1777).22 These works are crucial for the development of stadial history. First, they reveal a contrast between the supposed primitive, static society of Indian tribes and the advanced, dynamic societies of Western Europe. For instance, Robertson portrays American Indians as lazy, stupid and uncivilized: “The intellectual powers of man in the savage state are destitute of their proper object, and cannot acquire any considerable degree of vigour and enlargement”; domestic relations are “perverted,” and “the cold phlegmatic temper peculiar to the Americans renders their operations languid” (Robertson 1827: 299, 306, 361). Second, these works uncover strong similarities between the Indians and certain ancient peoples, and in particular the early Greeks (Meek 1971: 25). As Vico writes, “The examples of these two nations, of which the first [ancient Germans] was known only to the Roman, … and the second discovered but two centuries ago by our Europeans, give us a strong argument for conjecturing the same of all other barbarous nations, both ancient and modern” (Vico 1725: 158). In other words, these anthropological studies of savages provide stadial historians with plausible descriptions of the initial stages of human development, thereby allowing a comparison with other stages and enabling a progressive account of human history. This reveals yet another paradox of Enlightenment philosophical histories. Their unquestionable fascination for the question of “the origin” of humankind (whether through hypothetical reconstructions of a state of nature, or through historical narratives of primitive peoples) is coupled with an absolute faith not only in their superiority at the level of civilization and morals, but also in their uniqueness within the history of the species. Thus stadial accounts of history can be interpreted as attempting to reconcile the apparently conflicting beliefs in the fact that the “enlightened” developed from “savages” while being in some sense incommensurable with them.

Epilogue: the philosophical historians

Although I have mostly focused on the role and contribution of history to the philosophical debates in the eighteenth century, it is also striking that this period witnesses the multiplications of histories written by philosophers – for instance, Voltaire’s Siècle de Louis XIV (1751) and his Essai sur les mœurs et l’esprit des nations (1756), Hume’s History of England (1754–62), William Robertson’s History of Scotland (1759), History of Charles V (1769) and History of America (1777), Catherine Macauley’s History of England from the Accession of James I to the Elevation of the House of Hanover (1763–83) and Edward Gibbon’s History of the Decline and Fall of the Roman Empire (1776–88). As Perinetti notes, “a philosophical interest in history affected almost all spheres of philosophy in the period” (Perinetti 2006: 1107).

The multiplication of philosophical historians, a novelty in the eighteenth century, can be accounted for by a number of reasons: the general growth in readership and the increasing availability of books; the unprecedented multiplication of historical sources; the birth of the idea that these sources have to be interpreted and contextualized; the recognition that more than one history of a given period can be written; the realization that history is more than a succession of facts, events and dates. As Wright notes, “In two respects, these works can be called at least proto-historicist. What made the writing of Voltaire, Hume, Robertson, and Gibbon ‘philosophical’ in the eye of contemporaries was, on the one hand, their innovative use of theories of development … and, on the other, their unprecedented exploitation of source material, including the extra-European sources now increasingly available. The shape of a new historiography, aimed at large-scale explanation and confidence in its use of the widest and remotest sources, had come into view” (Wright 2003: 119).

One would be hard pressed to find meaningful commonalities between all these philosophers’ “histories.” But a few points can nevertheless be noted. First, they share the belief that history is useful for life. For Hume, “The advantages found in history seem to be of three kinds, as it amuses the fancy, as it improves the understanding, and as it strengthens virtue” (Hume 1742a: 3.6.3). Similarly for Bolingbroke, “the study of history seems to me, of all other, the most proper to train us up to private and public virtue. … so that the man who applies himself early to the study of history, may acquire in a few years, and before he sets foot abroad in the world, not only a more extended knowledge of mankind, but the experience of more centuries than any of the patriarchs saw” (Bolingbroke 1752: letter 2, pp. 14, 34). And for Smith, “The design of historicall writing is not merely to entertain: (this perhaps is the intention of an epic poem); besides that it has in view the instruction of the reader. It sets before us the more interesting and important events of human life, points out the cause by which these events were brought about and by this means points out to us by what manner and method we may produce similar good effects or avoid similar bad ones” (Smith 1762–63a: 2.15–16). Thus, historical narratives have an exemplary, moral and prudential function that goes beyond mere entertainment. History should of course be instructive about the past, but more importantly, it should draw lessons that have contemporary relevance for its readers.

Second, these philosophical historians share the conviction that history should not be influenced by the Church – although their independence from religious doctrine often takes the form of a decidedly anticlerical attitude, as exemplified by Hume and Robertson. They also share an awareness of the role history can play in illustrating or even confirming their worldview; for instance, Voltaire’s can be interpreted as proving the disastrous consequences of fanaticism, or Gibbon’s as championing an enlightened moral.23

On the whole, one could be tempted to say that since the writing of history is faced with countless pitfalls, it seems clear, at least to philosophers themselves, that they are best equipped to succeed in this endeavor. As Smitten notes, “Hume claimed to be the first truly impartial historian of England; Robertson is acknowledged by modern critics as one of the most impartial historians of his age; and Gibbon claimed allegiance to the ‘great law of impartiality’” (Smitten 1985: 56). Whether they succeeded in doing so is another matter.
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Notes



  1 For an account of Enlightenment criticisms of religious explanations of history, see Turner 2003 and Perinetti 2006: 1121 ff. As Collingwood summarizes, “by the Enlightenment, Aufklärung, is meant that endeavour, so characteristic of the early eighteenth century, to secularize every department of human life and thought. It was a revolt not only against the power of institutional religion, but against religion as such” (Collingwood 1946: 76).

  2 For instance, “the Cartesians openly disparaged history … it does not attain certain truth; it is an inexact and confused study; it cannot be reduced to mathematics,” whereas “[t]he ‘enlightened’ ones, under the influence of Newton and Locke, tended to react against the abstract rationalism of the Cartesians in the direction of an empirical, experimental approach to reality more suited to historical work” (Conkin and Stromberg 1989: 40, 47). See also Knellwolf (2004: 195): “The seventeenth century developed an increasingly mechanistic understanding of physical processes, suggesting analogies for the interpretation of emotions and other mental and bodily processes, as well as social ‘mechanisms.’ … Moreover, the idea that it should be possible to investigate human existence with the methodological accuracy of science, and to pin down its rules and regularities, is already present in the work of Malebranche, Pufendorf and Grotius, but it was only articulated as a coherent project, called the science of man, in the context of the Scottish Enlightenment.”

  3 Discussions in the literature usually hinge on the interpretation of the following passages: Kant 1793a: Ak VIII, 310, and 1794: 225; Ak VIII, 332. See for instance Anderson-Gold 2001: chs. 4 and 5, and Rorty and Schmidt 2009.

  4 See also Kant 1784: Ak VIII, 29–31. Numerous commentators have criticized Kant’s account of philosophical history on the basis that it contradicts, or at least that it is of no use for, what they believe to be the only legitimate form of historical inquiry, namely empirical history. See for instance Walsh 1974: 131, Flint 1874: 397, and Wilkins 1966: 176. For a defense of Kant’s views in this respect, see Cohen 2009: ch. 5.

  5 See for instance Herbert Butterfield who defines Whig history as “the tendency of many historians to write on the side of Protestants and Whigs, to praise revolutions provided they have been successful, to emphasize certain principles of progress in the past and to produce a story which is the ratification if not the glorification of the present” (Butterfield 1931: 5).

  6 For the distinction between amour de soi and amour-propre, see Rousseau 1755: OC III, 154, 174; 73, 95. For details of Rousseau’s views, see Starobinski 1988: 291ff.

  7 As Berlin writes of Herder, “there are no immutable, universal, eternal rules or criteria of judgment in terms of which different cultures and nations can be graded in some single order of excellence … Every society, every age, has its own cultural horizons … Every age, every society, differs in its goals and habits and values from every other” (Berlin 1992: 37).

  8 See also in “A Dialogue”: “By tracing matters, replied I, a little higher, and examining the first principles, which each nation establishes, of blame or censure. The RHINE flows north, the RHONE south; yet both spring from the same mountain, and are also actuated, in their opposite directions, by the same principle of gravity. The different inclinations of the ground on which they run, cause all the difference of their courses” (Hume 1748: 333; 26). In a similar vein, for Voltaire, “[t]he laws of human conduct are as immutable as the laws of gravity” (Brumfitt 1958: 103).

  9 See for instance Fischer 1971: 203–6, Stern 1962: 147, and Black 1965: 77ff. For a defense of Hume in this regard, see Cohen 2005.

10 Although, as is well known, Hume and Montesquieu agree on the idea of moral cause, they disagree on their account of the role of physical causes, and in particular climate, in shaping political and cultural life.

11 For details on Frérets response to Pouilly’s skeptical arguments in the context of Hume’s History, see Wooton 1993: 287 et seq.

12 Stewart formulates the concept of conjectural history by reference to Adam Smith’s Dissertation on the Origin of Language, which he believes “deserves our attention less, on account of the opinions it contains, than as a specimen of a particular sort of inquiry, which, so far as I know, is entirely of modern origin” (Stewart 1796: 292).

13 For a discussion of the notion of conjectural history in the Scottish Enlightenment, see Höpfl 1978. As Garrett notes, Ferguson drew on works that provided information about men in rude climes in order to ground his claims about human development – for instance Lafitau’s Moeurs des sauvages américains comparées aux moeurs des premiers temps (1724), Buffon’s Histoire naturelle (1749–88), but also Tacitus’ Germania (Garrett 2003: 80).

14 As Porter notes, “systematic doubt, as advocated by Descartes, experimentation, reliance upon firsthand experience, rather than second-hand authority, and confidence in the regular order of Nature – these procedures would reveal the laws of man’s existence as a conscious being in society, much as they had demonstrated how gravity, as Newton proved, governed the motions of the planets in the solar system” (Porter 2001: 15). In the seventeenth century, the development of statistics dealing with births and deaths (by William Petty in England and Ludwig Seckendorf in Germany) also contributes to the idea that human life is subject to order and regularity (Jahoda 2007: 7). As Kant himself notes, “marriages, the births that come from them and deaths, since the free will of human beings has so great an influence on them, seem to be subject to no rule in accordance with which their number could be determined in advance through calculation; and yet the annual tables of them in large countries prove that they happen just as much in accordance with constant laws ofnature” (Kant 1784: Ak VIII, 17)

15 The reference to Newtonian physics as an inspiration for the methodology of history and the moral sciences in general is commonplace in the Scottish writings of this period. A notable case is that of George Turnbull, whose originality is to suggest that history should become the paradigm for the study of the physical sciences rather than the other way round, since proceeding from facts or examples is better than experimental proof of pre-conceived hypotheses (see Nadel 1964: 313).

16 Similarly for Hume, “Ambition, avarice, self-love, vanity, friendship, generosity, public spirit: These passions, mixed in various degrees, and distributed through society, have been, from the beginning of the world, and still are, the source of all actions and enterprises, which have ever been observed among mankind” (Hume 1748: 8.7; 83).

17 For instance, Smith talked about a “declining” state, and generally, believed that nothing could preclude the possibility of degenerations, regress and even reversals (Höpfl 1978: 37–38). In the case of Hume in particular, although he seems to support a progressive view of human history (for instance when he writes that “[w]hoever enlarges his view, and reflects on the situations, will remark the necessary progress of human affairs, and the operation of those principles which are inherent in human nature”), he nevertheless believes that human history does not actually provide us with any reason for believing that progress is inevitable (Hume 1754–62: 4.38.25).

18 See Meek 1971 for a classic account of the theory of the four stages of history, its origins and its genealogy. Meek finds its beginning in Grotius’s De jure belli et pacis (The Law of War and Peace) (1625) and traces its evolution through Pufendorf, Hobbes, Locke, Bossuet, Fontenelle and Montesquieu. For a slightly different account, see Pocock who, instead of emphasizing the four-stage theory as such, focuses on what he calls an “enlightened narrative” (Pocock 1999).

19 As Pocock notes, Smith’s chief contribution to the four-stage theory is his insistence that the shepherd stage is dynamic and creative, whereas previous theorists tended to group the shepherd with the hunting savage, reserving progress until agriculture gave rise to commerce (Pocock 2006: 280–81).

20 Although Kant does not put forward a traditional stadial account of human evolution, he offers a rational reconstruction that mimics biblical stories: “The first human being could, therefore, stand and walk; he could speak (Genesis 2:20), even discourse, i.e., speak according to connected words and concepts, hence think. These are all skills which he had to acquire for himself” (Kant 1786: Ak VIII, 110). These are the basics, to which he adds an extra four steps: (1) an ability to choose one’s own way of life and set one’s own purposes; (2) a rational control over one’s instinct for sex; (3) an expectation of the future; and (4) a conception of oneself as the true end of nature, that is a conception of nature as a means to achieve one’s purposes. These steps are necessary for “the transition from the crudity of a merely animal creature into humanity, from the go-cart of instincts to the guidance of reason – in a word, from the guardianship of nature into the condition of freedom” (Kant 1786: Ak VIII, 115).

21 See, for instance, Barnard 2000: ch. 2, and Garrett 2006: esp. §3.

22 See for instance Pagden 1986: ch. 8, and Meek 1976: ch. 2.

23 For other examples of “history being pressed into the ‘service’ of one kind of ‘philosophical’ purpose or another,” see Wright 2004: 215. He mentions “Voltaire’s or Gibbon’s anticlericalism, or Diderot’s anticolonialism; Smith’s defense of economic modernity, or Ferguson’s critique of it; Herder’s advocacy of cultural particularism, or Kant’s promotion of rationalism.”
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PHILOSOPHY AND
 LITERATURE

C. Allen Speight

 

It is hard to think of a century (perhaps excluding the fifth century BC) in which more was at stake for the relation between philosophy and literature than the eighteenth. Some of the pressure on that relationship was directly philosophical, in the attempt to put aesthetics as a whole on a new footing and to take into account changing relations among genres and canonical views of the classical. Some of the pressure on that relationship, however, came as well from diverse new literary phenomena which at least some philosophers of the period may have held in high esteem but to which they did not always grant much formal attention: the emergence of the novel and of non-fictional forms of narrative, the new importance of the task of reviewing and of the critical journal, as well as significant departures in the emotional and aesthetic expectations for dramatic performance and lyric poetry.

The question of discipline: addressing the literary as a philosophical topic

One of the difficulties in coming to terms with the changing relationship between philosophy and literature over the course of the eighteenth century is the disciplinary stance from which such questions of genre can be examined. It is true that not all philosophers in our own time grant that the “philosophy of literature” (or even the more broadly construed “philosophy and literature”) has the same status as a sub-field as established areas like epistemology or the philosophy of science (Eldridge 2009). From the disciplinary terms of eighteenth-century philosophy, however, there is not only no such explicit subfield in existence but the very term for the subfield’s putative object is one which comes into common parlance only over the course of the century itself: Johnson’s 1755 Dictionary, to take one example, still defines “literature” as “learning; skill in letters,” rather than as significant imaginative or aesthetic writing in general (Patey 1997: 7).

If we turn to the disciplines where we might expect to find the eighteenth-century correlate of the philosophy of literature—in, e.g., poetics, aesthetics, rhetoric or criticism—we find that no single one of these can quite capture the range of philosophical discussion of literature that goes on in the eighteenth century. It is true that the eighteenth century offers many prominent examples of the exploration and revivification of each of these historically important disciplines which have their own specific historical points of origin—aesthetics, as is well known, in the final paragraphs of Baumgarten’s 1735 Meditationes philosophicae de nonnullis ad poema pertinentibus (Reflections on Poetry); poetics in the cryptic and incomplete text of Aristotle’s fourth century BC treatise on the art of poiesis; rhetoric among the ancient Greek and Roman orators; and criticism in Bacon and LeClerq. Each of these disciplines in turn begins from a philosophical or intellectual standpoint that has some usefulness for the exploration of literature and the literary—aesthetics with its roots in what comes before sense experience, poetics with its stress on what poets and other artists are capable of making, rhetoric with its focus on the ways in which eloquence appeals to various human emotions and criticism with its origin in grammar and philology. Yet none of these disciplines as they existed for the eighteenth century was to prove especially helpful at coming to terms with a phenomenon such as the rise of the novel—a product of “making” yet distinctly prosaic instead of Poesie, an exploration of feeling and subjective perspective but not necessarily wedded to the more general categories of aesthetic experience, and capable of both rhetorical and critical examination yet carrying with it a set of social changes not easily grasped in those disciplines.

There are a number of eighteenth-century attempts at sorting and codifying the different approaches one might take philosophically to literature. One impulse behind this categorizing tendency comes from new attempts to give a more thoroughgoing account of the relation of the various artistic genres to one another as part of the broader explosion of interest in the aesthetic as a realm of inquiry as such. On the view of someone like Kristeller, these attempts—reaching a certain canonical status in works such as the Abbé Batteux’s 1746 Les beaux-arts réduits à un même principe (The Fine Arts Reduced to a Single Principle)—mark a distinct modern “birth” of aesthetics as a discipline because they are now concerned with the goal of comparing arts according to common principles, whereas ancient treatises on poetics and rhetoric, on painting and architecture and on music had “represented quite distinct branches of writing and were primarily concerned with technical precepts rather than with general ideas” (Kristeller 1952: 164). How much this eighteenth-century interest in comparing the arts represents a distinctly modern development is, of course, still a matter of some contention: Kristeller’s thesis has recently been countered by Halliwell and others who stress a certain persistence they see within the older Aristotelian tradition of poetics, despite the eighteenth century’s criticism of Aristotle’s presumed notion of the “imitation of nature” (Halliwell 2002: 7–9).

Beyond the broader attempts to place the literary genres in relation to the other forms of art, there is a wide-ranging literary and philosophical discussion about the stance from which these questions should be discussed. Lessing’s Laocoön (1766), for example, begins with a preface which takes as its point of departure the question of proper disciplinary boundaries for the discussion of works of art. Lessing sketches a tripartite distinction concerning the levels of interest in the question about the relation between the genres of painting and poetry: those of the amateur, philosopher and critic. On the view of the amateur, painting and poetry produce the same effect: an illusion (the representation of an absent thing as present or of appearance as reality) that is pleasing. The philosopher’s concern, as Lessing represents it, is with the similarity of the source of that pleasure, the beauty experienced by the subject, which can be grasped through general rules appropriate to actions, thoughts and forms. It is, finally, the task of the critic—concerned not merely with pleasure or beauty but with the value and distribution of the rules discovered by the philosopher—who can find not similarity but an essential difference, in that some rules are more predominant in painting while others are more predominant in poetry.

A further set of issues about the appropriate space for conversation about philosophy and literature arises for the difference between what Hume, in his essay on essay-writing, calls “the learned” (that is to say, the philosophically and intellectually trained few) as opposed to “the conversible” (the larger eighteenth-century reading public). Hume’s distinction reflects some of the movements and tensions inherent in the several eighteenth-century shifts between the learned few and the larger public— on the one hand, from a court-centered rationalism to a broader empirical sense of taste; and on the other, from a larger critical public to scholars or those with fine taste (see Patey 1997; Basker 1997).

Spectator, audience and effect

One of the central issues developed in eighteenth-century philosophical discussions of literature concerns the way in which spectators or readers are affected by literary works. Does literature have the same effect on its spectators as other forms of art—for example painting, sculpture and music? Do modern literary forms have the same effect on readers that ancient ones did? Are there spectatorial experiences which raise essential philosophical conundrums for those who wish to understand that experience?

Many of the discussions of the spectator’s role and the effect of literature in the eighteenth century show an attempt to come to terms with what is distinctive about the literary arts as opposed to other artistic genres, first using somewhat limited terms which go back to the earlier disciplines, but yet acknowledging what becomes difficult to cast in exactly such terms. Eighteenth-century efforts at coming to terms with literature’s importance often revert to classical discussions, particularly Aristotle’s Poetics, although the most prominent appropriators of Aristotle in this regard also employ new modes of approaching the question of literature that go beyond an Aristotelian perspective.

In the earlier decades of the century, Hutcheson and Baumgarten are still shaping their arguments about poetry in terms of two primary considerations which are central to the tradition of the Poetics: the notions of imitation and of the effect an imitation has on spectators. Thus Hutcheson argues that “a Poet should not draw his Characters perfectly Virtuous,” both because such abstract beings are not found in life and thus “we cannot judge exactly as to their Agreement with the Copy” and because more imperfect beings are ones by which we are “more nearly touch’d and affected” (Hutcheson 1728: 43); and Baumgarten claims that “if a poem is regarded as an imitation of nature or of an action, its effects must be similar to those produced by nature” (Baumgarten 1735: 175). But over the course of the century, in their engagements with the notion of imitation and affect, Lessing, Addison, Hume, Goethe and others draw new and often striking conclusions from their considerations of the mimetic and emotional character of literature.

Lessing and the comparison of figurative and literary arts

Among the more distinctive attempts to get at the effect of literary works on readers is the questioning of a tradition which had closely linked the experience of painting and poetry, as well as the notions of figuration and literary imagination. Framed around a famous line from Horace’s Ars poetica (“poetry is like painting: one work seizes your fancy if you stand close to it, another if you stand at a distance”) the ut pictura poesis tradition had an important influence on a wide range of literary figures including Dryden, Milton, Pope and Addison. Lessing, impressed with the counter to this tradition represented by Mendelssohn’s classification of the arts according to the media of their expression in Betrachtungen über die Quellen und die Verbindungen der schönen Künste und Wissenschaften (On the Main Principles of Fine Arts and Belles-Lettres, 1757), took one of Mendelssohn’s examples—the extraordinary sculpture group rediscovered in Rome in the sixteenth century, representing the death of the Trojan priest Laocoön and his two sons as they were strangled by serpents—as his starting point for his essay Laocoön, whose subtitle makes clear the animus behind it: An Essay on the Limits of Painting and Poetry.

Lessing explores the observer’s reaction to the sculptural group, where the central figure of Laocoön is in agony but the sculptor has this expressed not by a wide-open mouth, as though in a scream, but rather “softened to a sigh.” In Lessing’s view, earlier eighteenth-century aesthetics had falsely construed such sculptural presentations of pain in terms of an incorrect understanding of ancient Greek artistic standards, as muting the expression of emotion—thus Winckelmann’s notion of “noble simplicity and quiet grandeur” and French attempts to restrict the expression of the emotions on stage. Lessing insists that the Greeks—including Laocoön’s sculptor— actually “strove to attain the highest beauty possible under the given condition of physical pain” (Lessing 1766: xvi). The restraint involved is a restraint not characteristic of ancient art in general but of the figurative arts in specific, since sculpture or painting—because of audience reaction—are expressive in a different way from poetry: the former can capture only a moment of suffering or action (einen einzigen Augenblick der Handlung—in German, the word Augenblick nicely captures the notion of glance involved); the latter can offer a history, Geschichte, that gives a full account of all that was involved in an action. Poetry can offer us a wrathful Jupiter but sculpture only a stern Jupiter.

Lessing’s essay stands as an important eighteenth-century attempt at marking off the literary (or at least the poetic) arts from the figurative ones by means of a consideration of appropriate artistic effect: the notion of an artistic medium is thus defined in terms of what differing aesthetic responses are possible within its specific constraints (a notion that is certainly not always maintained in later aesthetics, but seems central to the way in which Lessing and his contemporaries thought about the arts). And while Lessing appeals to the notion of the classic by employing in his differentiation of the two aesthetic experiences important Aristotelian categories, he still writes with a set of clearly modern differences in mind. As Gombrich has argued, the most enduring point of provocation for Lessing’s writing of the essay may well have been (via Lessing’s own translation of Dryden) the contemporary debate about the status of modern drama—his horror at the cold beauties of French poetry representing the “beauties of a statue but not of a man, because not animated with the soul of poesy which is imitation of humour and the passions” (Dryden 1668: I, 63; Gombrich 1957). Lessing’s broadest interest in the question of artistic genre thus connects with the concern— evident in his dramaturgical works—to put the whole human being before us on stage in a way which moves us as complete human beings (Lessing 1767–69; Petsch 1910).

Addison and the modern epic

Similarly, earlier in the century (1711–12), Addison’s much-discussed account of Miltonic poetry in a series of installments in the Spectator is attentive to the ways in which Aristotelian poetic standards both are and are not helpful for making judgments about a sort of poem (a “divine” epic, Addison says, if that’s what it should be called) which Aristotle could not have conceived of. While Addison writes as though Aristotle has set unavoidable critical standards for poetry—his stated goal is to examine Paradise Lost “by the rules of epic poetry”—he also acknowledges that there are new issues raised by Miltonic epic which must be judged on a different basis. The “rules of epic” Addison applies in his examination of Milton turn out to be the elements of poetry praised in the Poetics—action (which should have a unity, a completeness and a greatness), character, language and emotion. Some of the claims for Miltonic epic which Addison adduces in the Spectator as having an Aristotelian basis—the poem’s sublimity, for example, which Addison is clear is “Milton’s chief talent, and indeed his distinguishing excellence”—are ones which Aristotle does not discuss explicitly as such (Addison 1711–12: 279 and 285, where he does find some interesting ways in which Aristotelian considerations of metaphor, phrase length and use of other linguistic idioms might give a poem sublimity). But at several points Addison makes clear that there are elements of Paradise Lost which have a rightness that cannot be judged strictly by the Aristotelian rules. For example, Aristotle says that “if a man of perfect and consummate virtue falls into a misfortune, it raises our pity, but not our terror, because we do not fear that it may be our own case, who do not resemble the suffering person.” By contrast, Adam and Eve are both persons who fall into misfortune and who are of “most perfect and consummate virtue” and yet the reader can identify with them: “In this, and some other very few instances, Aristotle’s rules for epic poetry (which he had drawn from his reflections upon Homer) cannot be supposed to square exactly with the heroic poems which have been made since his time” (Addison 1711–12: 267).

Hume and the “paradox of tragedy”

Hume’s essay “Of Tragedy” (1742) takes up what is frequently called the “paradox of tragedy”—that as spectators we watch tragic events that provoke “sorrow, terror, anxiety and other passions,” yet we seem to take a certain “unaccountable pleasure,” Hume says, from going to the theater (Hume 1742b: 1.22.1). The “paradox,” in the context of Hume’s essay is, of course, something of a misnomer: not only does Hume think that there is not in the end really a paradox involved in our responses to tragedy, but the essay’s set of considerations runs much more widely than its title might suggest, taking up the effect of oratory, painting, music and ordinary narrative in our emotional experience (and, in fact, Hume seems ever to mention only a couple of examples of specific tragedies in the essay).

Hume’s discussion is framed particularly by claims from the eighteenth-century French reception of Aristotle in the works of the Abbé Du Bos and Fontenelle. Hume rejects the claims in both Du Bos’s account of the emotions (that a spectator is drawn even to emotions of pain or grief because the absence of any emotion we find in the state of indolence is so disagreeable to us; Du Bos 1748) and Fontenelle’s argument about the moderating influence of fiction (that a spectator’s pain can be moderated or weakened by the awareness that the figure he feels so much for is actually a fictional character in a fictional situation). The resolution of the “paradox” that Hume suggests, however, does draw importantly on Aristotle’s account of imitation or representation in the Poetics, even if it does not make much use of Aristotle’s analysis of the elements of tragedy and its plot structure. The key Aristotelian claim that Hume uses is that there is something about the eloquent representation of a scene—and even more of its imitation—which draws a spectator in and of itself and thus “raises a pleasure from the bosom of uneasiness”: “the impulse or vehemence arising from sorrow, compassion, indignation, receives a new direction from the sentiments of beauty. The latter, being the predominant emotions, seize the whole mind, and convert the former into themselves, or at least tincture them so strongly as totally to alter their nature” (Hume 1742b: 1.22.9).

Beyond the notion of tragic effect

There are other eighteenth-century approaches to the paradox of tragedy, of course. Addison suggests that we are drawn to tragedy because we compare our (undis-tressed) situation to that of someone undergoing tragic suffering and contemplate our relative comfort; Burke challenges both Fontenelle and Addison with an answer to the paradox in physiological rather than cognitive terms, offering what we might call the Schadenfreude answer (that our passions in fact are constructed in such a way that we do feel delight in others’ distress, and that fictionality need play no role—as appealing as tragedy is to watch, the theater would empty if an execution were taking place on the gallows nearby). And, by the end of the century, there is—especially among German writers—a move away from a concern with the issue of tragic effect and catharsis altogether and toward a view of tragedy that may be considered both more objective and “internal” to the poetic construction of tragic drama. In a 1797 letter to Schiller and his later “Postscript to Aristotle’s Poetics,” for example, Goethe raised a question about the assumptions of “effect”-centered readings of tragedy and presumed catharsis and instead argued in favor of a view of the tragic work as an organic whole constructed by the imaginative artist (Goethe 1960–: XVIII, 122). If Aristotle’s notion of catharsis is to have any meaning, he argued, it cannot refer to distant changes such as may occur within the spectator—and certainly not with any expectation of that spectator’s resulting moral improvement—but must instead refer to a change that occurs within a play, from tension to harmony, or from conflict to reconciliation or a kind of balance (see Boyle 2010). Arguably this notion which so motivates Goethe of the internal standard of balance or reconciliation becomes a central part of the new concern with artistic content in tragic and other works that is shared by the critique of the aesthetic tradition visible in the systematic philosophies of art produced by the German idealists Hegel and Schelling beginning at the cusp of the new nineteenth century.

In each of the cases mentioned—Lessing’s querying the ut pictura poesis tradition in terms that extend the Poetics’ appeal to emotional effect on the subject, Addison’s introduction of the “sublime” into the categories of modern epic, and Hume’s appropriation of an Aristotelian argument in order to understand the paradox of tragedy— the boundaries of poetics come to be imagined in somewhat different, not merely classicist terms. And in each case the focus is on the response of spectators—the effect of a particular kind of poetry—up to the turn toward the more “internal” standard for construing an artistic work that we see in Goethe, Schiller and the Idealists.

But the pressure of new genres, such as the novel, make it difficult to construe eighteenth-century poetics simply in terms of a set of rules (traditional or otherwise). As Herbert Lawrence put it in The Contemplative Man (1771): “how fortunate it is that no modern Aristotle has stept forth and laid down Rules” for novels like those for the drama (quoted in McKeon 1997: 238). Or, as Sterne has his Tristram Shandy say even more pointedly, referring to a reader’s possible appeals to Horace: “I shall confine myself neither to his rules, nor to any man’s rules that ever lived” (Sterne 1759–67: 4).

The rise of the novel and new questions of literary genre

Among the most striking elements of eighteenth-century philosophizing about literature is the challenge of emerging new genres, especially the novel. The rise of the novel is indeed an eighteenth-century phenomenon, yet when philosophers of literature in our own time speak of the “problem of the novel,” what is often meant is a set of problems—including the specifically historical issue of giving context to the rise of modern subjectivity—which owe more to the development of the novel in the nineteenth century than in the eighteenth.

Many of the most notorious later “definitions” of the novel as genre, however, do grasp at features of the novel that are already present in the eighteenth century, however, whether it is the sort of capaciousness or openness to form captured in Henry James’s remark that the novel is a “loose, baggy monster” (James 1908: x) or the thematic or problematic character of the novel discoverable in Randall Jarrell’s definition of it as “a prose narrative of some length with something wrong with it” (Jarrell 1969: 50).

Eighteenth-century definitions are somewhat more varied but elements of the novel’s capaciousness and problematic character are present. While Sterne, for example, will not have his Tristram Shandy define the novel, it is clear that its “digressive” tendencies (“the sunshine … the life, the soul of reading”) include a wide range of modes within it (“accounts … anecdotes … inscriptions … stories … traditions … panegyricks … pasquinades”). For the German Romantics, the capaciousness or openness of the novel or Roman made it in fact the ideal Romantic poetic form, one that could be a “mirror of the whole circumambient world, an image of the age” (Schlegel, Athenäumsfragment, 1798: §116). The breadth attributed to it made it precisely the modern genre which pushed beyond traditional genre distinctions: for Schlegel, die Romantik is the only kind of poetry that is “more than a kind” (ibid.). The novel as presenting a problematic also had its appeal for both Idealists and Romantics: Fichte said that the novel was an expression of an “age of absolute sinfulness” and Schlegel sought to find within the novel self-reflexive philosophical possibilities, terming novels the “Socratic dialogues of our times” and claiming that “the theory of the novel is a novel itself” (Schlegel, Critical Fragments, 1798: §26; and “Dialogue on Poetry,” 1800).

But it is not surprising that there should be a difficulty in defining the novel in the eighteenth century, since there is, first of all, the difficulty of what should be called a novel: “novel” and “romance” are used as synonyms, although the valence of the two is distinctly different—with the former term pointing to what is new in literature and the latter connecting the genre to an older existing form; the “romance” moreover comes to have a negative connotation that is not always connected with the “novel.”

Even though it is not to eighteenth-century philosophers that we primarily turn for definitions of the new genre, it is still philosophically significant to ask why novels mattered to (at least some) philosophers as much as they apparently did. Much of the answer seems to lie in what philosophical and critical readers came to realize was the moral and sentimental project at work in some of the new novels.

Diderot, for example, acknowledged the reputation the novel had among many of his fellow eighteenth-century readers—that they were considered a “tissue of fantastic and frivolous events which presented a threat to the taste and morals of its readers”— but insisted that the works of Richardson should not be considered in the same genre. Richardson’s literary productions even appear to have had a certain priority over philosophy for Diderot (“I have never met one of his compatriots, or any of my friends who had traveled to England, without asking him: ‘Have you seen the poet Richardson?’ And after that: ‘Have you seen the philosopher Hume?’”; Diderot 1762: 222–23). Diderot’s interest in Richardson was stimulated in particular by the “genuine language of passions” and the revelation of “secret springs of self-interest and self-love” opened up by the novels: “Richardson sows in our hearts the seeds of virtues which at first remain still and inactive: their presence is hidden until the moment comes for them to stir and come to life. Then they develop and we feel ourselves driven towards what is good with an enthusiasm we did not know was in us” (Diderot 1762: 214). Samuel Johnson likewise was drawn to Richardson for the sentiment rather than the story, claiming to find more humanity in one letter of Richardson than in all of Tom Jones (Forsyth 1871: 219). But no generally defining philosophical account of the novel’s purpose—whether plot- or sentiment-focused—seemed to emerge from these inspired readings.

If the definition of the novel was problematic for eighteenth-century philosophers, there was equally no decisive account philosophically of how the novelistic form came to emerge, either. Beattie’s discussion in his “On Fable and Romance” appears to reflect the dual view that in some ways is still present in contemporary accounts of the origin of the novel—on the one (“English”) side stressing the “realistic” account in the English novel from Robinson Crusoe forward (Defoe 1719), and on the other (“Spanish”) side the way in which Don Quixote “occasioned the death of the Old Romance and gave birth to the New” (Beattie 1783: 307) precisely because it called into question the probability of the chivalric tales in the existing romance genre. Beattie is also happy to notice the closeness between ancient epic and modern novel, putting Tom Jones in the class of “epick, or narrative poems, though written in prose” (ibid.: 250). While the story of the novel’s emergence may be an empirically decidable matter, the philosophical stakes in this discussion are nonetheless important ones: should the novel be considered at its inception as a genre which historically challenges and even parodies existing literary forms (the sorts of knight-errant stories that Quixote becomes comic for attempting to take seriously) or is it more a genre which expresses a new and biographically arranged concern with individual lives that brings closer the “realist” novel of later generations? Is it a continuation more of ancient traditions of epic or of satire (Cascardi 2009)?

Beyond considerations of genre and origin, however, the philosophical importance of the eighteenth-century novel lies, not simply in its being an item within the genre considerations of a growing philosophical aesthetics, but in being a mode of discourse that can open up a space for the exploration of philosophical ideas in practice. Whether it is Swift’s satire of Cartesian physics (in Swift 1960), Voltaire’s exploration of Leibnizian metaphysical claims in Candide, or Sterne’s exposure of the inadequacy of Walter Shandy’s Lockean empiricism, one use to which the novel as a piece of literary fiction is employed is in providing an opportunity to see what a set of philosophical claims, taken literally, might mean in all their contradictions (Lupton 2003). (Sterne’s epigraph for Tristram Shandy, drawn from Epictetus’ Encheiridion, is instructive of the tension this novelistic practice is able to explore in the perplexities involved with what human beings claim to think—in Shandy’s terms, the “hobby-horses” they can ride: “It is not things (pragmata) that disturb men, but their judgments (dogmata) about them”; Sterne 1759–67: 1.)

In considering the novel in its historical sweep, it is important to remember that the eighteenth-century novel is above all a novel “of letters”—i.e. an epistolary novel. The epistolary novel was the dominant form of the novel in England at least through 1785 (McKeon 1997); only toward the end of the century did the discursive form most associated with the later novel—free indirect discourse (a technique in which a character’s thought can be expressed from his own perspective while third-person reference and the basic tense of narration are nonetheless maintained)—come to be in use, and even then it was not described explicitly as such until much later. It was at the time and remains an interesting question for narrative theory how the products of this epistolary period of the novel were to be viewed: as closer to dramatic poetry (Richardson 1740, 1747–48), since letters allow the most passionate moments of a character’s experience to be shared, or as combining dramatic and epic forms in a way that “keeps the reader in the same suspense in which the persons themselves are supposed to be” (Beattie 1783: 567).

The late appearance of indirect free discourse raises a further question about what sort of philosophical claims about narrative as such are present in the eighteenth century. “Narrate” itself is hardly even a word in eighteenth-century English, if we are to believe Johnson, whose Dictionary defines “narrate” as follows: “to relate, to tell. A word only used in Scotland” (Johnson 1755: 1438). Yet there remain important questions about the narrative structure familiar to most eighteenth-century readers, whether, for example, the epistolary style should be understood as representing an “omniscient point of view… used subjectively” or whether its rise corresponded with a lack of attention to the theater and to dramatic form (Singer 1963).

But it was not just the novel that raised interesting new genre questions in the eighteenth century. The growing importance of critical and popular journals represented a new facet of both literary and philosophical engagement—particularly the activity of reviewing, which significantly changed the shape of criticism between 1660 and 1800, a period which saw the establishment of learned journals (including the Philosophical Transactions of the Royal Society, Journal des savants and Pierre Bayle’s Nouvelles de la République des Lettres, among others), the rise of the periodical essay and the monthly magazine (the Tatler, the Spectator, the Rambler and the Gentleman’s Magazine) and finally the emergence of modern review criticism (in such publications as the Monthly Review, Critical Review, Der Teutsche Merkur and Die Allgemeine Literaturzei-tung) (Basker 1997). Given the influence of reviewing on both literary and philosophical authors in the eighteenth century, it was perhaps no understatement when Richardson had the character Grandma Shirley in his Grandison say that “[t]he present age is greatly obliged to the authors of the Spectator” (Richardson 1753: VII, letter 42).

Style, sensibility and probability

Few centuries can match the concern of the eighteenth with the appropriate style of literary expression or with the issues of sensibility which can be raised by different stylistic approaches. Hume acknowledges in his essay “Of Simplicity and Refinement in Writing” the difficulty of the topic: “There is no subject in critical learning more copious, than this of the just mixture of simplicity and refinement in writing” (Hume 1742a: 1.20.5). Hume himself was drawn to the standard he found articulated in Addison (that “fine writing … consists of sentiments, which are natural, without being obvious”) and drew not so much a set of rules but a range of extremes and means, with Corneille and Congreve carrying wit and refinement too far, Sophocles and Terence being too simple and Virgil and Racine lying “nearest the center.”

A central critical point of Hume’s in the discussion of style is that there is no hope of being instructive in criticism if particulars and examples are not considered. A similar insistence on the rightness of literary particulars can be found in the eighteenth-century discussion of the standard of “probability”—inherited from earlier generations but undergoing its own changes in the eighteenth century. In Tom Jones, Fielding writes that “the Actions should be such as may not only be within the Compass of human Agency, and which human Agents may probably be supposed to do; but they should be likely for the very Actors and Characters themselves to have performed: For what may be only wonderful and surprizing in one Man, may become improbable, or indeed impossible, when related of another” (Fielding 1749: 8.1). And Beattie insists that “the fabulist and the novel writer … study to make their inventions probable,” even if they do not deceive readers that what they represent is true. But he makes exceptions to the standard of probability in the “higher sorts of fables” (he is thinking here of Aesop) so that “brute animals, and vegetables too, may be allowed to speak and think”—an indulgence “granted from the necessity of the case,” he claims, “for, without it, their adventures could neither improve nor entertain us.”

In sum, it is not surprising that in a century with the explosion of wealth of particular literary examples that philosophical consideration of literature might find itself outstripped by so many possible occasions for reflection. Although not all of its literary production aroused philosophical reflection at the time, the eighteenth century may be thought to offer a certain turning point in the relation between literature and philosophy, in that the need for new forms of criticism and genre theory were made clear and critics began to employ a set of standards that were based not just on Aristotelian or classical conceptions of criticism.
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DAVID HUME

Erin Frykholm

 

David Hume has been called the most influential philosopher to write in the English language. In the current widely held narrative of the history of Western philosophy, Hume’s philosophical writings—and above all his A Treatise of Human Nature (1739–40)—are seen as a capstone of empiricism and sentimentalism. In this narrative, his work marks a turning point in early modern epistemological debates about the authority of human reason. On a closely related narrative, he is the central figure in the rise of naturalism in philosophy, which is one of the most widely held and attractive positions for contemporary philosophers. Hume was and is well-known as a powerful and deeply challenging skeptic. His reputation as a skeptic was bolstered by various critics—the most notable being Kant and Thomas Reid—who saw themselves as overcoming his skepticism, and whose responses to Hume resulted in foundational changes in the disciplines of metaphysics and epistemology.1

The attempt to reconcile Hume’s skepticism with his naturalism has been and is a great source of discussion in Hume scholarship. Perhaps Hume’s most influential contribution was his argument that we have no certain knowledge of causal relations and that the “necessary connexion” we assume to provide the necessary transition from cause to effect is in fact founded on merely probable association and the sentiment arising from the “easy transition” from one idea to another. Hume’s analysis of causation is perhaps the best example of the power of these different strands in Hume’s thought—obviously skeptical but also built on a reductive naturalist analysis of human associationist psychology structured and restricted by Hume’s empiricist commitments. This essay will survey the origins of Hume’s naturalism, empiricism, and skepticism, and how these themes are intertwined in his own writings and in his philosophical legacy.

Hume was born in 1711 in Edinburgh, the youngest of three children. His father died two years later, and Hume and his siblings were raised by their mother at the family estate in Ninewells near the English border. Having shown academic aptitude, Hume was sent to the university in Edinburgh with his older brother at the young age of ten. (Typically, students began this education around age twelve.) Hume spent four years studying classic texts and languages, logic, natural philosophy, metaphysics, and probably had some mathematics.2 It is unclear the extent of an introduction to “pneumatics”—the study of the mind and soul—Hume had there, but Hume’s philosophical interests and insights seem primarily to have grown from his own great appetite for reading after he returned home from school.3By his late teens it seems Hume was being encouraged to join the legal profession by his family, but ultimately abandoned this path for his own intellectual interests, being an avid reader with a burgeoning philosophical interest.

Perhaps as a consequence of his intellectual voracity Hume found himself in intellectual crisis in his late teens and early twenties. We know of this crisis primarily through Hume’s letter to an unknown doctor, written a few years later. 4Today we would call this a period of depression or anxiety and Hume considered it some sort of ailment and sought medical advice. What is clear from Hume’s writings is that this crisis resulted in some philosophical disillusionment. What had in his youth been a fervent passion—studying philosophy—now required some distance and moderation due to his overly “ardent application”:


There was another particular, which contributed, more than any thing, to waste my spirits and bring on me this distemper, which was, that having read many books of morality, such as Cicero, Seneca, and Plutarch, and being smit with their beautiful representations of virtue and philosophy, I undertook the improvement of my temper and will, along with my reason and understanding. I was continually fortifying myself with reflections against death, and poverty, and shame, and pain, and all the other calamities of life. These no doubt are exceeding useful, when joined with an active life, because the occasion being presented along with the reflection, works it into the soul, and makes it take a deep impression; but in solitude they serve to little other purpose, than to waste the spirits, the force of the mind meeting with no resistance, but wasting itself in the air, like our arm when it misses its aim.

(Hume 1932: I, 13–14)



In Hume’s letter to the doctor, he spoke of the periods of disillusionment and despair described by the mystics, and of himself wrote, “I have not come out of the cloud so well as they commonly tell us they have done, or rather began to despair of ever recovering.” The significance of this period for Hume’s intellectual development is found in his solution to this ailment. The best remedy, Hume wrote, was maintaining an active and balanced lifestyle, but this ran counter to his prior academic fervor. A powerful, highly stylized but recognizably similar sort of crisis concludes the first book of Hume’s Treatise.

Hume also notes in this letter that his frustration with the ancient philosophers was in part due to the fact that their theories seemed so disengaged from an understanding of human nature:


I found that the moral Philosophy transmitted to us by Antiquity, labor’d under the same Inconvenience that has been found in their natural Philosophy, of being entirely Hypothetical, & depending more upon Invention than Experience. Every one consulted his Fancy in erecting Schemes of Virtue & of Happiness, without regarding human Nature, upon which every moral Conclusion must depend.

(Ibid.: I, 16)



Hume’s first major philosophical work was explicitly begun as a study of human life: A Treatise of Human Nature: Being an attempt to introduce the experimental method of reasoning into moral subjects. While Hume’s empiricism is not solely attributable to this philosophical crisis, it is clear throughout his works that his general skepticism toward non-empirical philosophy is due in large part to its fruitlessness in the face of everyday pursuits. As he wrote later, against Pyrrhonian skepticism,


The great subverter of Pyrrhonism or the excessive principles of scepticism is action, and employment, and the occupations of common life.… When he awakes from his dream, he will be the first to join in the laugh against himself, and to confess, that all his objections are mere amusement, and can have no other tendency than to show the whimsical condition of mankind, who must act and reason and believe.

(Hume 1748: 12.21, 23; SBN 158–60)



Hume endeavored, in his philosophical writing, to begin with human nature in his reasoning, and aim at an “experimental” philosophical theory that makes sense of, rather than being at odds with or independent of, how human beings actually think, act, and live together. 5A consequence of Hume’s belief that philosophical reasoning should build upon natural and empirical foundations is his dismissal of certain subject matters popular among early modern philosophers as not philosophically meaningful, including explanations of the true nature of God, and of substance.

In addition to providing the genesis of both Hume’s naturalism and his skepticism, this period of crisis seems to have influenced Hume’s distaste for metaphysically informed religion. M. A. Stewart describes this period as not just a crisis of intellectual development, but also a crisis of faith. As noted in his letter to the doctor, Hume read the French mystics, and so, Stewart argues, would have been keenly aware of their warnings to keep reason from creeping into matters of faith; but Hume, Stewart argues, “yielded to reason” (Stewart 2005: 30). As argued by Paul Russell, Hume’s mature attitude may be understood as “irreligious”—he dismisses any ground for belief in traditional religious doctrine, and any philosophical ground to consider abstract theological arguments as philosophically meaningful (Russell 2008). Although there is little consensus on whether it makes sense to call Hume an atheist, an agnostic, or to reject our contemporary distinctions when applied to his commitments, at minimum Hume rejected the kind of religion associated with rationalists like Samuel Clarke and seemed to have little taste for enthusiastic religion in any form. In this he differed greatly from his two empiricist forebears Locke and Berkeley.

In Hume’s response to this inner turmoil, we see the connection of two of the continuing features of his philosophical work that distinguish it from many of his contemporaries. Hume explicitly, and at times with fervor, separates his theoretical philosophy from religious doctrine, and from the practice of moralizing, or giving instruction on how to live. Certainly Hume was not the first philosopher to distance his philosophy from theological commitments; even the rationalists of his time could be argued to have been making religious truths subordinate to philosophical reasoning. But Hume was especially bold in his insistence that not only must the two be distinguished, but if there was any foundation for religious belief, it would not find support in philosophical reasoning. (This distinction is particularly striking, given Hume’s claim in the Introduction to A Treatise that natural religion would be improved by this study of human nature.) In his Treatise and especially in the first Enquiry, he takes pains to remind the reader that his present arguments undermine the rational foundations of religious belief. For example, in concluding his discussion of the impossibility of believing in miracles, which by definition defy the everyday experience upon which belief is based, Hume writes about Christianity that “[m]ere reason is insufficient to convince us of its veracity: And whoever is moved by Faith to assent to it, is conscious of a continued miracle in his own person, which subverts all the principles of his understanding” (Hume 1748: 10.41; SBN 130–1). In his posthumous Dialogues concerning Natural Religion, Hume systematically calls into question the philosophical and metaphysical justifications of religion that have been offered by his predecessors and contemporaries. Some later readers, notably Johann Georg Hamann, took Hume’s arguments in the Dialogues to be a potential support for fideism.

In what might be seen as a parallel vein, Hume explicitly distances his work from the sort of moralizing prominent in the philosophy of his immediate intellectual predecessors. Whereas Shaftesbury included in his Characteristicks print plates portraying images of virtue, for the contemplation of the reader, Hume described his philosophy as the work of the anatomist, not the painter, and underscored that the reader should not expect a moral education from his philosophical texts. (Hume introduced this analogy in a letter to Hutcheson, in response to the latter’s critique to the point, in Hume’s words, that his text lacked “a certain Warmth in the Cause of Virtue”; letter to Francis Hutcheson, 17 September 1739, in Hume 1932: I, 32–33.) This emphasis in Hume’s work on the separation between analyzing morals and teaching readers to be moral is particularly noteworthy when we consider Hume’s philosophical education. As M. A. Stewart explains, “The mission of education in Hume’s day was to train students for virtuous living in a society regulated by religious observance” (Stewart 2005: 12). These themes in Hume’s philosophy highlight the extent to which his early formal education had little to do directly with his philosophical thinking, and they are largely responsible for his later exclusion from the academic community (which we will touch on later).

Following this period of intellectual and psychological unrest described above, Hume tried his hand as a merchant, and spent some time traveling to London and France, where he developed his understanding of French philosophy, most notably that of Malebranche and Bayle. Over the course of these years, he wrote his Treatise, of which Books 1 and 2 (“Of the Understanding,” and “Of the Passions,” respectively) were published in 1739 after his return to Scotland, with Book 3 (“Of Morals”) following a year later. Hume met with great disappointment at the reception of A Treatise. As he famously described in his brief intellectual autobiography “My Own Life,” his great masterwork excited little interest and fell “dead-born from the press.” He later distanced himself from A Treatise when Reid, James Beattie, and other critics seized on the work to criticize Hume as a skeptic; but at the time the failure must have been particularly stinging to his vanity, given that he was no doubt aware of just how powerful and innovative its arguments were.

Of the many important philosophical insights offered in the Treatise but initially ignored by the public, I will mention several. In this text, we see Hume’s arguments that the contents of our minds are reducible to impressions from experience and their copies, called ideas; that the foundation of causal reasoning is habitual inference (see Peter Kail’s Chapter 7 in this volume) and our understanding of causal powers involves belief, not provable fact; that belief, which plays a primary role in our understanding and is ubiquitous in our mental life, incorporates feeling as well as reason; that belief naturally follows judgments of probability; that determinism and freedom are compatible; that a reductive account of the passions can be given that shows human passions to be structured in a manner nearly identical to animal passions; and that sentiment is foundational for moral judgment. As Hume wrote in the “Abstract” he penned to try—unsuccessfully—to get a wider hearing for his work, the account of human knowledge offered in Book 1 is significantly limiting:


the philosophy contained in this book is very sceptical, and tends to give us a notion of the imperfections and narrow limits of human understanding. Almost all reasoning is there reduced to experience; and the belief, which attends experience, is explained to be nothing but a peculiar sentiment, or lively conception produced by habit. Nor is this all; when we believe anything of external existence, or suppose an object to exist a moment after it is no longer perceived, this belief is nothing but a sentiment of the same kind. Our author insists upon several other sceptical topics; and upon the whole concludes that we assent to our faculties, and employ our reason, only because we cannot help it.

(Hume 1739–40: T Abstract Abs. 27; SBN 657)



Along with the denial of certain knowledge of matters of fact and existence, and of a necessary connection between the objects to which we attribute causal relations, Hume equally forcefully insists on the power of human nature to override skeptical conclusions and carry us through our lives based on custom or habit. So while Hume is deeply skeptical about the power of reason to establish truths about matters of fact, he is unbothered by this skepticism, believing that philosophical uncertainty of this sort has no sway when we leave our quiet, abstract thought and go about our lives. Given the conclusions of philosophical skepticism, he argues, “’Tis happy, therefore, that nature breaks the force of all sceptical arguments in time, and keeps them from having any considerable influence on the understanding” (Hume 1739–40: 1.4.1.12; SBN 1867).

Hume’s most influential skeptical argument is his argument about causation that concludes the third section of Book 1 of A Treatise, which is often understood as motivated in part by his familiarity with the work of Malebranche (see Kail 2008 and Peter Kail’s essay, Chapter 7 in this volume). In the opening chapters Hume argues that the contents of our minds reduce to immediate impressions, or ideas that are copies of impressions. Once this premise is established, Hume concludes from it that any idea in the human mind must be definable in terms of previous impressions. Any term that we use that does not refer to an idea that is ultimately derivable from an impression is meaningless. In A Treatise, Hume argues that we never have any impression of a cause in objects, only the impressions of constantly conjoined events. All we perceive are constant conjunctions, and with repeated experience of these conjunctions we develop mental habits of association. Strictly speaking, then, the meaning of the idea of a “cause” refers to objects that are constantly conjoined, and the mental association we draw between the ideas of these two objects. While this definition meets his criterion for meaningfulness, it importantly shows that we cannot say that causal powers exist in objects independent of these mental habits. Without being able to make this claim, our knowledge of causal relations reduces to expectations and beliefs, based on previous experience, and lacks any certainty.

Hume’s argument that our idea of a necessary connection comes from mental habit rather than properties of objects entails that our knowledge of how the world works—from the operation of gravity to the motion of the planets—is based on facts about the past and beliefs (rather than facts) about how it will be in the future. Hume argues that any belief about the future state of the natural world is based on the belief that the future will resemble the past—a belief in the uniformity of nature. However, our confidence in the uniformity of nature is based solely on past experience, our knowledge that in the past, the future has resembled the past. The only argument we can construct to establish the uniformity of nature is therefore circular, and so our supposed certainty that nature will continue to be uniform is rationally unjustified. Our confidence is not based on rational conclusions, but rather on the effects of repeated experience on the mind (the formation of mental habits of association). Hume’s empiricism was the impetus for this account of knowledge and the meaning of ideas; this argument established definitively the fallibility of inductive reasoning, and it was taken up by the logical empiricist movement in the twentieth century as the foundation of an even more skeptical account of meaning and knowledge.

Hume’s skepticism about the power of reason to provide certain knowledge about matters of fact is importantly entwined with his account of belief. Though reason cannot offer proofs, habit and experience give rise to inescapable beliefs, such as the belief that Xs always cause Ys. This is in fact formed by the repeated constant conjunction in our experience between particular instances of X and Y. On Hume’s view, beliefs are lively ideas, which are brought to mind by the habitual association of ideas and approach impressions in their vivacity or force. Consequently for Hume the power of belief is affective—it influences us in much the same way as present impressions influence us. In this argument, the power of belief is a power we are in some sense subject to, and this role for belief in producing knowledge or motivating action leaves no role for an active mind over and above its being the receptacle of impressions and beliefs, and the vehicle in which ideas are associated by force of habit and experience. Hume notoriously argues that “[r]eason is, and ought only to be the slave of the passions, and can never pretend to any other office than to serve and obey them” (Hume 1739–40: 2.3.3.4; SBN 414–15). The psychology of belief and motivation that Hume presents, particularly as it explains our moral motivation and moral judgment, is one of his most enduring, and still debated, legacies. In this respect, Hume is seen as a forerunner of cognitive science and contemporary moral psychology.

Building on his development of a psychology of the affects in Book 2 of A Treatise, in Book 3 Hume follows in the tradition of Shaftesbury and Hutcheson in arguing that passions, or sentiments, rather than reason, are the source of our moral judgments (although Shaftesbury and Hutcheson make much greater use of reason in their accounts than might appear at first glance). But since his account of the affects in Book 2 is far closer to Mandeville and Hobbes in its delight in reductionistic and mechanistic explanation, his moral psychology differs greatly. On Hume’s account, my moral assessment of a person’s character trait as praiseworthy just is the sentiment of approbation that I feel upon observing this trait (with qualifications for the appropriate unbiased circumstances of observation). The difference between a case in which a sapling overtakes and chokes its parent tree, and the case in which a child grows and kills its parent, is not a difference in any of the facts of the case, but rather a difference in how I feel about the latter case. Parricide is vicious because it produces a sentiment of disapprobation in me— although Hume develops the general point of view and stresses stable features of human nature to avoid this giving rise to full-blown relativism. Hume goes on to elaborate on the types of traits considered virtuous and vicious, intentionally blurring the line between “natural” and “moral” virtues, and generalizing that those traits we approve of are those useful or agreeable to the agent or to those in her narrow circle (those immediately affected by her actions). Wit, eloquence, and pride are agreeable, industry and strength useful; humility is disagreeable, injustice harmful. In short, the account of virtues and vices we get from Hume is a far cry from a traditional list of Christian virtues, and the reason these traits are virtues is subjective and contingent on human nature.

Although Hume develops the work of his close predecessors in many ways, especially the work of Francis Hutcheson, Bernard Mandeville, John Locke, and Joseph Butler, part of what sets his work apart is the extent to which he was unconcerned with issues that these philosophers took to be fundamental to their work. In particular, Hume was not interested in debates over whether human beings are fundamentally self-interested or benevolent, nor is he interested in arguing for a distinct moral sense, by which we perceive distinctly moral properties. On this latter point, he does not consider himself at a distance from Hutcheson, writing, “But a late philosopher [footnote: Francis Hutcheson] has taught us, by the most convincing arguments, that morality is nothing in the abstract nature of things, but is entirely relative to the sentiment, or mental taste of each particular being.” 6Yet whereas Hutcheson describes the public sense as that by which we sympathize with others, and the moral sense as the sense by which we perceive the virtue in benevolent action (action in accordance with the public sense) (Hutcheson 1728: 1.1.2), Hume argues that sympathy is the mechanism that gives rise to moral sentiments. On this point, Hume argues that we sympathize with the effects of observed traits on people, rather than specifically the effects of benevolent traits—the good intention of the agent is notably absent from his account of virtue. Whether one acts out of self-interest or concern for others is irrelevant to the virtuousness of one’s traits. He even allows that the virtuousness or viciousness of a trait can depend on the society in which the agent lives, further emphasizing that there is no unique moral valence for any particular trait. Unlike Hutcheson, who argued that our moral sense approves only of benevolent actions and our moral approval diminishes insofar as the actions are self-interested, Hume thought the debate about whether people are benevolent or self-interested was a “vulgar dispute” not likely to be resolved (Hume 1751: 9.4; SBN 270–71). Hume’s ability to largely ignore this debate is probably a debt he owed to Butler, who had famously argued that self-interest and benevolence were not inconsistent or at odds when properly understood. Hume’s resulting theory is noteworthy as an account of virtue defined from the standpoint of those affected by it (Abramson 2008; Baier 2006; Brown 1994), as well as a potential theoretical predecessor to utilitarianism (Darwall 1995; Rosen 2003).

Furthermore, as noted earlier, Hume constructed the foundation of an ethical theory independent of any aim to give moral instruction. In writing from the perspective of examining, describing, and discerning human nature—as distinct from examining how human beings should live or how best to conduct ourselves—Hume further distanced his moral theory from any kind of religious justification (whether doctrinal or natural). Modern moral philosophy was generally taken to be not only compatible with, but supportive of and supported by, a religious view of the world in which human beings occupy a particular place, and have a particular function. These perspectives were mutually informing, and allowed moral theorizing to function in service of directing people how to live. Hume’s aim to give a naturalist account was in part an aim to derive a standard of morality that did not presuppose any system of belief, prior to an understanding of human nature. In this process of observing and accounting for human nature, Hume famously, and problematically, explained that one cannot derive a notion of “ought” from a notion of “is”—that is, from mere descriptive claims, we cannot derive normative claims (Hume 1739–40: 3.1.1.27; SBN 469–70). There has been widespread disagreement on how to interpret this paragraph, but its influence in the further development of naturalist ethics is indisputable.

These arguments introduced in the Treatise were the foundation for Hume’s later philosophical texts, and while he changed some details and presentation, the main themes remained consistent. As mentioned above, this lengthy text did not garner the popular readership or scholarly attention that Hume had hoped for. In 1741 and 1742, he published two volumes of Essays, Moral and Political, which were met with moderately better success. The essays contained in these volumes may have included material he had intended for the further volume of A Treatise on “criticism” mentioned in the Advertisement but never undertaken. Hume wrote them in the hope of reaching a broader audience than he had with the Treatise, by using the essay form to convey the same ideas; he likened them to “dung and marl” which would bring new life to the “more durable” yet “more stubborn” Treatise (letter to Henry Home, 13 June 1742, in Greig ed., Hume 1932: I, 43). 7In 1745, the Chair of Ethics and Pneu-matical Philosophy opened up at the university in Edinburgh, and Hume applied for the post, but he was opposed by many of his contemporaries, including, to his great surprise, Francis Hutcheson. The position required a statement of theological commitment, and its holder was taken to be a championing voice for the fundamental moral principles of society. Given Hume’s dismissal of the possibility of either an ontological or cosmological argument for the existence of God, his skepticism about revealed religion, his argument that belief in Christianity is literally contrary to human nature, his claim that virtue and vice are what they are insofar as they are based on human sentiments, and his insistence on the separateness of moral anatomy from moral painting, he was hardly fit for the job. Six years later, he again failed in an application for the Chair of Logic at Glasgow, and ultimately never held an academic post.

After failing to secure the position in Edinburgh, Hume traveled through Europe with his cousin, a Lieutenant General, publishing Philosophical Essays concerning Human Understanding—essentially a reconception of Book 1 of the Treatise—in 1748 while he was in Italy (more familiar under its later title An Enquiry concerning Human Understanding). In 1751 this was followed by An Enquiry concerning the Principles of Morals, Hume’s recasting of Book 3 of the Treatise, which he avowed as the favorite of his philosophical works. 8Hume’s devastating criticism of contractarianism, “Of the Original Contract,” had appeared in Three Essays, Moral and Political in 1748. In 1752 he published the Political Discourses. In addition to the aforementioned volume on criticism in the Advertisement to A Treatise, Hume also mentioned a volume on politics. The Political Discourses in conjunction with A Treatise and his earlier essays on politics are today viewed as a major and lasting contribution to political theory and political economy.

It was in this year that Hume became the librarian for the Edinburgh Faculty of Advocates, a change which marks the beginning of his historical writings, and the wane of his philosophical writing. Though topically distinct, philosophers have increasingly come to agree that the common themes in Hume’s works belie much less of a shift than this suggests. While at the library, Hume began his work on what would become his best-selling text, during his lifetime: The History of England from the Invasion of Julius Caesar to the Revolution in 1688. The History was comprised of six volumes, published in 1754, 1756, 1759, and 1762; Hume wrote the final two volumes on the Stuart and Tudor monarchies first, and completed the chronologically prior volumes later.

Though Hume’s History has been criticized as being a “Tory” history, this was not Hume’s intention. As evidenced in his philosophical works, Hume embraced a philosophy of history that lauded those historians who could narrate a period in history from an unbiased and comprehensive perspective. Hume’s relatively sympathetic view of Charles I drew early criticism, and in a letter to William Strahan Hume wrote, “I was indeed apprehensive, that the blind Rage of Party had entirely obstructed the Sale of it. I am as anxious of Correctness as if I were writing to Greeks or French” (letter to William Strahan, 13 November 1775, in Greig ed., Hume 1932: II, 304). To Hume’s credit, time has only broadened the reception of his History as a thoughtful and thoroughgoing philosophical historical account.

Hume’s earlier philosophical work argued for a philosophical approach to history as important for our moral understanding. On Hume’s view, studying history is vitally important for the study of human nature more generally:


These records of wars, intrigues, factions, and revolutions, are so many collections of experiments, by which the politician or moral philosopher fixes the principles of his science, in the same manner as the physician or natural philosopher becomes acquainted with the nature of plants, minerals, and other external objects, by the experiments which he forms concerning them.

(Hume 1748: 8.7; SBN 83–84)



In addition to being a catalogue of information on human nature, Hume thought that well-written and unbiased history could draw on the reader’s sentiments in such a way as to enliven the sympathies requisite for moral judgment, without engaging our private, biased sentiments (Hume 1751: 5.2.43; SBN 230).8 In this way, studying history creates an idealized situation for moral judgment. Any reader of Hume’s History is aware that the moral assessment of historical figures was as important to him as the presentation of their actions.

Hume’s philosophical works never had the reception he had hoped. Though his Essays were more well received than his Treatise had been, the general public reception of Hume’s works was limited, and the academic reception was critical. In 1757 Hume published Four Dissertations, which included “The Natural History of Religion,” “Dissertation on the Passions” (the reconception of the middle book of his original Treatise), and two essays, “Of Tragedy” and “Of the Standard of Taste” (the latter being his major contribution to the philosophy of art). The work was originally entitled the Five Dissertations, but due to the threat of prosecution by Warburton (who had examined a prepublication copy) two essays—“Of Suicide” and “Of the Immortality of the Soul”—were ripped out of the already printed copies of Five Dissertations and replaced with “Of the Standard of Taste,” and it was published as Four Dissertations. Beginning in 1753, Hume was targeted, along with his cousin Henry Home, Lord Kames, by pamphlets and petitions for excommunication from the Church of Scotland, a proposal which was ultimately voted down by the General Assembly several years later.10 Despite the public controversy, Hume felt his work was frustratingly ignored. In his brief autobiographical essay, Hume describes the reception of his Natural History of Religion: “Its public entry was rather obscure, except only that Dr Hurd wrote a pamphlet against it, with all the illiberal petulance, arrogance, and scurrility, which distinguish the Warburtonian school. This pamphlet gave me some consolation for the otherwise indifferent reception of my performance” (Hume 1777: xxxvii). By contrast, his political and historical writings brought him no small success. His Political Discourses garnered praise, and his History became the most popular history in Britain. It was from these volumes that Hume finally received stable, and sizeable, income.

After the publication of the History, Hume was persuaded to travel to Paris as a secretary to the embassy. It was on this trip that he was asked to accompany Jean-Jacques Rousseau back to England, to give the exiled philosopher safe harbor. This favor turned out to be the beginning of a public humiliation for Hume. Rousseau was, by most accounts, mentally unstable while in England, and within a short time accused Hume of being involved in a conspiracy against him, maligning Hume’s character in what was the equivalent of a major tabloid story. Hume found himself unexpectedly drawn into this public dispute, and faced the threat of Rousseau’s publication of his accusations. Hume was encouraged to publish his side of the story, but was quite reticent to enter into the disagreement in such a public manner. Writing to Adam Smith, Hume explained that he saw himself clearly in the right, but did not want to pursue this publication, “I shall not publish them unless forced, which you will own to be a very great degree of self-denial. My conduct in this affair would do me a great deal of honour, and his would blast him for ever, and blast his writings at the same time” (letter to Adam Smith, August 1766, in Greig ed., Hume 1932: II, 82–83). As the dispute continued, with great public interest, Hume found himself forced to publish his own defense: “Even those who at first joined me in rejecting all idea of it wrote to me and represented that this strange man’s defiances had made such impression, that I should pass universally for the guilty person, if I suppressed the story.… I never consented to anything with greater reluctance in my life” (letter to Horace Walpole, 20 November 1766, in ibid.: II, 108). In the end, as much as he despised engaging in this public debate, Hume feared more the reputation he would suffer if he kept silent, as “a treacherous and false friend” (letter to Comtesse de Boufflers, 2 December 1766, in ibid.: II, 114).

Hume spent his final years at home, ailing from what was probably a tumor on his liver but by most accounts in good spirits. During this time, he continued editing his most controversial text, the Dialogues concerning Natural Religion, which he arranged to have published after his death. In some sense, Hume knew that his ideas would not induce immediate influence and change in philosophical circles, but even in his modesty, he could not have predicted the extent of his influence since. We are told by Adam Smith that Hume had a sense of humor about his lack of influence in his final days, imagining what excuse he could give Charon for not taking him across the river just yet:


I might still urge, “Have a little patience, good Charon, I have been endeavouring to open the eyes of the public. If I live a few years longer, I may have the satisfaction of seeing the downfall of some of the prevailing systems of superstition.” But Charon would then lose all temper and decency. “You loitering rogue, that will not happen these many hundred years. Do you fancy I will grant you a lease for so long a term? Get into the boat this instant, you lazy loitering rogue.”

(Smith 1776: xlvi)11



The accounts of Hume’s death from Smith and others close to him portray him in good spirits—so good, in fact, that after his death critics criticized his irreverence. But by these accounts, it is clear that Hume maintained the lesson learned in his youth, that his philosophical efforts would only prove fruitful if balanced by good company, physical activity, and diversion. Though accounts such as Smith’s come from reliable sources who knew Hume well, there has been controversy over whether Hume was as comfortable as he presented himself to his friends. Some accounts suggest that Hume agonized over his death in private much more than he let on.12 One might speculate that Hume’s young “reflections against death,” which had initiated his intellectual crisis, were called to mind in the face of his own mortality, but with little further information it seems indelicate to draw conclusions about Hume’s final state of mind as regards his own skepticism, and his own confrontation with mortality.

In addition to Smith’s letter, written shortly after Hume’s death, several other people close to Hume publicly reflected upon his death. Perhaps the most effusive was Hume’s friend and relative, John Home the author of the tragedy Douglas (the work that had inspired Hume’s essay “Of Tragedy”), who in an unpublished sketch written in 1776 remarked on the scope and significance of Hume’s work:


He dispelled the darkness of many Centuries; overturned opinions which had been established upon the authority of ages, unhinged the faith of the world in all matters human and divine; gave a shock to the whole system of Literature, introduced new ideas into everything, and carried novelty and light into Religion, Metaphysics, Morality, Criticism, Politics and Commerce.

(Fieser 2005: IX, 349)



Forgiving a bit for the bias of kinship, there is truth in Home’s assessment. Though Hume did not see evidence of the enormity of this influence in his lifetime, the centuries since his death have continued to draw new influences from his work. The scope of his influence is as remarkable as Home suggests. In particular, while Hume’s naturalism had the reception he grew to expect from his contemporaries, it has become increasingly attractive as a moral foundation in the nearly 300 years since. Particularly in the last half century or so, interest in naturalism in ethics, as well as interest in sentimentalism as a moral epistemology, has grown. Interest in Hume’s moral theory has developed as the traditional framework of ethical debates in terms of deontology vs. consequentialism has been questioned and criticized as theoretically ideal. Critics of standard ethical and metaethical theories draw on Hume in a variety of ways: feminist philosophers have argued that Hume’s moral epistemology supports feminist critiques of traditional moral theory; recent “neo-sentimentalist” philosophers argue that moral knowledge and moral concepts are best understood as involving sentiments; and non-cognitivists argue that moral judgments express desires or attitudes, and so have no truth values.13 In addition to his influence in contemporary ethics and metaethics, Hume’s influence is pervasive across the philosophical spectrum. For example, his belief/desire model of motivation inspires contemporary debates in philosophy of mind; as noted above, his account of meaning motivated the positivist movement in the twentieth century; his reductionist metaphysics inspired David Lewis’s “Humean supervenience”; and he is regarded as a primary precursor to twentieth-century philosophy of science, having had particular influence on Karl Popper’s work in this area. Key figures both within and outside the philosophical tradition have cited Hume as direct inspiration, including his friend Adam Smith, Immanuel Kant, Charles Darwin, and Albert Einstein. Hume’s work did “deliver a shock,” not just to religious belief but to our faith in human reason, and its reverberations still echo in contemporary philosophy.

Notes



  1 “Naturalism,” “empiricism,” and “sentimentalism” were not terms used by Hume and his contemporaries.

  2 The full range of subjects studied by Hume before he left is not recorded, but M. A. Stewart argues that based on the timeline, the above list is the most likely (Stewart 2005: 19–25).

  3 M. A. Stewart makes a convincing case for the general irrelevance of Hume’s formal education to his philosophical thinking (Stewart 2005).

  4 Written March or April 1734, in Greig ed., Hume 1932: I, 12–18. Most scholars think this letter was never mailed. See Mossner 1980: ch. 7; and Wright 2003.

  5 For more on the significance of this period, see Moore 1995; Stewart 2005.

  6 From an excised section of the first Enquiry (Hume 1826: 13n)

  7 Hume also thought the Essays were philosophically kindred to the Treatise: “I believe the philosophical Essays contain every thing of Consequence relating to the Understanding, which you would meet with in the Treatise; & I give you my Advice against reading the latter. By shortening & simplifying the Questions, I render them much more complete” (letter to Gilbert Elliot, March or April 1751, in Greig ed., Hume 1932: I, 158).

  8 Scholars have spent a lot of effort considering the extent to which these revised versions of essentially the same arguments are philosophically different, in potentially significant ways. For some examples of the range of this debate, see Fogelin 2009; Millican 2002.

  9 For more on Hume’s valuation of history in this regard, see Siebert 1990 and Costelloe 2007.

10 For more on this extended persecution see Fieser 2005: IX, xx–xi.

11 Smith tells us that Hume was reading Lucian in his final days, and this is confirmed by a letter written by one of Hume’s doctors, William Cullen. For more on exactly what Hume was reading, and the context of these statements, see Baier 2008: ch. 6.

12 See Fieser’s 2005: introd., xxiv–xxvi, and subsequent documentation.

13 On feminist adaptations see, for example, Jacobson’s Feminist Interpretations of Hume (2000), Baier (1987). On neo-sentimentalism see Slote, Moral Sentimentalism (2010), Prinz (2007), D’Arms and Jacobson (2006). On whether or not Hume is a non-cognitivist, see Bricke (1996).
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JEAN-JACQUES ROUSSEAU

Ryan Hanley

 

Rousseau loved paradoxes. His most famous paradox introduces his Du contrat social (Social Contract): “Man is born free, and everywhere he is in chains… How did this change occur? I do not know. What can make it legitimate? I believe I can answer this question” (Rousseau 1762a: OC III, 351; 131). With some rewording we might similarly render the aims of the present essay: “Rousseau is a genius, and everywhere he is comparatively neglected by philosophers today. How did this happen? I do not know. What can remedy it? I believe I can offer some suggestions.” More conventionally: my aims in what follows are to provide a brief overview of Rousseau’s life and also to point to several of the most promising avenues in current and possible future philosophical research on his thought.1

Rousseau was born in Geneva in 1712.2 His mother died only days after his birth leaving him to be brought up by his father. Isaac Rousseau was hardly an ideal father – his temperament led him to quarrel with a local noble and then flee his city and his son rather than face trial – but Rousseau in his later writings would in time idealize both his father and his childhood as origins of his loves of virtue and freedom. But his greatest childhood debt was perhaps to Geneva itself, which would, to the end of his life, remain for him the quintessential image of a free republic of independent citizens, and a worthy latter-day successor to the classical republican traditions of Sparta and Rome. Throughout his literary career, Rousseau would sign his works (or at any rate those he thought would bring honor to his city) as “citizen of Geneva” – despite the fact that he lived nearly his entire life outside of the city of his birth. This alienation was formally owed to an accident: wandering outside of the city one evening with his friends, the fifteen-year old Rousseau found himself unable to make it back by curfew; locked out from his city, he resolved the next morning to leave it altogether. Rousseau was at that time apprenticed to an engraver, and his unhappi-ness with this lot led him to seize the first opportunity of escape that presented itself. In few other acts of his life do we have such a clear instance of the paradoxes that drove him: the man destined to be renowned as a great critic of worldly vanity and great champion of the dignity of common men owed to his ambition, his pride, and his restlessness his decision to abandon his beloved city and trade a life “simple and obscure” for a future he could only imagine (Rousseau 1798: OC I, 43; 37).

Rousseau’s path led him most immediately to the town of Annecy in the Savoy, a then-independent region in what is today eastern France, and specifically to the door of Madame de Warens. Mme de Warens was herself an exile. Having fled an unhappy marriage in the Swiss canton of Vaud, she became a Catholic convert, and supported by a pension from the King of Savoy she took responsibility for the support of other converts from Protestantism. Rousseau himself became one of these, and his twelve years under her protection began in 1728 with his own conversion to Catholicism. Yet this conversion was more a matter of convenience than of conviction, and much more important to Rousseau’s development in this formative period were other awakenings that he experienced in her household. Some were sexual; it was to Mme de Warens that Rousseau owed his sexual initiation at the age of twenty-one. But equally or more important was his intellectual awakening; in her household, Rousseau began a remarkable period of autodidactic exploration that included wideranging reading in multiple fields as well as initial ventures at scientific experimentation and botanizing – the latter a passion he would cherish for the whole of his life.

Of more immediate importance is that under Mme de Warens Rousseau began his instruction in music, which would in time become one of his life’s great passions and occupations. In a formal sense, young Rousseau’s music training equipped him for a trade – music copying – that enabled him to earn a living. But more significantly, Rousseau’s musical training enabled him to make his entry into the world. That this would have been the case was not always obvious; his amusing story of an early disastrous conducting experience attests to the fact that Rousseau’s ambitions occasionally outran his training and talent. But it is ultimately Rousseau who had the last laugh: in the decade following his arrival in Paris, Rousseau established himself at the very center of Paris’s musical world. This emergence began with his project for a new system of musical notation, which was read before (though not funded by) the Academy of Sciences in 1742, and extended through his pamphlet war with the esteemed composer Rameau on the merits of French versus Italian opera, and culminated in his own composition of several stage works, including an opera, Le devin du village (The Village Soothsayer), which was performed before Louis XV in 1752, and a play, Narcisse, performed at the Comédie Française the same year. But perhaps Rousseau’s most important commission during those years was the invitation to write the articles on music for the monumental Encyclopédie of Diderot and D’Alembert. On arriving in the capital, Rousseau had befriended the two editors as well as several other future encyclopédistes, and indeed seemed destined to become a brother-in-arms with the philosophes.

Rousseau’s Paris idyll was, however, no more destined to last than his idyll with Mme de Warens – and ultimately it was the very unraveling of this idyll that transformed Rousseau from burgeoning musician and Parisian philosophe into the counter-Enlightenment moralist that he is remembered as. The most significant event in this unraveling, according to Rousseau himself, came in the course of a famed trip to visit Diderot. In August 1749, Rousseau left Paris on foot to visit Diderot at Vincennes, where he had recently been imprisoned for his Lettre sur les aveugles (Letter on the Blind). En route from Paris, Rousseau stopped to rest, opening a copy of the Mercure de France that he had brought with him. In the journal he found a notice for an essay competition sponsored by the Academy of Dijon on the question of whether progress in the arts and sciences had proved to promote progress in morals. Reading that notice, Rousseau would later claim, was the catalyst for the most powerful moment of illumination of his life, and his entire literary career, he would further insist, was dedicated to attempting to recapture the revelations that he experienced in the hour of reverie that followed (Rousseau 1798: OC I, 351, 1135–36; 294–95, 575). The immediate fruit of his revelation beneath his tree was the Discours sur les sciences et les arts (Discourse on the Sciences and the Arts or first Discourse), which won the Dijon competition and was published in 1750. In the first Discourse, Rousseau presented his first and most forthright challenge to what he took to be the main exponents of the Enlightenment’s understanding of the relationship of progress to morality. Some sense of the force of this challenge can be understood by examining its context. In his own 1752 essay “Of Refinement in the Arts,” David Hume – whose fortunes would later be tragically intertwined with Rousseau’s – argued that “industry, knowledge, and humanity, are linked together by an indissoluble chain,” with progress in science and commerce and progress in morals all of a piece (Hume 1752: 271). Rousseau anticipated Hume’s imagery but inverted it to make precisely the opposite point: the sciences and arts, he argued, merely “spread garlands of flowers over the iron chains” that enslave civilized men (Rousseau 1750: OC III, 7; 5). Rousseau even took a further step: not only did he deny Hume’s connection between progress and the improvement of morals, but he also insisted that such progress in fact corrupted common morality and indeed that the attempt to promote such progress through public enlightenment necessarily corrupted the sciences and the arts themselves. Rousseau’s questioning of public enlightenment had the immediate effect of heralding his initial break from the philosophes. But it also poses questions that speak directly to the pressing concerns of our own day, including the moral implications of scientific progress, the value and nature of public enlightenment and indeed the so-called “Enlightenment Project” as a whole, and the possible coexistence of a politics predicated on egalitarian assumptions and a vision of philosophy predicated on rather less egalitarian assumptions (on these themes, see Gourevitch 1972; Mason 1987; and Black 2009).

Among Rousseau’s most dramatic allegations in the first Discourse was his claim that the sciences and arts corrupt by encouraging what is at once the most characteristic and destructive passion of civilized man: his “need” to be recognized as superior to others. This insight would soon come to form the core of Rousseau’s most dramatic indictment of civilized or enlightened society: the Discours sur l’origine et les fondements de l’inégalité parmi les hommes (Discourse on the Origins and Foundations of Inequality or second Discourse), published in 1755. Like the first Discourse, the second Discourse was also a response to a question posed by the Academy of Dijon. This time the question concerned whether inequality was established by natural law. In answering this question, Rousseau provided his own most forthright response to the defense of liberal political orders set forth by the principal seventeenth-century natural law theorists. As the great Rousseau scholar Robert Wokler once suggested, among the core insights of the second Discourse is the claim that it is to the attempts of Hobbes, Pufendorf and Locke to solve man’s problems that the principal political problems of his own day could in fact be traced (Wokler 2001: 52–54; see also the essays collected in Wokler 2012). And the principal problem on which the second Discourse focused was precisely that introduced in the first Discourse: the love of esteem and consideration. Where the natural law theorists sought to establish orders capable of minimizing the destructive effects of vanity and pride ostensibly endemic to man’s natural state, it was Rousseau’s allegation that it was precisely the political and social and commercial structures advocated by such theorists that animated and liberated vanity’s destructive potential.

The core distinction of the second Discourse is thus a distinction between man in his original or natural state, and man as he has come to be shaped by civil society. Rousseau clearly believed that this transformation was for the worse, organizing the second Discourse around the transition from the freedom and simplicity of natural man, governed only by his desire to satisfy his physical needs (the subject of Part 1) to the distraction and misery of civilized man, driven to frenzy by new needs born in society and further inflamed by his imagination (the subject of Part 2). The chief of these new needs – and indeed the one that fundamentally distinguishes natural man in his native goodness from civilized man in his corruption – was the good of esteem or recognition. Rousseau’s sketch of the evolution of human moral psychology emphasizes this. Natural man was actuated by two passions only: the desire for self-preservation (amour de soi), which prompted him to attend to the needs of his body, and compassion for other sensible beings (pitié), which led him to be reticent to be the agent of harm to others. Actuated by these passions and desiring only those goods necessary for physical survival, natural man’s life was both simple and solitary. Yet as men came to live together – a transformation that Rousseau attributes not to man’s innate sociability, as did many eighteenth-century theorists, but rather to external natural disasters that rendered solitary survival precarious, if not impossible – our natural passions were transformed. Most importantly, amour de soi (the self-love originally concerned with physical survival alone) came to be transformed into amour-propre – a new self-love concerned with our need for recognition and approval from others (Rousseau 1755: OC III, 219; 91–92). Rousseau tells a charming story about the birth of this new passion in the hearts of those first men and women who gathered together to dance and sing around the fire; indeed Rousseau strikingly says that this nascent communal life and not the solitary life of the savage was at once the happiest stage of our evolution and the one most suited to us (ibid., OC III, 170–71; 48–49). Yet this happy state was not destined to last. Communal living not only gave birth to the love of esteem; it also gave rise to sophisticated and efficient systems for producing and the means of achieving esteem; as readers from Adam Smith to Karl Marx recognized, Rousseau’s critique of amour-propre quickly evolved into a wholesale critique of the division of specialized labor and the distribution of private property upon which commercial society was founded (for a helpful guide see Colletti 1972). In any case, having reached such a point, man’s nature was entirely transformed – not only had the innocent self-love of self-preservation given way to the new self-love of vanity, but this new self-love had come to overwhelm the other fundamental passion of man’s nature, compassion, with the effect that men no longer hesitated to harm others in order to gratify their desires. Ultimately it is to this transformation in our moral psychology that Rousseau traces all of the discrete political ills on which the second part of the second Discourse focuses: the duplicity of esteem-seekers who pretend to be what they never were in order to satisfy their love of praise, the inequality between the strong and the weak that was endemic to nature but comes to be legitimated through law, and the domination of the rich over the poor.

Taken on the whole, Rousseau’s critique of commercial modernity, following as it does from his study of amour-propre and the love of relative superiority, is founded less on the claim that commercial society liberates the vulgar passion for acquisition or destroys the love of virtue (though Rousseau of course thinks that it in fact does both of these things), than on the claim that commercial society provides the widest possible field for what the ancients called thumos, or the part of the soul in which the love of domination resides. In so doing, Rousseau raises a number of questions concerning his place in the history of philosophy – not only relative to the ancients on which he liberally drew, but also relative to his contemporaries. For not only was Rousseau an important interlocutor in the debates within early modern natural law, as noted above, but he also stands as a key figure in both the debates within classical French moralism over the role of self-love (e.g. Pascal, Nicole and La Rochefoucald) as well as eighteenth-century debates over the relative degrees of benevolence and egocentrism inherent to human nature (e.g. Shaftesbury, Mandeville and Hutch-eson) – not to mention his influence on later social theorists from Smith to Kant (on Rousseau and Smith, see e.g. Force 2004; Rasmussen 2008; and Hanley 2009). Today the second Discourse remains a key text in our attempts to understand pressing contemporary issues, including most notably the proper response to the moral implications of commercial modernity.

Rousseau’s early writings chiefly sought to identify the ills endemic to and exacerbated by the civilization in which he lived. But after 1755, as has been noted, Rousseau turned to the more positive project of ameliorating these ills (see Gauthier 2006: 25–26). At the same time, while Rousseau’s later work consistently takes this ameliorating project for its aim, it hardly proposes a single route towards this end. Nor are the routes proposed always those which one might expect. One of the clearest examples of this is to be found in Rousseau’s 1758 Lettre à D’Alembert (Letter to M. D’Alembert on the Theatre). The immediate occasion for the Letter was the article on “Geneva” by D’Alembert published in the seventh volume of the Encyclopédie. In his article, D’Alembert made two claims that the citizen of Geneva could hardly abide: first, that the Genevan pastors secretly subscribed to Socinianism (i.e. the denial of the divinity of Jesus), and second, that Geneva would do well to build a public theater. Neither suggestion sat well with Rousseau, and in his consternation he spent three intense weeks composing a response. But for all the bombast of the Letter, it yet contains a subtlety that characterizes many of Rousseau’s “positive” or ameliorative projects. Specifically, the key lesson of the Letter seems to be that Geneva – proud, free, republican – ought never to allow a theater, symbol of all that is depraved and corrupted, to be built in its midst. In this respect, Rousseau seems to take a hard line. But Rousseau himself frequently counseled his readers not to assume that he was a hard-line thinker – to take from the second Discourse the lesson that we should renounce civilization and try to go back and live with the bears was a gross misreading of his intention, he often insisted – and this same counsel applies to his later political work. Indeed in the Letter Rousseau himself suggests that Geneva has already taken some dangerous steps down a certain path, bringing it closer to Paris than Sparta, with the consequence that it may well be accommodation or “palliation” rather than resistance that is most needed (see esp. Starobinski 1993 and Forman-Barzilai 2003).

In any case, the 1758 publication of the Letter to M. D’Alembert marked Rousseau’s formal break with the philosophes. It had long been coming; the relations which had been strained by the publication of the two Discourses had only been further compromised by Rousseau’s 1756 Letter to Voltaire on Providence, and his personal squabbles in 1757 with several of his most influential friends and protectors. In any case, by 1758 the break was complete, and Rousseau was free to develop the many diverse and perhaps disparate strands of his ameliorative strategy in earnest. We say “disparate” for, as has been noted, Rousseau’s later writings in fact describe multiple approaches to solving this single problem concerning the best life available in modern society.3 One path was explicitly political and focuses on reconsidering the state and modern citizenship – the aim of Rousseau’s Social Contract and practical political writings. A second path sought to demonstrate how we might preserve the optimal features of natural man within modern society – the aim of Emile. A third path was personal, or psychological, focusing on how an individual might preserve within himself the self-sufficiency characteristic of natural man – a principal theme of Rousseau’s Reveries. But for all the differences that distinguish these solutions, each focused on solving the same problem. In each, the aim was never to recover the glories of a golden age, but to describe a means by which we might usefully navigate the specific challenges of our present political moment.

This program is perhaps most evident in what is today likely Rousseau’s best-known work, the Social Contract (1762). In this work, Rousseau makes clear that his aim is hardly to return us to the age of the beasts; so far from hoping to return us to the state of nature, Rousseau tells us that man “ought ceaselessly to bless the happy moment that tore him away from it forever, and that changed him from a stupid, limited animal into an intelligent being and a man” (Rousseau 1762a: OC III, 364; 141). Going back is thus not only impossible, but undesirable – and thus modern man’s true challenge is to discover the best way to play the hand that he’s been dealt. In practical terms, this means that our aim is not to recover the world described in the first part of the second Discourse but to discover a means of ameliorating the worst ills described in the second part of the second Discourse. In that work, Rousseau was particularly clear about the nature of the political problem. The social contract on which political societies have in fact been founded was little more than a swindle perpetuated by the strong on the weak; realizing that they needed some means of defending their property, the strong duped the weak into willingly entering a civil state that was entirely to the benefit of the former and the detriment of the latter (Rousseau 1755: OC III, 176–78; 53–55). In the second Discourse, this deceptive contract stands as one of the key moments in the transformation of natural physical inequality into a “legitimated” moral and political inequality. In the Social Contract, the distinction between physical inequality and moral inequality central to the second Discourse is translated into a distinction between power and right, with Rousseau again insisting that the former can in no way legitimate the latter (Rousseau 1762a: OC III, 354–55; 133–34). With this in place, Rousseau sets himself to his central task: describing a process of legitimizing political power.

Whereas the social contract criticized in the second Discourse represented only the victory of one special interest over another and resulted only in the perpetuation of the domination of the strong and the servitude of the weak, the social contract of the Social Contract is characterized by a process in which each of the individual autonomous parties to the contract subscribes to it willingly and freely and entirely, thereby enabling each individual party to the contract to claim a legitimate participatory role in the establishment of sovereign power. Rousseau’s emphasis on such agents’ autonomy has been seen by many as proto-Kantian and anticipating the centrality of free will and autonomy in later liberal conceptions of citizenship (see especially Riley 2006, and Cohen 2010). At the same time, the contract that Rousseau described also involved much that later liberals would find reprehensible. In the first place, Rousseau made clear that it was necessary for each party to the contract to engage in the “total alienation” of all their individual rights and powers to the collective (Rousseau 1762a: OC III, 360; 138); only in this manner, it is suggested, can a state achieve that genuine political equality necessary to break that vicious cycle of domination and submission. Also troubling to many has been Rousseau’s famous concept of the “general will” as the proper directive force of all political decision-making – a move, coupled with the infamous declaration that all men must be compelled to align their wills with the general will (in Rousseau’s words, to be “forced to be free”), that has seemed to many to be inimical to true autonomy (ibid.: OC III, 364; 141). And such fears are only exacerbated by Rousseau’s insistence on the need for a legislator charged with the responsibility of “transforming” men and substituting for their private and selfish interests a preference for the collective (ibid.: OC III, 381; 155). It is not difficult to see why, on the basis of such evidence, some later critics would accuse Rousseau of totalitarianism.4 While few careful students of Rousseau today would be likely to make that claim, it yet recalls us to several of the most important and enduring questions posed by Rousseau’s politics, including the questions of the compatibility of “natural” self-interests with the demands of political order, and the question of the degree to which institutional incentives and political compulsion can change these natural predilections – a question particularly posed by the implications of contemporary evolutionary biology for politics.5 The simple identification of Rousseau with political extremism is further called into question by his more “practical” political writings: the Projet de constitution pour la Corse (Project for a Constitution for Corsica, begun 1764) and the Considérations sur le gouvernement de Pologne (Government of Poland, begun 1771).

Each work contains some of Rousseau’s most pronounced republican rhetoric, leading many to regard them as emblematic of his classical orientations. Yet both works also provide many hints that Rousseau recognized that practical projects must be accommodated to actual political conditions, including the interests and tastes fashioned by modern commerce. The coexistence of such perspectives naturally leads one to wonder how Rousseau’s sides cohere: a question that ultimately extends beyond Rousseau to the important question of the utility of such dichotomies as ancient and modern, republican and liberal, communitarian and individualistic.6

In the same year that Rousseau published his Social Contract, he also published the book that he would later identify as his best work: Emile, or On Education. In contrast to his political works, which largely focus on developing institutional structures most likely to promote the realization of the best citizens possible, Emile seeks not only to educate a citizen but also to educate a human being in his totality. This expanded horizon necessitated a different approach. Emile certainly shares with all of Rousseau’s works the foundational maxim announced in its opening line: “Everything is good as it leaves the hands of the author of things; everything degenerates in the hands of man” (Rousseau 1762b: OC IV, 245; 161). But to this it adds a new concern: to chart a path whereby men living in the midst of that which men have made might yet preserve some elements of their natural goodness. The great story of the work is thus to show how its titular character might be cultivated in such a way that he might preserve even within society the distinguishing elements of his nature. This ultimately requires a system of education capable of properly cultivating the two foundational principles earlier identified as central to human nature: self-love and compassion. More broadly, it also requires a cultivation of our intellectual faculties, and Rousseau’s approach to our epistemic education is developed at considerable length and with considerable interest in Emile (see Hanley 2012).

The education of Emile’s foundational passions from birth through marriage is chronicled in detail in Rousseau’s work, but certainly one of its highlights is Rousseau’s account of the way in which these passions were transformed in his adolescence. This stage of Emile’s education afforded Rousseau an opportunity to dedicate himself to the examination of two of his favorite topics: religion and love. The latter would prove to be the most important of Emile’s passions; his story ends with his seemingly happy marriage to Sophie (though this happiness would be seriously questioned in the work’s unfinished and unpublished sequel). Yet the story of Emile’s courtship and ultimate possession of Sophie can hardly be read apart from Rousseau’s several other studies of eros, including, most notably, his novel Julie, or the New Heloise, which, through a series of letters, recounts a love affair between a tutor and his charge – and which, more than any of Rousseau’s works, was principally responsible for his contemporary fame (on the philosophical significance of Julie see Gauthier 2006: ch. 4).

Yet if Rousseau owed his fame to his writings on love, he owed his infamy to his writings on religion. In Émile ou De l’éducation (Emile) he largely developed these in an extended set-piece under the title of the “Profession of Faith of a Savoyard Vicar.” In this set-piece – which we know from statements elsewhere to represent a reasonably accurate statement of some of his own positions – Rousseau developed a form of what has often been called “natural religion.” But this can be misleading. Like many eighteenth-century proponents of natural religion, Rousseau suggested that nature’s wonders, apprehended through observation, offered an alternative to revelation as a means of human access to the divine. Yet Rousseau could hardly be said to share the scientific or analytic rigor that distinguished many eighteenth-century attempts at articulating a natural religion; in contrast, the Savoyard’s faith was very much a religion of the heart, of feeling and conscience and sensation – in keeping with the sentimentalist and anti-materialistic epistemology that Rousseau developed in several other works, and particularly in his unpublished Essai sur l’origine des langues (Essay on the Origin of Languages).7 From a contemporary view, the vicar’s creed, in conjunction with Rousseau’s other religious reflections, poses the question of the possible advantages and disadvantages of a sentimentalist natural religion – a question of great contemporary urgency in a world in which critiques of revealed religion have yet to be followed by systematic constructive attempts at regrounding religious longings on alternative foundations (for a recent rereading of Rousseau’s system through a religious lens see Alberg 2007). In its day, however, the upshot of Rousseau’s creed – in conjunction with his notorious defense of a stripped-down “civil religion” in the penultimate chapter of the Social Contract – was that his books were burned in Paris and Geneva, and Rousseau himself was forced into exile, despite his seemingly sincere protestation that he remained a loyal if unconventional Christian for the entirety of his life.

Rousseau’s heterodoxy thus brought upon him a degree of persecution that exacerbated the paranoia from which he had long suffered. Others would in time suffer from this paranoia as well, and perhaps none so much as David Hume. A celebrity on both sides of the Channel, Hume made a sensation in inviting Rousseau to accompany him to freedom in England. Hume would, however, be thoroughly punished for his good intentions; within months of their arrival in England, Rousseau’s paranoia would overwhelm him, leading him to accuse his innocent host of a number of crimes, thus compelling Hume to defend himself in a very public exchange (see especially Zaretsky and Scott 2009). But Rousseau’s time in England was not wholly unprofitable. While sequestered in the country he began his monumental autobiography, the Confessions. Not only are the Confessions revelatory of Rousseau’s life and his attempts to come to terms with his actions, but they also provide crucial insight into his political philosophy (see especially Kelly 1987). Yet for students of Rousseau’s philosophy, his other great autobiographical work, the Rêveries du promeneur solitaire (Reveries of a Solitary Walker), is also of great import. In the Reveries, Rousseau provides an intimate glimpse of the charm he found in the solitude of his later days, depicting a Rousseau who has fled social life altogether for the quiet pleasures of botanizing and daydreaming. In many respects, the Reveries are a work all their own, defying categorization. Yet they remain tied to Rousseau’s grander project of discovering the best way to live. Their implication seems to be that it is necessary to flee society altogether in order to retain whatever vestiges remain of the self-sufficiency inherent to our natures – an indictment of both the project of modernity and the more accommodating approaches that distinguished Rousseau’s earlier attempts to navigate his fundamental question.

Notes



1 The scholarship on Rousseau is immense and spans multiple academic disciplines. While occasionally referring to some select classic pieces, the notes on secondary literature that follow largely restrict themselves to very recent monographs in English written by philosophers, or which concentrate on themes likely to be of principal interest to philosophers. Many of the most influential and insightful articles on Rousseau have been recently collected in Scott 2006.

2 Biographical details below are drawn from three excellent recent overviews of Rousseau’s life and thought: Wokler 2001; Dent 2005; Zaretsky and Scott 2009.

3 For a lucid delineation of these three paths, see especially Todorov 2001. For developed and extended treatments of these differing routes and their connections to Rousseau’s larger philosophical system, see Masters 1968; and Melzer 1990.

4 See e.g. Jacob Talmon 1952; and Berlin 2002. For a recent response to these and similar such claims, see Bertram 2004.

5 For the development of the relationship of contemporary sociobiology to “naturalism” by a prominent Rousseau scholar, see Masters 1989.

6 Among recent interpreters, Jonathan Marks has been especially sensitive to Rousseau’s critiques of both liberalism and communitarianism; see Marks 2005.

7 An important reading of the “Platonic” foundations of Rousseau’s metaphysics and epistemology has recently been set forth in Williams 2007.
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IMMANUEL KANT

Manfred Kuehn

 

Life

Immanuel Kant was one of the most influential philosophers of the modern period. He was born in Königsberg (East Prussia) on 22 April 1724. After receiving his primary education at the Collegium Fredericianum, a Pietist institution in Königsberg, he attended the University of Königsberg. From 1748 to 1755 he worked as a private teacher for a number of families in the surroundings of Königsberg. Apparently he did not like teaching young children, and later in his life he jokingly assured his friends that there “was perhaps never a worse tutor” than he had been. This may have been misleading, as he was very much liked by his pupils and their parents. In 1755, after receiving the magister degree and the permission to teach at the University of Königsberg, he began to lecture on logic, metaphysics, physical geography and many other subjects. He was, by all accounts, a highly effective teacher. Johann Gottfried Herder, who studied with him during the early sixties, was inspired and described him as follows:


I have had the good fortune to know a philosopher. He was my teacher. In his prime, he had a happy sprightliness of his youth … his broad forehead, built for thinking, was the seat of an imperturbable cheerfulness and joy, Speech, the riches in thought, flowed from his lips. Playfulness, wit, and humor were at his command. His mind, which examined Leibniz, Wolff, Baumgarten, Crusius and Hume, and investigated the laws of nature of Newton, Kepler, and the physicists, comprehended equally well the newest works of Rousseau … and the latest discoveries in science. He weighed them all, and always came back to the unbiased knowledge of nature and to the moral worth of man. … He was indifferent to nothing worth knowing. … He incited and gently forced others to think for themselves; despotism was foreign to his mind.1



Yet, in spite of this success as a teacher and writer and numerous publications, he did not obtain a chair in philosophy until 1770. After having obtained this position, he promptly fell silent. However, this “silent period” from 1770 to 1781 was not due to slackness, but to his single-minded concentration on work that ultimately led to the Critique of Pure Reason and his other mature works.

Though Kant never left the environs of Königsberg, he knew the travel literature of the time very well, and it is reported that he could, for instance, describe the London Bridge in such vivid details that listeners who had visited London could not believe he had not seen it with his own eyes. Kant never married, and he lived the rather uneventful life of a scholar. Only once did he have to deal with political adversity. In 1794 the Prussian censor, in the name of Frederick William II, King of Prussia, forbade him to write about religious subjects. Kant promised to obey. However, when the king died, he felt no longer bound by this promise. In 1798 he thus published another work on religion. Late in his life, he was plagued by fatigue and headaches that made intellectual work difficult for him. Kant died on 12 February 1804.

Intellectual development

Kant’s intellectual life is usually divided into two periods: the so-called “pre-critical period” which is said to have lasted from 1755 to 1770 and the “critical period” from 1770–1804. During the very first years of the pre-critical period, he published largely on topics in natural science. Thus he wrote essays on the question “Whether the Earth Has Changed in Its Revolutions” and “On the Question Whether the Earth Is Aging from a Physical Point of View.” His 1755 General History and Theory of the Heavens is famous for having put forward the so-called “Kant-Laplacean” theory that explained the origin of the solar system by natural forces alone. Laplace, who later advocated the theory with arguments very similar to those of Kant, does not, however, seem to have been aware of Kant’s earlier attempt. Kant’s master’s thesis was entitled “On Fire” (“De igne”). While he soon turned his attention to more metaphysical topics, he retained a lifelong interest in physical and cultural geography, on which he continued to lecture for most of his life. His interest in cultural geography also led him to give highly popular lectures on anthropology. But it was metaphysics that was his true love. As Herder said, he “investigated the laws of nature” in accordance with Newton and Kepler and “comprehended” Rousseau, but he “examined” the works of metaphysicians like Leibniz and Hume.

These investigations and examinations led him to write a number of works in the popular style of philosophizing then current. They can only be characterized as eclectic and they show that while Kant was deeply influenced by the philosophical thought of Leibniz, Wolff, Crusius and their followers, he was also open to the ideas of such philosophers as John Locke, David Hume and other British thinkers. It would therefore be a mistake to characterize Kant’s view during this period as either a thoroughgoing rationalism or as a traditional form of empiricism. Though he was convinced of the truth of Newton’s physics, he was far from clear on how this science of the phenomena was to be grounded in a metaphysical system. Like most of his contemporaries, Kant during the 1750s and 1760s did not dogmatically accept one fixed metaphysical system as the only possible explanation of the world. In many ways he was much more of a skeptic in metaphysical matters than is commonly realized. The most important works of this period are The Only Possible Basis for a Demonstration of the Existence of God (1762), “An Enquiry into the Distinctness of the Fundamental Principles of Natural Theology and Morals” (1764), Observations on the Feeling of the Beautiful and Sublime (1764) and “Dreams of a Spirit-Seer” (1766).

Philosophy

Kant’s critical period begins with his so-called Inaugural Dissertation, entitled “On the Form and Principles of the Sensible and the Intelligible World” of 1770. Between 1771 and 1781 he worked out the basic outlines of his later “critical philosophy.” Though he was well known to his German contemporaries for his early works, he became (and remained) truly famous on the basis of the works he published during his second period. The most important of these are the Critique of Pure Reason (1781, 2nd ed. 1787), Prolegomena to Any Future Metaphysics (1783), Groundwork of the Metaphysics of Morals (1785), Metaphysical Foundations of Natural Science (1786), Critique of Practical Reason (1787), Critique of Judgment (1790), Religion within the Limits of Mere Reason (1793) and The Metaphysics of Morals (1797). His Anthropology from a Pragmatic Point of View of 1798 is now, after the publication of extensive lecture notes by his students, being recognized as a central focus of all his philosophical enquiries.

Kant’s philosophy can be characterized as an attempt to answer three fundamental questions: “What can I know?” “What ought I to do?” and “What may I hope for?” He addresses the first of these questions in his Critique of Pure Reason, which is often simply referred to as his “first Critique.” In it, Kant attempts to show that traditional metaphysics rests on a fundamental mistake: it presupposes that we can make substantive knowledge claims about the world independently of experience. Ultimately, what we can know is restricted to what mathematics and the natural sciences allow us to know. Furthermore, Kant was convinced that there is only as much science in a discipline as there is mathematics to be found in it. Not seeing any way to mathe-matize psychology or even chemistry, he thought they could never become sciences.

Kant characterizes mathematics as essentially consisting of “synthetic a priori” judgments and argues that physics essentially involves not just mathematics, but also a priori concepts that give all our judgments about the world a synthetic a priori component. These are “epistemic conditions” that allow us to know the world, but do not afford any kind of knowledge about the world as it would be independent of our cognitive apparatus.2 Though we can make certain synthetic a priori claims, these claims are not about reality per se, but only about reality as it is experienced by beings such as ourselves. It is only because we possess certain cognitive principles enabling us to experience the world that we can make certain claims a priori about the world as it appears. Thus metaphysics can only be concerned with the necessary presuppositions of possible experience, or with the conditions that must be fulfilled before we can make any knowledge claims whatsoever.

These a priori epistemic conditions are described by Kant as different “forms” that knowledge is necessarily subject to. He distinguishes three such forms, namely (i) the forms of sensibility, (ii) the forms of the understanding, and (iii) the forms of reason:


(i) The forms of sensibility consist of space and time. They are not characteristics of the “things in themselves,” but are only subjective conditions for ourknowledge of the world. However, because we cannot but view the world as spatial and temporal, things in space and time, or “the appearances,” are objective for us. Kant says that they are “empirically real,” but “transcenden-tally ideal.” If we were constituted differently, we might be able to “see” things as they are in themselves and not just as they appear to us. Space and time form also the basis of mathematics and its a priori nature. Just because they are the forms by means of which we must view the world, we can be sure that geometry and arithmetic are a priori and apply universally.

(ii) Our knowledge is further dependent on the forms of the understanding, or on a number of basic a priori concepts. Kant, borrowing a term from Aristotle, calls these basic concepts “categories.” He thinks there are precisely twelve of them. They include for him basic concepts of quantity (unity, plurality and totality), quality (reality, negation, limitation), relation (inherence, causality, community) and modality (possibility/impossibility, existence/non-existence and necessity/contingency). They appear to have a more extended application than space and time because we seem to be able to make claims about things that are not part of our spatio-temporal world. Many philosophers have used, for instance, the concept of causality in talking, and devising proofs, about God who, as they also claim, is neither in space nor in time. Kant believes that this is a fundamental mistake. He tries to establish in the so-called Transcendental Deduction, the heart of the first Critique, that the use of the categories is necessarily restricted to spatio-temporal objects, or (what he calls) appearances or phenomena. This Transcendental Deduction, one of the most difficult passages in the first Critique, is essentially an attempt to establish this restriction on our use of the categories. One of the most important consequences of this part of Kant’s view is that the traditional proofs concerning the nature of the soul, the world and God must be unsound. They cannot establish knowledge in any sense. If they are taken as establishing knowledge, they inevitably lead us to contradict ourselves. Indeed, the dialectical parts of Kant’s first Critique, namely the Paralogisms of Pure Reason and the Antinomy of Pure Reason, are attempts at exposing the fallacious character of all the arguments developed by traditional metaphysicians. In the context of the Antinomies, Kant famously claims that we can prove by equally valid and sound arguments that the world has a beginning and that it does not have a beginning and that we are free and that we are not free, to name just two of the Antinomies. Since reason inevitably leads to contradictions, it is not to be trusted as a source of genuine knowledge.

(iii) This does not mean, however, that Kant believed that the Antinomies are entirely useless. They address fundamental questions that are as unavoidable for us as metaphysical animals as breathing is for us as physical animals. As he puts it in the Prolegomena, even if we realize that the air around us is impure, we cannot afford to stop breathing. He believed that the Antinomies are expressions of deep “interests” of reason that cannot simply be dismissed.

The errors committed in the Antinomies are not our own fault. They cannot be avoided. Indeed, in the very first sentence of the work Kant asserts that it is part of the human tragedy that our “reason has this particular fate that in one species of itsknowledge it is burdened by questions which, as prescribed by the very nature of reason itself, it is not able to ignore, but which, as transcending all its powers, it is also not able to answer” (Kant 1781/1787: Avii; 7). These questions concern the forms of reason – what Kant calls the “transcendental ideas.” The ideas, which comprise for Kant only those of God, freedom and immortality, do not afford any kind of knowledge beyond that which is possible through space and time and the categories. They can give rise only to a kind of rational faith that is the ultimate legacy of Kant’s transcendental idealism.

Kant’s idea of the rationality of faith is radically opposed to Hume’s conception of faith, which is characterized by the claims that faith is not only opposed to reason, but that it is destructive of reason and that anyone who is moved by faith cannot be rational. While Kant confesses in the Prolegomena to Any Future Metaphysics that Will Be Able to Come Forward as Science that it was “Hume’s problem” of causality that moved him to develop his doctrine of the categories, he was not willing to follow him in his radical rejection of religion and in his moral theory that bases our moral judgments on a moral sense that “nature has made universal” in our species. For Kant, religion and morality are essentially rational.

Kant’s Groundwork of the Metaphysics of Morals, his second Critique, that is, the Critique of Practical Reason and his Metaphysics of Morals are his main works of moral philosophy. They show that Kant is a deontologist in ethics and is vehemently opposed to any form of consequentialism, hedonism, eudaemonism or utilitarianism. It is the concept of duty that is most central to his moral philosophy. Very much like the Stoics and Christians, he argues that duty is inextricably bound up with the will. Only the will can be unconditionally dutiful or good, for this reason. It is the only thing in this world that can be called good without qualification. Unlike many Christians, he claims that what is our duty can only be determined by reason. Whereas much of his theoretical work is concerned with showing that reason has much less power than was assumed by his rationalistic predecessors, Kant’s moral philosophy may be seen as an attempt to show that morality is the exclusive domain of reason. Furthermore, we have no duties towards God, but only towards ourselves and other human beings or rational agents. Therefore reason assumes a place of highest importance in ethics.

The goodness of the will must be found in the principle of its volition. We can determine what is willing in the right way by applying a principle that he calls the “categorical imperative.” Kant offers several formulations of this categorical imperative. The one that has received perhaps the most attention is the so-called “principle of universalization.” It states that I should always act in such a way that the maxim of my action can become a universal law (of nature). According to the second for-mulation I should always treat humanity whether in my own person or that of anybody else always at the same time as an end and never simply as a means. This gives rise, according to Kant, to the third formulation of the categorical imperative, namely that I should look at myself as an autonomous human being who is subject to the moral law only in so far as he/she freely legislates the moral law for himself/herself. We can regard ourselves as the authors of this law, and we are therefore truly autonomous. This concept of “autonomy” is, according to Kant, coextensive with the concept of freedom. Morality requires freedom. Therefore we must assume that we are free in so far as we are moral or rational beings. The realm of freedom is also characterized by Kant in Leibnizian or Augustinian language as the “kingdom of ends.” It would, however, be a mistake to straightforwardly identify it with Leibnizian or Christian doctrine. The notion of moral autonomy and the centrality of freedom point rather to the independence of morality from any kind of religion (in this Kant is close to Hume).

Since “freedom” is also one of the basic ideas to which theoretical reason leads us, it indicates the point at which the two Critiques come together. Kant believes that his second Critique shows that the concept of “freedom,” which he had demonstrated to be highly problematic in the Antinomies, is really a genuine concept, i.e. not a mere idle thought, but a necessary concept. It belongs to a genuine foundation of morality. Nevertheless, Kant insists that we cannot know ourselves to be free in any strict sense. It is our moral experience, or perhaps better the experience of our morality, that reveals us as free. Morality gives us the right to believe in the reality of freedom. Indeed our moral convictions presuppose that we are free just as our freedom shows that we are moral or subject to the categorical imperative, which is one and the same thing for Kant. Furthermore, morality and freedom also give us the right to believe in the reality of two other ideas of reason, namely those of “immortality” and “God.” Thus he argues that we must “postulate” the reality of these ideas in order to be able to act as moral beings in this world. Without immortality and God we would be condemned to moral despair. Moral action should lead to greater good in this world, but it usually does not. Happiness and worthiness to be happy do not usually go together in this world. If we want to establish a connection between the two, we must assume that they will be made to coincide by God in the long run. In this way, the notions of “God” and “immortality,” as prerequisites for the realization of the summum bonum or the highest good, make possible the moral enterprise for Kant, and therefore we must believe in their reality.

Belief in these three concepts is central in Kant’s so-called “moral faith.” Though Kant himself was not religious and was opposed to any form of external religious worship, he did believe that morality inevitably leads us to the acceptance of certain tenets of traditional theism. In his essays on religious matters and especially in the Religion within the Limits of Mere Reason, Kant attempts to develop the parallels between revealed religion and philosophical theology. He claims, in true Enlightenment fashion, that all that is essential in religion can be reduced to morality. Accordingly, he finds it necessary to criticize severely established religion as engaging in mere idolatry in its institutions and demands concerning the fulfillment of merely formal requirements. What, according to Kant, we may hope for, then, is that our moral actions ultimately do make a difference.

Kant’s Critique of the Faculty of Judgment of 1790, the third Critique, is often simply read as a treatise in aesthetics. And its first part, the Critique of Aesthetic Judgment, deals essentially with aesthetic problems. Kant argues that although aesthetic judgments are based on feeling, their claim to objective validity is not based on these feelings themselves but upon a priori principles of judgment that are preconditions for such feelings. However, apart from addressing the problem concerning the validity and characteristics of aesthetic judgments, Kant also deals in this work with the problem of the unity of his own system, the general problem of the apparent purposiveness of nature, and the problems arising from a presumed necessity of applying teleological concepts in biology. The notions of teleology and purposiveness play a large role in these discussions about the harmony of all parts of nature. The most important part of his aesthetic theory about the beautiful is his concept of “purposiveness without purpose.” When we make judgments about beauty we presuppose that beautiful objects do not have any particular purpose even though they please us by being purposive in general and having in this way an effect on the free play of our faculties. In particular, it is the harmonious play of the understanding and the imagination that is involved. Judgments of beauty are only putatively a priori. This is problematic because empirical judgments are necessary for everyone, but are themselves not a priori. They just involve a priori principles or a priori concepts. But aesthetic judgments are said to be themselves a priori for the same reason. Lewis White Beck thinks what is a priori is not the statement itself, but “a theoretical judgment in the meta-language of aesthetics” (Beck 1978: 167–70). The third Critique also contains many significant discussions of religious topics that shed new light on Kant’s view of the relation between theoretical and practical philosophy. It serves thus as a bridge between these two areas of his philosophy. Whether this means that the third Critique is meant to provide a foundation for the theoretical and practical parts of Kant’s philosophy is another question. Kant himself thought, however, that it was the theory of space and time and the concept of freedom that provided the hinges around which his entire philosophy revolves.

Influence

Kant understood himself as an Enlightenment thinker. As he pointed out in his famous essay “An Answer to the Question: ‘What Is Enlightenment?’” of 1784:


Enlightenment is the human being’s emergence from his self-incurred minority. Minority is the inability to make use one’s own understanding without direction from another. This minority is self-incurred when its cause is not lack of understanding, but lack of resolution and courage to use it without direction of another. Sapere aude! Have courage to make use of your own understanding! is thus the motto of enlightenment.

(Kant 1784: Ak VIII, 35)



But Kant’s work had not only hardly any influence on other Enlightenment philosophers, but it was vigorously opposed by many of them. Indeed, he is today often referred to as the person who “overcame” the Enlightenment. Part of the reason for this is the fact that Kant’s works had a tremendous influence on German idealism. Johann Gottlieb Fichte, Friedrich Wilhelm Schelling and G. W. F. Hegel cannot be understood without reference to Kant, even if they saw themselves not so much as continuing his thought, but as drawing conclusions from it that ultimately showed he had not been radical enough in his pursuit of idealism. Transcendental idealism was thus transformed in “absolute idealism.” Any vestige of the thing in itself was eliminated. The philosophy of these German idealists soon began to overshadow that of Kant. Late in the nineteenth century Kant’s ideas experienced a renaissance. The neo-Kantians, under the motto “Back to Kant,” argued that the idealists had misunderstood Kant, and that his epistemology and his ethics provided the best models for philosophizing in a scientific age. But they did not so much form one unified movement as represent many, often quite different, reactions to the philosophical positions prevalent in Germany around the middle of the nineteenth century, and especially to Hegelian idealism and the many different forms of naturalism. Some of the most important figures in this movement were Hermann Cohen, Paul Natorp and Ernst Cassirer, who belonged to the “Marburg school,” and Wilhelm Windelband, Heinrich Rickert and Ernst Troeltsch, who were part of the Southwest or Baden school, in southwest Germany. Many recent philosophers in English-speaking countries would seem to share many of the sentiments of these philosophers. Some contemporary moral philosophers, following the lead of John Rawls, are still trying to develop a “Kantian ethics,” often in conscious opposition to “Kant’s ethics.” Especially the emphasis on values and normativity is due to the largely forgotten and indirect influence of these post-Kantian German thinkers. While the old adage that “you can philosophize with Kant, or philosophize against him, but you cannot philosophize without him” is perhaps an exaggeration, it would be difficult to overestimate the importance of these works for the subsequent history of Western thought, even if there are some who, taking Richard Rorty as a model, would rather not go down this road.

Notes



  1 Johann Gottfried Herder quoted in accordance with the translation found in the Introduction to Lewis White Beck’s (1959) edition of Kant’s Foundations of the Metaphysics of Morals.

  2 The phrase “epistemic condition” has been made popular by Henry Allison, in Allison 2004.
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Kant’s works in English: The Cambridge Edition of the Works of Kant is the “first comprehensive edition” of Kant’s philosophical corpus in English. It is now the standard work for studying Kant in English. Since 1992 thirteen volumes have appeared under the general editorship of Paul Guyer and Allen W. Wood. Many of the major works contained in this edition have also appeared in separate volumes published by Cambridge University Press. This does not mean that some of the older translations of Kant’s works are without value. Thus the Kemp Smith translation of the Critique of Pure Reason still remains valuable. In fact, one of the virtues of the new translation in the Cambridge edition is that it remains relatively close to the Kemp Smith translation. I regret, though, that the translators have chosen to translate Erkenntnis as “cognition,” as all the eighteenth-century German translations of Hume, Hutcheson and other British thinker uniformly translate “knowledge” as “Erkenntnis.”
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